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 Let ⊕ ]x[q  be the ring of polynomials over ⊕ q , the finite field of q elements,  
                   ⊕ q (x) its field of quotients, 

                   ⊕ q (( x
1 )) the completion of ⊕ q (x)  with respect to the infinite valuation, 

and ⊕ q ((x)) the completion of ⊕ q (x)  with respect to the x–adic valuation. 

This thesis deals with continued fractions in ⊕ q (( x
1 )) and ⊕ q ((x)), which we 

shall refer to as function fields, and their characterization properties. There have been 
different kinds of continued fractions constructed over local fields, such as the p-adic 
number field; the two notable ones being due to Ruban and Schneider in the seventies.  

The Ruban type continued fraction, which mimics the classical continued fraction 
in the reals, was first developed in ⊕ 2 (( x

1 )) by Baum & Sweet, while the Schneider type 
continued fraction has never been seriously considered in function fields. Here we present 
the constructions of both types of continued fractions (Ruban and Schneider) in ⊕ q (( x

1 )) 
and ⊕ q ((x)) and derive their basic properties. 

Next, it is shown that as in the classical case both continued fractions terminate if 
and only if they represent rational elements. As to the characterization of quadratic 
irrationals, it is well known that a real number is a quadratic irrational if and only if its 
classical continued fraction is periodic. In the function fields case, this result remains true 
for Ruban continued fraction, while for Schneider continued fraction, we can only show 
that a quadratic irrational belonging to a large class does indeed have periodic Schneider 
continued fraction.  

In the last part, we prove that should one try to construct continued fraction in 

function fields using the best approximation criteria, one will inevitably end up with 

Ruban continued fraction.  
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CHAPTER I

Introduction

There are two well-known continued fractions for p-adic numbers, namely the

one due to Ruban [15] and the other due to Schneider [16]. As seen from their

algorithms, both kinds of continued fractions can be constructed in any local field.

Indeed, as pointed out by Browkin [4], by choosing different sets of representatives

for the residue class field, many more similar, yet with certain different properties,

continued fractions can be derived. In the classical case, real numbers are rational

if and only if their continued fractions are finite. In the p-adic case, the situation,

though already settled, is more complicated for there are rational numbers whose

p-adic continued fractions are infinite periodic, see e.g. Bundchuh [5], Laohakosol

[7], Lianxiang [8], de Weger [6], and Browkin [4]. A beautiful characterization of

quadratic irrationals, due to Lagrange, with periodic continued fractions in the

classical case leads one to ask whether there is such a characterization in other

fields. The situation in the p-adic case is much more difficult, for example there

are p-adic quadratic irrationals whose continued fractions are not periodic. To

date this is not completely settled, though there have been various investigations,

see e.g. de Weger [6], and Browkin [4]. In this thesis, we consider analogous

questions in the case of function field, K, i.e. completions of Fq(x), where Fq

denotes the finite field of q elements, with respect to two main valuations, namely

the infinite valuation | · |∞, and the π-adic valuation | · |π, where π := π(x) is a

non-constant irreducible element in Fq(x).

In Chapter II, we collect definitions and results, mainly without proofs, to be
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used throughout the entire thesis.

In Chapter III, we describe the constructions of the so-called Ruban continued

fraction, henceforth called RCF, in any local field K, and specialize K to be

Fq((
1
x
)), or Fq((x)) the completions of Fq(x) with respect to | · |∞, and | · |π with

π = x, respectively. We show that rational elements in both fields are precisely

those with finite continued fractions. As for quadratic irrationals, it is not difficult

to see that infinite periodic continued fractions of any kind represent a quadratic

irrational. However, we can only establish that a large class of quadratic irrationals

has periodic continued fractions.

In Chapter IV, we describe the constructions of the so-called Schneider contin-

ued fraction, henceforth called SCF, in any local field K, and specialize K to be

Fq((
1
x
)), or Fq((x)). Rationality and quadratic irrationality characterization are

considered with similar results as those in Chapter III.

In the final chapter, Chapter V, we prove that should one start constructing

continued fractions via the concept of best approximations, one will end up with

RCF.



CHAPTER II

Basic Definitions and Results

In this chapter, we collect definitions and results, mainly without proofs, to

be used throughout the entire thesis. The first section deals with valuations and

related concepts. Details and proofs can be found in McCarthy [10] or Bachman

[1]. The second section deals with continued fractions and their properties. Details

and proofs can be found in Lorentzen and Waadeland [9] or Niven, Zuckerman

and Montgomery [14] for the classical case, and in Ruban [15], Schneider [16],

Bundchuh [5], Laohakosol [7], Browkin [4], de Weger [6], and Lianxiang [8] for the

p-adic case.

2.1 Valuations

Definition 2.1. A valuation on a field K is a real-valued function a 7→ |a| defined

on K which satisfies the following conditions:

(i) ∀a ∈ K, |a| ≥ 0 and |a| = 0 ⇔ a = 0

(ii) ∀a, b ∈ K, |ab| = |a||b|
(iii) ∀a, b ∈ K, |a + b| ≤ |a|+ |b|.

There is always at least one valuation on K, namely, that given by setting

|a| = 1 if a ∈ K − {0} and |0| = 0. This valuation is called the trivial valuation

on K.

Definition 2.2. A valuation | · | on K is called non-Archimedean if the condition

(iii) in Definition 2.1 is replaced by a stronger condition, called the strong triangle
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inequality

|a + b| ≤ max(|a|, |b|) (∀a, b ∈ K).

Any other valuation on K is called Archimedean.

A valuated field (K, | · |) is a field K together with a prescribed valuation | · |.
If the valuation is non-Archimedean, then K is called a non-Archimedean valuated

field.

Examples 2.3. 1) For K = Q, the ordinary absolute value | · | is an Archimedean

valuation on K.

2) For K = Q, let p be a prime number. Each a ∈ Q−{0} can be written uniquely

in the form

a = pn
(u

v

)
,

where u, v ∈ Z, (v > 0), (u, v) = 1, n ∈ Z, p - u and p - v. Define

|a|p = p−n and |0|p = 0.

Then | · |p is a non-Archimedean valuation on Q and called the p-adic valuation.

3) Consider the field Fq(x) of rational functions over a finite field Fq of q elements.

Let
f(x)

g(x)
∈ Fq(x)− {0}. Define

∣∣∣∣
f(x)

g(x)

∣∣∣∣
∞

= 2deg f−deg g and |0|∞ = 0.

Then | · |∞ is a non-Archimedean valuation on Fq(x).

4) Let π(x) be an irreducible polynomial in Fq[x].

If
f(x)

g(x)
∈ Fq(x)− {0}, we can write uniquely as

f(x)

g(x)
= π(x)n u(x)

v(x)
,

where u(x) and v(x) are relatively prime elements of Fq[x], neither of which is

divisible by π(x). Define
∣∣∣∣
f(x)

g(x)

∣∣∣∣
π

= 2−n and |0|π = 0.
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Then | · |π is a non-Archimedean valuation on Fq(x). We will consider mostly the

case where π(x) = x, and write | · |x instead of | · |π.

Since valuation gives rise to a metric on any valuated field K, the usual com-

pletion process is applicable. In the case of Q, with the usual absolute value, its

completion is the field R of real numbers and in the case of (Q, | · |p), its com-

pletion is the p-adic number field (Qp, | · |p), while in the cases of (Fq(x), | · |∞)

and (Fq(x), | · |π) the completions are (Fq((
1
x
)), | · |∞) and (Fq((π(x))), | · |π) the

fields of formal Laurent series in
1

x
and π(x), respectively.

Definition 2.4. Let (K, | · |) be a valuated field. i) The set

V = {|a|; a ∈ K − {0}}

is easily checked to be a group and is called the value group of (K, | · |).
ii) If V is an infinite cyclic group, then (K, | · |) is called a discrete valuated field.

iii) A local field is a complete, discrete non-Archimedean valuated field.

iv) The set ω = {a ∈ K : |a| ≤ 1} is a ring, called the valuation ring of (K, | · |).
v) The set ℘ = {a ∈ K : |a| < 1} is the unique maximal ideal of ω.

vi) The field ω/℘ is called the residue class field of (K, | · |).

Examples 2.5. 1) (Qp, | · |p) is a local field with {0, 1, 2, . . . , p− 1} as a set of

representatives of its residue class field.

2) (Fq((
1
x
)), | · |∞) is a local field with Fq as a set of representatives of its residue

class field.

3) (Fq((x)), | · |x) is a local field with Fq as a set of representatives of its residue

class field.
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In a local field (K, | · |) with R being the set of representatives of its residue

class field, each element α ∈ K can be uniquely represented as

α =
∞∑
i=r

ciπ
i,

where ci ∈ R, r ∈ Z, and π ∈ K is called a prime element which is usually

normalized so that |π| = 2−1. Thus |α| = |π|r = 2−r. Sometimes, it is convenient

to use the ordinal function which is defined by ordπ(α) = r, and so ordπ(π) = 1.

2.2 Classical continued fractions

The expansion

bo +
a1

b1 +
a2

b2 +
a3

. . . +
an

bn +
an+1

. . .

is called a continued fraction.

It is more convenient to use the notation

[b0; a1, b1; a2, b2; . . . ; an, bn; . . .] (2.1)

for the above continued fractions. The elements a1, a2, a3, . . . are called its partial

numerators ; b1, b2, b3, . . . its partial denominators. When all ai = 1 we use

[b0, b1, b2, . . .]

for [b0; 1, b1; 1, b2; . . . ; 1, bn; . . .]. We assume that all partial denominators are

not equal to zero.

The terminating or finite continued fraction

[b0; a1, b1; a2, b2; . . . ; an, bn] :=
pn

qn
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is called the nth convergent of the continued fraction (2.1) .

In R, it is known that any real number can be represented as a continued

fraction of the form

[b0, b1, b2, . . .]

where b0 ∈ Z, bi ∈ N. This is called a simple continued fraction and the bi are

called its partial quotients. Such representation is unique for real irrationals, but

for real rationals, we have the following characterization.

Theorem 2.6. Any finite simple continued fraction represents a rational number.

Conversely, any rational number can be expressed as a finite simple continued

fraction, and in exactly two ways,

[b0, b1, b2, . . . , bn] = [b0, b1, b2, . . . , bn − 1, 1].

An infinite simple continued fraction

[b0, b1, b2, . . .]

is said to be periodic if there is an integer r such that bn = bn+r for all sufficiently

large integers n. A well known theorem of Lagrange characterizing infinite, peri-

odic, simple continued fractions states that:

Theorem 2.7. An infinite, periodic, simple continued fraction is a quadratic

irrational number, and conversely.

2.3 p-adic Continued fractions

There are many p-adic continued fractions constructed by various authors.

We shall consider only two types, namely, Ruban Continued Fraction first devel-

oped by Ruban [15] and Schneider Continued Fraction first developed by Schnei-

der [16].
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The process for the expansion of the p-adic Ruban continued fraction, denoted

by p-adic RCF, was described by Ruban [15] and Laohakosol [7] as follows:

Let ξ ∈ Qp. As usual, ξ can be represented uniquely as

ξ =
∞∑
i=r

cip
i

where r ∈ Z, ci ∈ {0, 1, . . . , p− 1}:=Fp (i ≥ r). Define

[ξ] :=
0∑

i=r

cip
i ∈ Fp

[
1

p

]
, (ξ) :=

∞∑
i=1

cip
i

and we call [ξ] and (ξ) the head part and the tail part of ξ, respectively. The head

and tail parts of ξ are uniquely determined, and so uniquely write ξ = [ξ] + (ξ).

Let b0 = [ξ] ∈ Fp[
1
p
]. Hence |b0|p ≥ 1.

If (ξ) = 0, the process stops.

Otherwise, write ξ in the form ξ = b0 +
1

ξ1

, where ξ−1
1 = (ξ) with |ξ1|p > 1. As

above, we can uniquely write ξ1 = [ξ1] + (ξ1). Let b1 = [ξ1] ∈ Fp[
1
p
]− {0}.

If (ξ1) = 0, the process stops.

Otherwise, write ξ1 in the form ξ1 = b1 +
1

ξ2

, where ξ−1
2 = (ξ1) with |ξ2|p > 1.

As above, we can uniquely write ξ2 = [ξ2] + (ξ2). Let b2 = [ξ2] ∈ Fp[
1
p
]− {0}.

Again, if (ξ2) = 0, the process stops.

Otherwise proceed in the same manner.

Therefore ξ has a unique p-adic RCF of the form

[b0, b1, b2, . . .]

where all bi ∈ Fp[
1
p
]− {0} (i ≥ 1).

It is quite trivial that a finite p-adic RCF always represents a rational number.

However, there exist infinitely many rational numbers with infinite periodic p-adic

RCF’s. Laohakosol [7] gave a characterization of rational numbers via p-adic

RCF as follows:
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Theorem 2.8. Let ξ ∈ Qp − {0}. Then ξ is a rational number if and only if its

p-adic RCF is either finite or periodic from a certain fraction onwards with the

shape

[(p− 1)p−1 + (p− 1), (p− 1)p−1 + (p− 1), . . .].

Schneider [15] constructed another p-adic continued fraction, denoted hence-

forth by p-adic SCF, as follows:

Let ξ ∈ Qp − {0}. It can be assumed without loss of generality that |ξ|p = 1.

Then ξ can be represented uniquely as

ξ =
∞∑
i=0

cip
i

where ci ∈ Fp (i ≥ 0), c0 6= 0. Let b0 = c0 and write ξ in the form ξ = b0 +
a1

ξ1

with |ξ1|p = 1 = |b0|p, a1 = pα1 (α1 ∈ N). Let

ξ1 =
∞∑
i=0

dip
i

where di ∈ Fp (i ≥ 0), d0 6= 0. Let b1 = d0 and write ξ1 in the form ξ1 = b1 +
a2

ξ2

with |ξ2|p = 1 = |b1|p, a2 = pα2 (α2 ∈ N). Continuing in the same manner, we

have generally

ξn = bn +
an+1

ξn+1

(n ≥ 0)

where bn ∈ Fp − {0}, an+1 = pαn+1 with |bn|p = 1 = |ξn+1|p. Therefore ξ has a

unique p-adic SCF of the form

ξ = [b0; a1, b1; a2, b2; . . . ; an, bn; . . .]

where an = pαn , αn ∈ N, bn ∈ Fp − {0}.
The expansion into p-adic SCF is unique. The following theorem (see [5]) contains

a necessary and sufficient condition for rationality of p-adic numbers.
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Theorem 2.9. Let ξ ∈ Qp − {0}. Then ξ is rational if and only if its p-adic

SCF is either finite or periodic with period length 1 and an = p, bn = p − 1 for

sufficiently large n.



CHAPTER III

RCF

As seen in Chapter II, the underlying idea of p-adic RCF algorithm is exactly

the same as in the classical case, i.e. separate the p-adic expansion of each number

ξ = [ξ] + (ξ) with |[ξ]|p ≥ 1, |(ξ)|p < 1 into the head part , [ξ], which is kept

as partial quotient, and the tail part, (ξ), which is then inverted. The p-adic

expansion of
1

(ξ)
, provided (ξ) 6= 0, is again separated into head and tail parts,

and the process repeats. Browkin [4] observed that the same construction can

be done in any local field. It is to be noted that almost all continued fractions

considered in function fields are of this type, see e.g. Baum and Sweet [2], [3], Mills

and Robbins [12], Mesirov and Sweet [11], Niederreiter and Wien [13], Thakur [17],

[18], [19] and we shall refer to them throughout as RCF. In the first section of

this chapter, a brief description of RCF in local field and its basic properties are

given. In the last two sections, our main concerns are the two function field cases of

(Fq((
1
x
)), |·|∞) and (Fq((x)), |·|x). Section 3.2 deals with complete characterization

of rationals, while Section 3.3 does the same for quadratic irrationals but with less

complete characterization.

3.1 Construction and basic properties

Let (K, | · |) be a local field, R the set of representatives of its residue class

field. Every element ξ ∈ K − {0} can be uniquely written in the form

ξ =
∞∑

n=r

cnπn
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with prime element π so normalized that |π| = 2−ordππ = 2−1, r ∈ Z, ci ∈ R and

cr 6= 0. We assume that 0 ∈ R. Define

[ξ] :=
0∑

n=r

cnπ
n, (ξ) :=

∞∑
n=1

cnπn.

We call [ξ] and (ξ) the head part and the tail part of ξ, respectively. Then

R[
1

π
] = {α ∈ K; α =

0∑
n=r

cnπn, r ∈ Z, r ≤ 0},

the set of all head parts of elements in K. The head part and tail part of ξ are

uniquely determined, and so we can uniquely write ξ = [ξ] + (ξ).

Let b0 = [ξ] ∈ R[ 1
π
]. Hence |b0| ≥ 1.

If (ξ) = 0, then the process stops.

If (ξ) 6= 0, then write ξ = b0 +
1

ξ1

, where ξ−1
1 = (ξ) with |ξ1| > 1. Next write

ξ1 = [ξ1] + (ξ1). Let b1 = [ξ1] ∈ R[ 1
π
]−R, then |b1| > 1.

If (ξ1) = 0, then the process stops.

If (ξ1) 6= 0, then write ξ1 = b1 +
1

ξ2

, where ξ−1
2 = (ξ1) with |ξ2| > 1. Let

b2 = [ξ2] ∈ R[ 1
π
]−R, then |b2| > 1.

Again, if (ξ2) = 0, then the process stops.

If (ξ2) 6= 0 , then we proceed in the same manner.

Therefore ξ has a unique RCF of the form

ξ = [b0, b1, b2, . . . , bn−1, ξn],

where all bi ∈ R[ 1
π
]−{0} (i ≥ 1), ξn ∈ K, |ξn| > 1 if exists and ξn is referred to as

the nth complete quotient. The sequence (bn) so obtained is uniquely determined

and we call bn the partial quotients of ξ.

In order to establish convergence, we define two sequences (An), (Bn) as
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follows:

A−1 = 1, A0 = b0, An+1 = bn+1An + An−1 (n ≥ 0) (3.1)

B−1 = 0, B0 = 1, Bn+1 = bn+1Bn + Bn−1 (n ≥ 0) (3.2)

Proposition 3.1. For any n ≥ 0, α ∈ K − {0}, we have

αAn + An−1

αBn + Bn−1

= [b0, b1, b2, . . . , bn, α].

Proof. Let P (n) :
αAn + An−1

αBn + Bn−1

= [b0, b1, b2, . . . , bn, α].

Since
αA0 + A−1

αB0 + B−1

=
αb0 + 1

α + 0
= b0 +

1

α
, then P (0) is true.

Suppose that P (n− 1) holds. Consider

[b0, b1, b2, . . . , bn, α] =[b0, b1, b2, . . . , bn +
1

α
]

=
(bn + 1

α
)An−1 + An−2

(bn + 1
α
)Bn−1 + Bn−2

, (by induction hypothesis)

=
α(bnAn−1 + An−2) + An−1

α(bnBn−1 + Bn−2) + Bn−1

=
αAn + An−1

αBn + Bn−1

,

which gives the truth of P (n).

From the above proposition, we have

An

Bn

=
bnAn−1 + An−2

bnBn−1 + Bn−2

= [b0, b1, b2, . . . , bn] (n ≥ 1).

We call
An

Bn

the nth convergent of the RCF to ξ.

If (ξn) = 0 for some n, then ξ = [b0, b1, b2, . . . , bn−1] i.e. the RCF of ξ is

finite. If (ξn) 6= 0 for all n, we will show that its RCF converges.

Proposition 3.2. AnBn−1 − An−1Bn = (−1)n−1 (n ≥ 0).

Proof. Let P (n) : AnBn−1 − An−1Bn = (−1)n−1.

Since A0B−1 − A−1B0 = 0− 1 = −1 = (−1)0−1, then P (0) is true.
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Suppose that P (n− 1) holds. Consider

AnBn−1 − An−1Bn = (bnAn−1 + An−2)Bn−1 − An−1(bnBn−1 + Bn−2)

= An−2Bn−1 −Bn−2An−1 = (−1)n−1,

and so P (n) holds.

Proposition 3.3. |Bn| > |Bn−1| (n ≥ 0).

Proof. We have |B0| = 1 > 0 = |B−1|. Suppose |Bn−1| > |Bn−2|. Since |bn| > 1,

for n ≥ 1, then by strong triangle inequality

|Bn| = |bnBn−1 + Bn−2| = |bnBn−1| > |Bn−1|.

Proposition 3.4. |Bn| ≥ 2n (n ≥ 1) and so Bn 6= 0 (n ≥ 1).

Proof. Let P (n) : |Bn| ≥ 2n.

Since |B1| = |b1B0 + B−1| = |b1B0| = |b1| ≥ 21, then P (1) is true. Suppose that

P (k) holds. Consider P (k+1). Since Bk+1 = bk+1Bk+Bk−1 and |bk+1Bk| > |Bk−1|,
then |Bk+1| = |bk+1Bk| ≥ 2k+1.

Proposition 3.5. ξ − An

Bn

=
(−1)n

Bn(ξn+1Bn + Bn−1)
(n ≥ 1).

Proof. By Proposition 3.1

ξ = [b0, b1, b2, . . . , bn, ξn+1] =
ξn+1An + An−1

ξn+1Bn + Bn−1

,

and so by Proposition 3.2,

ξ − An

Bn

=
ξn+1An + An−1

ξn+1Bn + Bn−1

− An

Bn

=
Bn(ξn+1An + An−1)− An(ξn+1Bn + Bn−1)

Bn(ξn+1Bn + Bn−1)

=
−(AnBn−1 − An−1Bn)

Bn(ξn+1Bn + Bn−1)
=

(−1)n

Bn(ξn+1Bn + Bn−1)
.
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Since |ξn| = |bn| ≥ 21 and |Bn| > |Bn−1|, then by Proposition 3.4

|Bn(ξn+1Bn + Bn−1)| = |Bn|2|bn+1| ≥ 22n+1. It follows that

|ξ − An

Bn

| = 1

|Bn(ξn+1Bn + Bn−1)| ≤
1

22n+1
→ 0 (n →∞)

and so
An

Bn

converges to ξ which enables us to write ξ = [b0, b1, b2, b3, . . .].

Example 3.6. Case of Fq((
1
x
))

Take K = Fq((
1
x
)), the completion of Fq(x) with respect to the infinite non-

Archimedean valuation | · |∞ so normalized that |x−1|∞ = 2−1.

Each ξ ∈ Fq((
1
x
)) can be uniquely written as

ξ = fmxm + fm−1x
m−1 + · · ·+ f0 + f−1x

−1 + · · ·

where fi ∈ Fq, fm 6= 0, m ∈ Z. Specializing the construction in Section 3.1, we

have [ξ] := fmxm + fm−1x
m−1 + · · · + f0 ∈ Fq[x], (ξ) := f−1x

−1 + f−2x
−2 + · · ·

and so ξ has a unique RCF of the form

ξ = [b0, b1, b2, b3, . . .],

where b0 = fmxm +fm−1x
m−1 + · · ·+f0 = [ξ] ∈ Fq[x], bi = gmi

xmi + gmi−1x
mi−1 +

. . . + g0 = [ξi] ∈ Fq[x]− Fq, gmi
6= 0, |bi|∞ > 1 (i ≥ 1).

Example 3.7. Case of Fq((x))

Take K = Fq((x)), the completion of Fq(x) with respect to the x-adic non-

Archimedean valuation | · |x so normalized that |x|x = 2−1. Each ξ ∈ Fq((x))

can be uniquely written as

ξ = f−mx−m + f−m+1x
−m+1 + · · ·+ f0 + f1x

1 + · · ·

where fi ∈ Fq, f−m 6= 0, m ∈ Z. Specializing the construction in Section 3.1, we

have [ξ] := f−mx−m + f−m+1x
−m+1 + · · · + f0 ∈ Fq[

1
x
], (ξ) := f1x

1 + f2x
2 + · · ·
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and so ξ has a unique RCF of the form

ξ = [b0, b1, b2, b3, . . .],

where b0 = f−mx−m + f−m+1x
−m+1 + · · · + f0 = [ξ] ∈ Fq[

1
x
], bi = g−mi

x−mi +

g−mi+1x
−mi+1 + . . . + g0 = [ξi] ∈ Fq[

1
x
]− Fq, g−mi

6= 0, |bi|x > 1 (i ≥ 1).

3.2 Characterization of rationals

In this section the word ”rational” refers to elements of Fq(x).

Theorem 3.8. Let ξ ∈ Fq((
1
x
)). Then ξ is rational ⇔ its RCF is finite.

Proof. It is easy to see that if the RCF of ξ ∈ Fq((
1
x
)) is finite, then ξ is rational.

Assume ξ ∈ Fq((
1
x
)) is rational and using the notation of Example 3.6, let its

RCF be [b0, b1, b2, . . . , bn, . . .].

Writing ξ = [b0, b1, b2, . . . , bn−1, ξn]. Since ξ is rational, then ξn is rational and

|ξn|∞ = |bn|∞ > 1. Writing ξn as fraction

ξn =
xn

xn+1

= bn +
xn+2

xn+1

with xn, xn+1, xn+2 ∈ Fq[x].

We see that 1 ≤ |xn+1|∞ < |xn|∞. It follows that (xn) is a sequence of polynomials

in Fq[x] with strictly decreasing degrees and must then terminate.

Remark 3.9. Theorem 3.8 can be proved using Euclid algorithm as follows: let

ξ =
A(x)

B(x)
∈ Fq(x). By Euclid algorithm, ∃Q1, Q2, . . . , Qn+1, R1, . . . , Rn ∈ Fq[x],
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0 ≤ deg Rn < deg Rn−1 < . . . < deg R1 < deg B such that

A(x) = Q1(x)B(x) + R1(x)

B(x) = Q2(x)R1(x) + R2(x)

R1(x) = Q3(x)R2(x) + R3(x)

...

Rn−2(x) = Qn(x)Rn−1(x) + Rn(x)

Rn−1(x) = Qn+1Rn(x).

Thus the RCF of ξ =
A(x)

B(x)
is finite of the form

[Q1, Q2, . . . , Qn+1].

Theorem 3.10. Let ξ ∈ Fq((x)). Then ξ is rational ⇔ its RCF is finite.

Proof. It is easy to see that if the RCF of ξ is finite then ξ is rational. Assume

ξ ∈ Fq((x)) is rational and using the notation of Example 3.7, let its RCF be

[b0, b1, b2, . . . , bn−1, . . .]. Writing ξ = [b0, b1, b2, . . . , bn−1, ξn].

Since ξ is rational, then ξn is rational and |ξn|x = |bn|x > 1. Writing ξn as fraction

ξn =
xn

xn+1

= bn +
xn+2

xn+1

with xn, xn+1, xn+2 ∈ Fq[
1
x
].

Since |ξn|x > 1, then |xn+1|x < |xn|x. Considering as polynomials in 1
x
, this implies

that deg 1
x
(xn+1) < deg 1

x
(xn) i.e. (xn) is a sequence of polynomials in 1

x
with strictly

decreasing degree (in 1
x
) and must then terminate.

3.3 Quadratic irrationals

In this section, the word ”irrational” refers to elements of Fq((
1
x
)) (or Fq((x)))

which are not in Fq(x).

An infinite continued fraction of the shape [b0, b1, b2, . . .] is said to be periodic
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if there is an integer k such that bn = bn+k for all sufficiently large integer n and

is denoted by [b0, b1, . . . , bn−1, bn, bn+1, . . . , bn+k−1].

Theorem 3.11. Let ξ ∈ Fq((
1
x
)), |ξ|∞ ≤ 1. If the continued fraction expansion

of ξ is periodic, then ξ is a nonrational root of a quadratic equation of the form

at2 + bt + c = 0 where a, b, c ∈ Fq[x], a 6= 0.

Proof. Let ξ = [b0, b1, . . . , bn−1, bn, bn+1, . . . , bn+k], and ξn = [bn, bn+1, . . . , bn+k]

= [bn, bn+1, . . . , bn+k, ξn] be the nth complete quotient of the periodic RCF of ξ.

Then by Proposition 3.1,

ξn =
A′ξn + A′′

B′ξn + B′′ where
A′′

B′′ = [bn, bn+1, . . . , bn+k−1],
A′

B′ = [bn, bn+1, . . . , bn+k],

and A′, A′′, B′, B′′ ∈ Fq[x].

It follows that

B′ξ2
n + (B′′ − A′)ξn − A′′ = 0 (3.3)

Since ξ =
ξnAn−1 + An−2

ξnBn−1 + Bn−2

, and so ξn =
An−2 − ξBn−2

ξBn−1 − An−1

. We substitute for ξn in

(3.3), and clear of fraction to obtain an equation aξ2 + bξ + c = 0, where

a = B′B2
n−2 − A′′B2

n−1 −B′′Bn−2Bn−1 + A′Bn−2Bn−1 6= 0,

b = −2B′An−2Bn−2 + 2Bn−1An−1A
′′ + B′′An−2Bn−1 + B′′An−1Bn−2−

A′An−2Bn−1 − A′Bn−2An−1,

c = B′A2
n−2 −B′′An−2An−1 + A′An−2An−1 − A′′A2

n−1.

Since Ai, Bi (i ≥ 0), A′, A′′, B′, B′′ ∈ Fq[x], then a, b, c ∈ Fq[x] and a 6= 0

because ξ is irrational.

Theorem 3.12. Let ξ ∈ Fq((
1
x
)), |ξ|∞ ≤ 1. If ξ is a nonrational root of a quadratic

equation of the form at2+bt+c = 0 where a, b, c ∈ Fq[x], a 6= 0, then the continued

fraction expansion of ξ is periodic.

Proof. Let ξ ∈ Fq((
1
x
)) with [b0, b1, b2, . . .] being its RCF. Assume that ξ is a
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root of a quadratic equation

at2 + bt + c = 0 (3.4)

where a, b, c ∈ Fq[x] and a 6= 0. Writing

ξ = [b0, b1, b2, . . . , bn−1, ξn] where ξn = [bn, bn+1, bn+2, . . .].

Then by Proposition 3.1

ξ =
ξnAn−1 + An−2

ξnBn−1 + Bn−2

where
An

Bn

is the nth convergent to the RCF of ξ.

Substituting into (3.4), we get

Rnξ
2
n + Snξn + Tn = 0

where Rn = aA2
n−1 + bAn−1Bn−1 + cB2

n−1

Sn = 2aAn−1An−2 + b(An−1Bn−2 + Bn−1An−2) + 2cBn−1Bn−2,

Tn = aA2
n−2 + bAn−2Bn−2 + cB2

n−2.

Observe that a, b, c, Ai, and Bi all belong to Fq[x] which yields Rn, Sn, Tn ∈ Fq[x].

If Rn = 0 then ξn is rational, contradicting the fact that ξ is irrational. Hence

Rn 6= 0. Note that

S2
n − 4RnTn = (b2 − 4ac)(An−1Bn−2 −Bn−1An−2)

2 = b2 − 4ac. (3.5)

By Proposition 3.5, ξ − An−1

Bn−1

=
(−1)n−1

Bn−1(ξnBn−1 + Bn−2)
,

and so

ξBn−1 − An−1 =
(−1)n−1Bn−1

Bn−1(ξnBn−1 + Bn−2)
.

Therefore

An−1 = ξBn−1 +
(−1)nBn−1

Bn−1(ξnBn−1 + Bn−2)
= ξBn−1 +

δn−1

Bn−1

where δn−1 =
Bn−1

ξnBn−1 + Bn−2

. Since |Bn−1|∞ > |Bn−2|∞ and |ξn|∞ = |bn|∞ > 1,

then

|δn−1|∞ =
|Bn−1|∞

|ξnBn−1 + Bn−2|∞ =
|Bn−1|∞
|bnBn−1|∞ < 1.
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Next

Rn = a(ξBn−1 +
δn−1

Bn−1

)2 + bBn−1(ξBn−1 +
δn−1

Bn−1

) + cB2
n−1

= a(ξ2B2
n−1 + 2ξδn−1 +

δ2
n−1

B2
n−1

) + bξB2
n−1 + bδn−1 + cB2

n−1

= (aξ2 + bξ + c)B2
n−1 + 2aξδn−1 + a

δ2
n−1

B2
n−1

+ bδn−1

= 2aξδn−1 + a
δ2
n−1

B2
n−1

+ bδn−1,

which gives |Rn|∞ < max{|2aξ|∞, |a|∞, |b|∞} := `.

Since Tn = Rn−1, then |Tn|∞ = |Rn−1|∞ < max{|2aξ|∞, |a|∞, |b|∞} = `.

From (3.5), |S2
n|∞ = |4RnTn + b2 − 4ac|∞ < max{4`2, |b2 − 4ac|∞}.

Hence |Rn|∞, |Sn|∞, |Tn|∞ are bounded by a constant independent of n. It follows

that, being elements in Fq[x], there are only a finite number of different triplets

(Rn, Sn, Tn) and we can find a triplet (R, S, T ) which occurs at least three

times, say (Rn1 , Sn1 , Tn1), (Rn2 , Sn2 , Tn2), (Rn3 , Sn3 , Tn3). These ξn1 , ξn2 , ξn3

are roots of

Rt2 + St + T = 0

and at least two of them must be equal. But if, for example, ξn1 = ξn2 , then

bn2 = bn1 , bn2+1 = bn1+1, . . . and the RCF is periodic.

Next, we consider (Fq((x)), | · |x). By the same proof of Theorem 3.11 and

Theorem 3.12, respectively, we have:

Theorem 3.13. Let ξ ∈ Fq((x)), |ξ|x ≤ 1. If the continued fraction expansion

of ξ is periodic, then ξ is a nonrational root of a quadratic equation of the form

at2 + bt + c = 0 where a, b, c ∈ Fq[
1
x
], a 6= 0.

Proof. Let ξ = [b0, b1, . . . , bn−1, bn, bn+1, . . . , bn+k], and ξn = [bn, bn+1, . . . , bn+k]

= [bn, bn+1, . . . , bn+k, ξn] be the nth complete quotient of the periodic RCF of ξ.
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Then ξn =
A′ξn + A′′

B′ξn + B′′ where
A′′

B′′ = [bn, bn+1, . . . , bn+k−1],

A′

B′ = [bn, bn+1, . . . , bn+k], A′, A′′, B′, B′′ ∈ Fq[
1
x
]. It follows that

B′ξ2
n + (B′′ − A′)ξn − A′′ = 0 (3.6)

But ξ =
ξnAn−1 + An−2

ξnBn−1 + Bn−2

, ξn =
An−2 − ξBn−2

ξBn−1 − An−1

. We substitute for ξn in (3.6), and

clear of fraction to obtain an equation aξ2 + bξ + c = 0 where

a = B′B2
n−2 − A′′B2

n−1 −B′′Bn−2Bn−1 + A′Bn−2Bn−1 6= 0

b = −2B′An−2Bn−2 + 2Bn−1An−1A
′′ + B′′An−2Bn−1 + B′′An−1Bn−2−

A′An−2Bn−1 − A′Bn−2An−1,

c = B′A2
n−2 −B′′An−2An−1 + A′An−2An−1 − A′′A2

n−1.

Since Ai, Bi (i ≥ 0), A′, A′′, B′, B′′ ∈ Fq[
1
x
], then a, b, c ∈ Fq[

1
x
] and a 6= 0

because ξ is irrational.

Theorem 3.14. Let ξ ∈ Fq((x)), |ξ|x ≤ 1. If ξ is a nonrational root of a quadratic

equation of the form at2+bt+c = 0 where a, b, c ∈ Fq[
1
x
], a 6= 0, then the continued

fraction expansion of ξ is periodic.

Proof. Let ξ ∈ Fq((x)) with [b0, b1, b2, . . .] being its RCF. Assume that ξ is a

root of a quadratic equation

at2 + bt + c = 0 (3.7)

where a, b, c ∈ Fq[
1
x
] and a 6= 0. Writing ξ = [b0, b1, b2, . . . , bn−1, ξn] where

ξn = [bn, bn+1, bn+2, . . . . Then ξ =
ξnAn−1 + An−2

ξnBn−1 + Bn−2

where
An

Bn

is the nth convergent

to the RCF of ξ. Substituting into (3.7), we get

Rnξ
2
n + Snξn + Tn = 0

where Rn = aA2
n−1 + bAn−1Bn−1 + cB2

n−1

Sn = 2aAn−1An−2 + b(An−1Bn−2 + Bn−1An−2) + 2cBn−1Bn−2,

Tn = aA2
n−2 + bAn−2Bn−2 + cB2

n−2.
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Observe that Ai, Bi (i ≥ 0), a, b, and c all belong to Fq[
1
x
] which yields

Rn, Sn, Tn ∈ Fq[
1
x
]. If Rn = 0 then ξn is rational, contradicting the fact that ξ is

irrational. Hence Rn 6= 0. Note that

S2
n − 4RnTn = (b2 − 4ac)(An−1Bn−2 −Bn−1An−2)

2 = b2 − 4ac. (3.8)

By Proposition 3.5, ξ − An−1

Bn−1

=
(−1)n−1

Bn−1(ξnBn−1 + Bn−2)
, and so

ξBn−1 − An−1 =
(−1)n−1Bn−1

Bn−1(ξnBn−1 + Bn−2)
.

Therefore

An−1 = ξBn−1 +
(−1)nBn−1

Bn−1(ξnBn−1 + Bn−2)
= ξBn−1 +

δn−1

Bn−1

where δn−1 =
(−1)nBn−1

ξnBn−1 + Bn−2

. Since |Bn−1|x > |Bn−2|x and |ξn|x = |bn|x > 1,

then

|δn−1|x =
|Bn−1|x

|ξnBn−1 + Bn−2|x =
|Bn−1|x
|bnBn−1|x < 1.

Next

Rn = a(ξBn−1 +
δn−1

Bn−1

)2 + bBn−1(ξBn−1 +
δn−1

Bn−1

) + cB2
n−1

= a(ξ2B2
n−1 + 2ξδn−1 +

δ2
n−1

B2
n−1

) + bξB2
n−1 + bδn−1 + cB2

n−1

= (aξ2 + bξ + c)B2
n−1 + 2aξδn−1 + a

δ2
n−1

B2
n−1

+ bδn−1

= 2aξδn−1 + a
δ2
n−1

B2
n−1

+ bδn−1,

which gives |Rn|x < max{|2aξ|x, |a|x, |b|x} := `.

Since Tn = Rn−1, then |Tn|x = |Rn−1|x < max{|2aξ|x, |a|x, |b|x} = `.

From(3.8), |S2
n|∞ = |4RnTn + b2 − 4ac|x < max{4`2, |b2 − 4ac|x}.

Hence |Rn|x, |Sn|x, |Tn|x are bounded by a constant independent of n. It follows

that, being elements in Fq[
1
x
], there are only a finite number of different triplets

(Rn, Sn, Tn) and we can find a triplet (R, S, T ) which occurs at least three

times, say (Rn1 , Sn1 , Tn1), (Rn2 , Sn2 , Tn2), (Rn3 , Sn3 , Tn3). These ξn1 , ξn2 , ξn3
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are roots of

Rt2 + St + T = 0

and at least two of them must be equal. But if, for example, ξn1 = ξn2 , then

bn2 = bn1 , bn2+1 = bn1+1, . . . and the RCF is periodic.



CHAPTER IV

SCF

In 1970, Schneider [16] developed an algorithm to compute continued frac-

tions for p-adic numbers, ξ, which we may assume without loss of general-

ity that |ξ|p < 1. Writing ξ = pordp(ξ) · u, where u is a p-adic unit. Setting

pordp(ξ) = a, its first partial numerator and rewriting
1

u
= b+ ξ1 with |ξ1|p < 1 and

b ∈ {1, 2, . . . , p− 1}, we see that

ξ =
a

b + ξ1

.

Now repeat the process with ξ1 in place of ξ. Clearly, the steps can also be done in

any local field and we shall describe more fully in the first section. The continued

fractions so obtained will be referred to as Schneider continued fractions, SCF.

4.1 Construction and Basic Properties

Let (K, | · |) be a local field , R its set of representatives of the residue

class field of K. Every element ξ ∈ K − {0} can be uniquely written in the form

ξ =
∞∑

n=r

cnπn

with prime element π so normalized that |π| = 2−ordππ = 2−1, r ∈ Z and ai ∈ R,

ar 6= 0. We assume that 0 ∈ R.

Define b0 =
0∑

n=r

cnπ
n. Hence |b0| ≥ 1.

If ξ = b0, the process stops.

Otherwise, write ξ − b0 =
∞∑

n=α1

cnπn where α1 ≥ 1, cα1 6= 0.
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Define a1 = πα1 , ξ−1
1 =

∞∑
n=α1

cnπn−α1 . Then |a1| = 2−α1 , |ξ−1
1 | = 1, and

ξ = b0 +
∞∑

n=α1

cnπn = [b0; a1, ξ1].

Write ξ1 =
∞∑

n=α1

c(1)
n πn−α1 , c(1)

α1
6= 0.

Let b1 = c
(1)
α1 . Hence b1 ∈ R and |b1| = 1.

If ξ1 = b1, the process stops.

Otherwise, write ξ1 − b1 =
∞∑

n=α2

c(1)
n πn where α2 ≥ 1, c

(1)
α2 6= 0.

Define a2 = πα2 , ξ−1
2 =

∞∑
n=α2

c(1)
n πn−α2 . Then |a2| = 2−α2 , |ξ−1

2 | = 1, and

ξ = [b0; a1, ξ1] = [b0; a1, b1; a2, ξ2].

Write ξ2 =
∞∑

n=α2

c(2)
n πn−α2 , c(2)

α2
6= 0.

Let b2 = c
(2)
α2 . Hence b2 ∈ R and |b2| = 1.

If ξ2 = b2, the process stops.

Otherwise, write ξ2 − b2 =
∞∑

n=α3

c(2)
n πn where α3 ≥ 1, c

(2)
α3 6= 0.

Define a3 = πα3 , ξ−1
3 =

∞∑
n=α3

c(2)
n πn−α3 . Then |a3| = 2−α3 , |ξ−1

3 | = 1, and

ξ = [b0; a1, b1; a2, ξ2] = [b0; a1, b1; a2, b2; a3, ξ3].

In general if ξn = bn, the process stops.

Otherwise, write ξn − bn =
∞∑

r=αn+1

c(n)
r πr where αn+1 ≥ 1, c

(n)
αn+1 6= 0.

Define an+1 = παn+1 , ξ−1
n+1 =

∞∑
r=αn+1

c(n)
r πr−αn+1 . Then |an+1| = 2−αn+1 ,

|ξ−1
n+1| = 1, and

ξ = [b0; a1, b1; a2, b2; . . . ; an, bn; an+1, ξn+1],

where |b0| ≥ 1, |bn| = 1, |an| = 2−αn (n ≥ 1).
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We call the uniquely constructed bn and an the partial denominators and

numerators of the SCF of ξ. We also called ξn the nth complete quotient of its

SCF.

In order to establish convergence, we define two sequences An, Bn as follows:

A−1 = 1, A0 = b0, An+1 = bn+1An + an+1An−1 (n ≥ 0) (4.1)

B−1 = 0, B0 = 1, Bn+1 = bn+1Bn + an+1Bn−1 (n ≥ 0) (4.2)

Proposition 4.1. For any n ≥ 0, α ∈ K − {0}, we have

αAn + an+1An−1

αBn + an+1Bn−1

= [b0; a1, b1; a2, b2; . . . ; an, bn; an+1, α].

Proof. By induction on n,

let P (n) :
αAn + an+1An−1

αBn + an+1Bn−1

= [b0; a1, b1; a2, b2; . . . ; an, bn; an+1, α].

Since
αA0 + a1A−1

αB0 + a1B−1

=
αb0 + a1

α
= [b0; a1, α], P (0) is true.

Suppose that P (n− 1) holds. Consider

[b0; a1, b1; a2, b2; . . . ; an, bn; an+1, α] =
(bn + an+1

α
)An−1 + anAn−2

(bn + an+1

α
)Bn−1 + anBn−2

=
α(bnAn−1 + anAn−2) + an+1An−1

α(bnBn−1 + anBn−2) + an+1Bn−1

=
αAn + an+1An−1

αBn + an+1Bn−1

,

which gives the truth of P (n).

From the above proposition, we have

An

Bn

=
bnAn−1 + anAn−2

bnBn−1 + anBn−2

= [b0; a1, b1; a2, b2; . . . ; an, bn] (n ≥ 1).

We call
An

Bn

the nth convergent of SCF to ξ (n ≥ 0). If the SCF of ξ is finite, i.e.

ξn = bn for some n, then the SCF of ξ terminates as [b0; a1, b1; a2, b2; . . . ; an, bn]

In what follows we assume that ξn 6= bn for all n.

Proposition 4.2. AnBn−1 − An−1Bn = (−1)n−1a1a2 · · · an (n ≥ 1).
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Proof. By induction on n,

let P (n) : AnBn−1 − An−1Bn = (−1)n−1a1a2 · · · an. Since

A1B0 + A0B1 = b1A0 + a1A−1 − b0(b1B0 + a1B−1)

= b1b0 + a1 − b0b1 − 0 = (−1)1−1a1,

P (1) is true. Suppose that P (n− 1) holds. Consider

AnBn−1 + An−1Bn = (bnAn−1 + anAn−2)Bn−1 − An−1(bnBn−1 + anBn−2)

= anAn−2Bn−1 − anBn−2)An−1

= −an(−1)n−2a1a2 · · · an−1 = (−1)n−1a1a2 · · · an.

and so P (n) holds.

Proposition 4.3. |Bn| = 1 (n ≥ 1) i.e. Bn 6= 0 (n ≥ 1).

Proof. Let P (n) : |bn| = 1.

Since |B1| = |b1B0 + a1B−1| = |b1B0| = 1, then P (1) is true.

Suppose that P (k) holds. Consider P (k + 1),

Since |Bk+1 = bk+1Bk + ak+1Bk−1| and |bk+1Bk| > |ak+1Bk−1|,
then |Bk+1| = |bk+1Bk| = 1.

By proposition 4.2 and proposition 4.3, we have

An+1

Bn+1

− An

Bn

=
(−1)na1a2 · · · an+1

BnBn+1

. (4.3)

Proposition 4.4. (i) |An+1

Bn+1

− An

Bn

| = 2−(α1+α2+···+αn+1) (n ≥ 1)

(ii) |Am

Bm

− An

Bn

| = |An+1

Bn+1

− An

Bn

| (m > n ≥ 1).

Proof. By (4.3),
An+1

Bn+1

− An

Bn

=
An+1Bn − AnBn+1

BnBn+1

=
(−1)na1a2 · · · an+1

BnBn+1

.

Hence |An+1

Bn+1

− An

Bn

| = |(−1)na1a2 · · · an+1|
|BnBn+1| = 2−(α1+α2+···+αn+1) (n ≥ 1).
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This proves (i).

For each m > n ≥ 1, from part (i), since αi ∈ N, we get by the strong triangle

inequality

|Am

Bm

− An

Bn

| = max{|Am

Bm

− Am−1

Bm−1

|, |Am−1

Bm−1

− Am−2

Bm−2

|, · · · , |An+1

Bn+1

− An

Bn

|}

= |An+1

Bn+1

− An

Bn

|.

The sequence (2−(α1+α2+···+αn+1)) is decreasing and by (i), the sequence (
An

Bn

)

is convergent in the complete field K.

Proposition 4.5. ξ − An

Bn

=
(−1)na1a2 · · · an+1

Bn(ξn+1Bn + an+1Bn−1)
(n ≥ 1).

Proof. By Proposition 4.1 and Proposition 4.2,

ξ = [b0; a1, b1; a2, b2; . . . ; an, bn; an+1, ξn+1] =
ξn+1An + an+1An−1

bn+1Bn + an+1Bn−1

,

and so

ξ − An

Bn

=
ξn+1An + an+1An−1

ξn+1Bn + an+1Bn−1

− An

Bn

=
an+1An−1Bn − an+1Bn−1An

Bn(ξn+1Bn + an+1Bn−1)

=
−an+1(An−1Bn −Bn−1An)

Bn(ξn+1Bn + an+1Bn−1)
=

(−1)na1a2 · · · an+1

Bn(ξn+1Bn + an+1Bn−1).

By Proposition 4.3 and the construction, we see that |an+1Bn−1| < |ξn+1Bn|,
and so |ξn+1Bn + an+1Bn−1| = |ξn+1Bn| = 1. It follows that

|ξ − An

Bn

| = 2−(α1+α2+···+αn+1) → 0 (n →∞)

and so
An

Bn

converges to ξ enabling us to write ξ = [b0; a1, b1; a2, b2; . . .].

Example 4.6. Case of Fq((
1
x
))

Take K = Fq((
1
x
)), the completion of Fq(x) with respect to the infinite non-

Archimedean valuation | · |∞, so normalized that |x| = 2. Let

ξ = fmxm + fm−1x
m−1 + · · ·+ f0 + f−1x

−1 + · · · ∈ Fq((
1

x
))
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where fi ∈ Fq, fm 6= 0, m ∈ Z. Specializing the construction in Section 4.1, we

have a unique SCF for ξ of the form

ξ = [b0; a1, ξ1] = [b0; a1, b1; a2, ξ2] = · · · = [b0; a1, b1; a2, b2; . . . ; an, bn; an+1, ξn+1],

where b0 ∈ Fq[x], bi ∈ Fq − {0} and ai =
1

xαi
, αi ∈ N (i ≥ 1).

Example 4.7. Case of Fq((x))

Take K = Fq((x)), the completion of Fq(x) with respect to the x-adic non-

Archimedean absolute valuation | · |x so normalized that |x|x = 2−1. Let

ξ = f−mx−m + f−m+1x
−m+1 + · · ·+ f0 + f1x

1 + · · · ∈ Fq((x))

where fi ∈ Fq, f−m 6= 0, m ∈ Z. Specializing the construction in Section 4.1, we

have a unique SCF for ξ of the form

ξ = [b0; a1, ξ1] = [b0; a1, b1; a2, ξ2] = · · · = [b0; a1, b1; a2, b2; . . . ; an, bn; an+1, ξn+1],

where b0 ∈ Fq[
1
x
], bi ∈ Fq − {0} and ai = xαi , αi ∈ N (i ≥ 1).

4.2 Characterization of rationals

In this section the word ”rational” refers to element in Fq(x).

Theorem 4.8. Let ξ ∈ Fq((
1
x
)). Then ξ is rational ⇔ its SCF is finite.

Proof. It is easy to see that if the SCF for ξ is finite, then ξ is rational. The

converse also holds as we now show.

Let the SCF for ξ be

ξ = [b0; a1, b1; a2, b2; . . . ; an, ξn]

where b0 ∈ Fq[x], bi ∈ Fq − {0}, ai =
1

xαi
, αi ∈ N (i ≥ 1), so that |ξn|∞ = 1.

Since ξ and b0 are rational, ξn is rational. For n ≥ 1 write ξn =
xn

xn+1

, where
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xn, xn+1 ∈ Fq[
1
x
] and the constant terms of both xn and xn+1 are non zero. Since

ξn = bn +
an

ξn+1

=
xn

xn+1

(n ≥ 1), then
xn

xn+1

= bn +
anxn+2

xn+1

=
bnxn+1 + anxn+2

xn+1

,

and so xn = bnxn+1 + anxn+2. Instead of using the infinite valuation, we estimate

the size of xi ∈ Fq[
1
x
] using x-adic valuation, using also the fact that for i ≥ 1,

|bi|x = 1, |ai|x = 2αi > 1. Thus

|xn+2|x = |xn − bnxn+1

an

|x ≤ max{|xn|x, |bnxn+1|x}
|an|x

< max{|xn|x, |xn+1|x}.

Thus the elements of sequences (xn) ⊆ Fq[
1
x
], considered as sequence of polynomi-

als in 1
x
, have bounded degree strictly decreasing after every two successive ones.

This sequence must then terminate yielding a finite SCF.

Theorem 4.9. Let ξ ∈ Fq((x)). Then ξ is rational ⇔ its SCF is finite.

Proof. It is easy to see that if the SCF to ξ is finite then ξ is rational. The

converse also holds as we now show.

Let the SCF for ξ be

ξ = [b0; a1, b1; a2, b2; . . . ; an, ξn]

where b0 ∈ Fq[
1
x
], bi ∈ Fq−{0}, ai = xαi , αi ∈ N (i ≥ 1). Since ξ is rational, ξn is

rational and |ξn|∞ = 1. For n ≥ 1, we can write ξn =
xn

xn+1

with xn, xn+1 ∈ Fq[x]

and are polynomials in x of the same degree.

Since
xn

xn+1

= ξn = bn +
an

ξn+1

= bn +
anxn+2

xn+1

, and so xn = bnxn+1 + anxn+2.

In contrast to the last theorem, we use the infinite valuation to estimate the size

of xi, keeping in mind that |bi|∞ = 1, |ai|∞ = 2αi > 1. Thus

|xn+2|∞ = |xn − bnxn+1

an

|∞ ≤ max{|xn|∞, |bnxn+1|∞}
|an|∞

< max{|xn|∞, |xn+1|∞},
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and so considering (xn) as a sequence of polynomials in Fq[x], we observe as in

the last theorem that it must terminate, yielding a finite SCF to ξ.

4.3 Quadratic irrationals

In this section, the word ”irrational” refers to elements in Fq((
1
x
)) (or Fq((x)))

which are not in Fq(x).

An infinite continued fraction

[b0; a1, b1; a2, b2; . . .]

is said to be periodic if there is an integer k such that an = an+k+1 and bn = bn+k+1

for all sufficiently large integer n and is denoted by

[b0; a1, b1; . . . ; an−1, bn−1; an, bn; an+1, bn+1; . . . ; an+k, bn+k].

Theorem 4.10. Let ξ ∈ Fq((
1
x
)), |ξ|∞ ≤ 1. If the SCF of ξ is periodic, then ξ is

a non rational root of a quadratic equation of the form ax2 + bx + c = 0 where

a, b, c ∈ Fq[x], a 6= 0.

Proof. Let ξ = [b0; a1, b1; . . . ; an−1, bn−1; an, bn; an+1, bn+1; . . . ; an+k, bn+k],

and ξn = [bn; an+1, bn+1; . . . ; an+k, bn+k; an] be the nth complete quotient of the

periodic SCF of ξ. Then by Proposition 4.1 ξn =
A′ξn + anA

′′

B′ξn + anB′′ where

A′′

B′′ = [bn; an+1, bn+1; . . . ; an+k−1, bn+k−1],
A′

B′ = [bn; an+1, bn+1; . . . ; an+k, bn+k],

the last two convergents to [bn; an+1, bn+1; . . . ; an+k, bn+k].

It follows that

B′ξ2
n + (anB

′′ − A′)ξn − anA′′ = 0. (4.4)

But

ξ =
ξnAn−1 + anAn−2

ξnBn−1 + anBn−2

, ξn =
an(An−2 − ξBn−2)

ξBn−1 − An−1

.

Substituting for ξn in (4.4), we obtain an equation a′ξ2 + b′ξ + c′ = 0 where
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a′ = a2
nB

′B2
n−2 − anA′′B2

n−1 − a2
nB

′′Bn−2Bn−1 + anBn−2Bn−1

b′ = −2a2
nB

′An−2Bn−2 + a2
nB′′An−2Bn−1 − anA

′An−2Bn−1 + a2
nB′′Bn−2An−1 −

anA′An−1Bn−2 + 2anA′′Bn−1An−1,

c′ = a2
nB

′A2
n−2 − a2

nB
′′An−2An−1 + anA

′An−2An−1 − anA
′′A2

n−1.

Since ξ is irrational, then a′ 6= 0. After clearing the fraction the new coefficients

a, b, c are in Fq[x].

Theorem 4.11. Let ξ ∈ Fq((
1
x
)), |ξ|∞ ≤ 1. Let the SCF of ξ be of the form

[b0; a1, b1; a2, b2; . . .]

where ai = 1
xαi

and let (γi) be defined by γ1 = α1, γ2 = α2−α1, γ3 = α3−α2+α1,

. . . , γi = αi − αi−1 + · · · + (−1)i+1α1(i ≥ 1). Assume γi ≥ 0 (i ≥ 1). If ξ is a

nonrational root of a quadratic equation of the form at2 + bt + c = 0 where

a, b, c ∈ Fq[x], a 6= 0, then the SCF of ξ is periodic.

Proof. Assume that ξ is a root of a quadratic equation of the form at2 + bt+c = 0

where a, b, c ∈ Fq[x], a 6= 0. Let ξ = [b0; x−α1 , b1; x−α2 , b2; . . .]. Then inverting

the 1
xαi

’s, we see that

ξ = [b0; x−α1 , b1; x−α2 , b2; . . .]

= [b0; 1, b1x
α1 ; x−(α2−α1), b2; x−α3 , b3; . . .]

= [b0; 1, b1x
α1 ; 1, b2x

α2−α1 ; x−(α3−(α2−α1)), b3; . . .]

...

= [b0, b1x
γ1 , . . . , bix

γi , . . .]

which is just the RCF of ξ. Being a quadratic irrationals, by Theorem 3.12, we

deduce that this RCF of ξ must be periodic, say

[b0, b1x
γ1 , . . . , bix

γi , bi+1xγi+1 , bi+2xγi+2 , . . . , bi+rxγi+r ].
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Reverting this RCF, we get

[b0, b1x
γ1 , . . . , bix

γi , bi+1xγi+1 , bi+2xγi+2 , . . . , bi+rxγi+r ]

= [b0; x
−α1 , b1; x

−α1 , b2x
γ2 ; 1, b3x

γ3 ; . . .]

= [b0; x
−α1 , b1; x

−(α1+γ2), b2; x
−γ2 , b3x

γ3 ; . . .]

...

= [b0; x
−γ1 , b1; x

−(γ1+γ2), b2; . . . ; x
−(γi+r−1+γi+r), bi+r; x−(γi+r+γi+1), bi+1; . . . ; x−(γi+r−1+γi+r), bi+r]

= [b0; a1, b1; . . . ; ai+r, bi+r; a′i+r+1, bi+r+1; a′i+r+2, bi+r+2; . . . ; a′i+2r, bi+2r],

where a′i+r+1 = 1
xγi+r+γi+1

, a′i+r+2 = 1
xγi+1+γi+2

, . . . , a′i+2r = 1
xγi+r−1+γi+r

which is a

periodic SCF.

Theorem 4.12. Let ξ ∈ Fq((x)), |ξ|x ≤ 1. If the SCF of ξ is periodic, then ξ

is a nonrational root of a quadratic equation of the form ax2 + bx + c = 0 where

a, b, c ∈ Fq[
1
x
], a 6= 0.

Proof. Let ξ = [b0; a1, b1; . . . ; an−1, bn−1; an, bn; an+1, bn+1; . . . ; an+k, bn+k],

and ξn = [bn; an+1, bn+1; . . . ; an+k, bn+k; an] be the nth complete quotient of the

periodic continued fraction ξ. Then ξn =
A′ξn + anA

′′

B′ξn + anB′′ where

A′′
B′′ = [bn; an+1, bn+1; . . . ; an+k−1, bn+k−1],

A′
B′ = [bn; an+1, bn+1; . . . ; an+k, bn+k],

the last two convergents to [bn; an+1, bn+1; . . . ; an+k, bn+k].

It follows that

B′ξ2
n + (anB′′ − A′)ξn − anA

′′ = 0 (4.5)

But ξ =
ξnAn−1 + anAn−2

ξnBn−1 + anBn−2

, ξn =
an(An−2 − ξBn−2)

ξBn−1 − An−1

. Substituting for ξn in (4.5),

we obtain an equation a′ξ2 + b′ξ + c′ = 0 where

a′ = a2
nB

′B2
n−2 − anA′′B2

n−1 − a2
nB

′′Bn−2Bn−1 + anBn−2Bn−1A
′

b′ = −2a2
nB

′An−2Bn−2 + a2
nB′′An−2Bn−1 − anA

′An−2Bn−1 + a2
nB′′Bn−2An−1 −

anA′An−1Bn−2 + 2anA′′Bn−1An−1
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c′ = a2
nB

′A2
n−2 − a2

nB
′′An−2An−1 + anA

′An−2An−1 − anA
′′A2

n−1.

Since ξ is irrational, then a′ 6= 0. After adjusting the fraction the new coefficients

a, b, c ∈ Fq[
1
x
].

Theorem 4.13. Let ξ ∈ Fq((x)), |ξ|x ≤ 1. Let the SCF of ξ be [b0; a1, b1; a2, b2; . . .]

where ai = xαi and let (γi) be defined by γ1 = α1, γ2 = α2−α1, γ3 = α3−α2+α1,

. . . , γi = αi − αi−1 + · · · + (−1)i+1α1(i ≥ 1). Assume γi ≥ 0 (i ≥ 1). If ξ is a

nonrational root of a quadratic equation of the form at2 + bt + c = 0 where

a, b, c ∈ Fq[
1
x
], a 6= 0, then the SCF of ξ is periodic.

Proof. Assume that ξ is a root of a quadratic equation of the form at2 + bt+c = 0

where a, b, c ∈ Fq[
1
x
], a 6= 0. Let ξ = [b0; x

α1 , b1; x
α2 , b2; . . .]. Then inverting the

xαi ’s, we see that

ξ = [b0; x
α1 , b1; x

α2 , b2; . . .]

= [b0; 1, b1x
−α1 ; xα2−α1 , b2; x

α3 , b3; . . .]

= [b0; 1, b1x
−α1 ; 1, b2x

−(α2−α1); xα3−(α2−α1), b3; . . .]

...

= [b0, b1x
−γ1 , . . . , bix

−γi , . . .]

which is just the RCF of ξ. Being a quadratic irrationals, by Theorem 3.14, we

deduce that this RCF of ξ must be periodic, say

[b0, b1x
−γ1 , . . . , bix

−γi , bi+1x−γi+1 , bi+2x−γi+2 , . . . , bi+rx−γi+r ].
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Reverting this RCF, we get

[b0, b1x
−γ1 , . . . , bix

−γi , bi+1x−γi+1 , bi+2x−γi+2 , . . . , bi+rx−γi+r ]

= [b0; x
γ1 , b1; x

γ1 , b2x
−γ2 ; 1, b3x

−γ3 ; . . .]

= [b0; x
γ1 , b1; x

γ1+γ2 , b2; x
γ2 , b3x

−γ3 ; . . .]

...

= [b0; x
γ1 , b1; x

γ1+γ2 , b2; . . . ; x
γi+r−1+γi+r , bi+r; xγi+r+γi+1 , bi+1; . . . ; xγi+r−1+γi+r , bi+r]

= [b0; a1, b1; . . . ; ai+r, bi+r; a′i+r+1, bi+r+1; a′i+r+2, bi+r+2; . . . ; a′i+2r, bi+2r],

where a′i+r+1 = xγi+r+γi+1 , a′i+r+2 = xγi+1+γi+2 , . . . , a′i+2r = xγi+r−1+γi+r which is a

periodic SCF.



CHAPTER V

Best Approximations

Baum and Sweet [2] showed how to construct continued fractions for F2((
1
x
))

from the sequence of best approximations. The purpose of this chapter is to

generalize this to any local field.

5.1 Definition

Let (K, | · |) be a local field, R its set of representatives of the residue class

field of K. Every element ξ ∈ K − {0} can be uniquely written as

ξ =
∞∑

n=r

anπ
n

where |ξ| = 2−r, r ∈ Z, an ∈ R and ar 6= 0. Set [ξ] =
0∑

n=r

anπ
n and ||ξ‖ = |ξ− [ξ]|.

Then

R

[
1

π

]
= {α ∈ K; α =

0∑
n=r

anπ
n},

the set of the head parts of elements in K.

For any α ∈ R[ 1
π
], α =

0∑
n=r

anπn with ar 6= 0. The leading coefficient ar of α

is denoted by h(α).

Lemma 5.1. Let ξ ∈ K. We have ‖ξ‖ < |ξ − β| for all β ∈ R[ 1
π
] and β 6= [ξ].

Proof. Let ξ =
∞∑

n=r

anπn. Then ‖ξ‖ ≤ 2−1. Let β =
0∑

n=s

cnπ
n ∈ R[ 1

π
] be such that

β 6= [ξ]. Thus |ξ − β| ≥ 1 > ‖ξ‖.
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Lemma 5.2. Let ξ =
∞∑

n=r

anπn ∈ K. For any d ∈ N, there exists a non-zero

element B =
0∑

n=−(d−1)

cnπn ∈ R[ 1
π
] such that ‖Bξ‖ ≤ 2−d.

Proof. Let d ∈ N. We find B =
0∑

n=−(d−1)

cnπn ∈ R[ 1
π
] which satisfies

‖Bξ‖ ≤ 2−d by considering

Bξ = arπ
rB + ar+1π

r+1B + · · ·

= arc−(d−1)π
r−(d−1) + arc−(d−2)π

r−(d−2) + · · ·+ arc−1π
r−1 + arc0π

r

+ ar+1c(d−1)π
r−(d−2) + ar+1c−(d−2)π

r−(d−3) + · · ·+ ar+1c−1π
r + ar+1c0π

r+1

+ · · · .

Equating the coefficients of πd−1, πd−2, . . . , π2, π1 to 0, we get the system

c−(d−1)ad + c−(d−2)ad−1 + . . . + c0a1 = 0

c−(d−1)ad+1 + c−(d−2)ad + . . . + c0a2 = 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

c−(d−1)a2d−2 + c−(d−2)a2d−1 + . . . + c0ad−1 = 0.

By solving for ci from the d− 1 equations above, the result follows.

Definition 5.3. A sequence

(
pn

qn

)
is said to be a sequence of best approximations

to ξ ∈ K provided:

1. qn and pn = [qnξ] ∈ R[ 1
π
]

2. q0 = 1

3. |qn| < |qn+1|
4. ‖qn+1ξ‖ < ‖qnξ‖ < 1

5. ‖qn+1ξ‖ < ‖qnξ‖ ≤ ‖Bξ‖ for all B ∈ R[ 1
π
] satisfying |qn| ≤ |B| < |qn+1|.
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5.2 Constructing continued fractions from best approxi-

mations

Given ξ ∈ K and starting from q0 = 1, p0 = [ξ], we first construct a sequence

of best approximations to ξ. Note that we need only to construct the sequence

(qn).

If ‖q0ξ‖ = 0 then the process stops.

If not, write ‖q0ξ‖ = ‖ξ‖ = 2−d0 for some d0 ≥ 1. By Lemma 5.2, ∃B ∈ R[ 1
π
]

such that |B| ≤ 2d0 and ‖Bξ‖ ≤ 2−(d0+1) < 2−d0 = ‖q0ξ‖. Choose q1 from such B

with |q1| least and h(q1) = 1 ( if h(q1) 6= 1 then choose q1

h(q1)
in place of q1). Now

we verify that q1 satisfies all relevant properties of Definition 5.3.

Lemma 5.4. q1 is uniquely determined.

Proof. Suppose that there exists q́1 6= q1 ∈ R[ 1
π
] such that h(q́1) = 1,

|q́1| = |q1|, |q́1| ≤ 2d0 and ‖q́1ξ‖ ≤ 2−(d0+1). Let q = q1 − q́1.

Then |q| < max{|q1|, |q́1|}. Hence by Lemma 5.1

‖qξ‖ ≤ |qξ − ([q1ξ]− [q′1ξ])| = |q1ξ − q′1ξ − ([q1ξ]− [q′1ξ])|

≤ max{‖q1ξ‖, ‖q′1ξ‖} ≤ 2−d0−1,

which contradicts the minimality of |q1|.

Lemma 5.5. |q0| < |q1|.

Proof. We have that |q1| ≥ 1 = |q0|. If |q1| = 1 and h(q1) = 1 then q1 = 1 = q0,

and ‖q1ξ‖ = ‖q0ξ‖, which is a contradiction.

Lemma 5.6. ∀Q ∈ R[ 1
π
], (|q0| ≤ |Q| < |q1| ⇒ ‖q0ξ‖ ≤ ‖Qξ‖).

Proof. Let Q ∈ R[ 1
π
], |Q| < |q1| ≤ 2d0 . Without loss of generality let h(Q1) = 1.

If ‖Qξ‖ < ‖q0ξ‖ = 2−d0 then ‖Qξ‖ ≤ 2−(d0+1), contradicting with the minimality

of |q1|.
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Having verified q1, we now continue the construction.

If ‖q1ξ‖ = 0, the process stops.

If not, write ‖q1ξ‖ = 2−d1 for some d1 ≥ 1.Then by Lemma 5.2, ∃B ∈ R[ 1
π
]

such that |B| ≤ 2d1 and ‖Bξ‖ ≤ 2−(d1+1) < 2−d1 = ‖q1ξ‖. Choose q2 from such B

with |q2| least and h(q2) = 1 ( if h(q2) 6= 1 then choose q2

h(q2)
in place of q2). By

the same proofs of as Lemma 5.4, see that, q2 is uniquely determined.

Lemma 5.7. |q1| < |q2|.

Proof. If |q2| < |q1| ≤ 2d0 and we have that ‖q2ξ‖ < ‖q1ξ‖ then it contradicts with

the minimality of |q1|. Hence |q1| ≤ |q2|. Suppose |q2| = |q1|. Let q∗ = q2 − q1.

Thus |q∗| < |q1|, |q2| and by Lemma 5.1

‖q∗ξ‖ ≤ |q∗ξ − ([q2ξ]− [q1ξ])| = |q2ξ − [q2ξ]− (q1ξ − [q1ξ])|

= max{‖q2ξ‖, ‖q1ξ‖} = ‖q1ξ‖,

which contradicts the minimality of |q1|.

By the same proof as Lemma 5.6, we see that

∀Q ∈ R[
1

π
], (|q1| ≤ |Q| < |q2| ⇒ ‖q1ξ‖ ≤ ‖Qξ‖),

and so |q2| possesses the relevant properties of Definition 5.3.

If ‖q2ξ‖ = 0, the process stops.

If not, we continue the process in the same manner.

In general, write ‖qn−1ξ‖ = 2−dn−1 . Then by Lemma 5.2, ∃ B ∈ R[ 1
π
] such that

|B| ≤ 2dn−1 and ‖Bξ‖ ≤ 2−(dn−1+1) < 2−dn−1 = ‖qn−1ξ‖. Choose qn from such B

with |qn| least and h(qn) = 1. We deduce as above that, qn is uniquely determined,

|qn−1| < |qn| and ∀Q ∈ R[ 1
π
], (|qn−1| ≤ |Q| < |qn| ⇒ ‖qn−1ξ‖ ≤ ‖Qξ‖).

By so doing, we have a sequence of a best approximations
pn

qn

to ξ possessing

the relevant properties as in Definition 5.3. In order to fix notation, we collect

most of the facts here.
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Fact 1. |q0| = 1 < |q1| < |q2| < · · · < |qn| < · · ·
Fact 2. ‖qoξ‖ = 1

2d0
> ‖q1ξ‖ = 1

2d1
> · · · > ‖qnξ‖ = 1

2dn > · · · , where di ∈ N
are such that do < d1 < d2 < · · ·

Fact 3. ‖qnξ‖ = 1
2dn ≤ |qn+1|−1 (n ≥ 0).

Fact 4. Recalling that pn = [qnξ] (n ≥ 0), then

|qn(qn+1ξ − pn+1)| = |qn|‖qn+1ξ‖ = |qn|(2dn+1)−1 < |qn+1|(2dn)−1

|qn+1(qnξ − pn)| = |qn+1|‖qnξ‖ = |qn+1|(2dn)−1 ≤ 1.

Fact 5. |pnqn+1 − pn+1qn| = 1 (n ≥ 0). This is so because by Fact 4

|pnqn+1 − pn+1qn| = |qn(qn+1ξ − pn+1)− qn+1(qnξ − pn)| = |qn+1|‖qnξ‖ ≤ 1.

If pnqn+1 − pn+1qn = 0 then
pn

qn

=
pn+1

qn+1

, implying that

‖qnξ‖
|qn| = |ξ − pn

qn

| = |ξ − pn+1

qn+1

| = ‖qn+1ξ‖
|qn+1| ,

which is a contradicts the description in Fact 4, and so being in R[ 1
π
], we have

|pnqn+1 − pn+1qn| ≥ 1, yielding the result of Fact 5.

Fact 6. ‖qnξ‖ = 2dn = |qn+1|−1 (n ≥ 0). This follows from Fact 3 and the

description in the proof of Fact 5.

From such a sequence of best approximations, we now proved to construct its

associated continued fraction.

Since |pnqn+1 − pn+1qn| = 1 and pnqn+1 − pn+1qn ∈ R[ 1
π
], then pnqn+1 − pn+1qn ∈

R− {0}, which yield g.c.d. (pn+1, qn+1) = 1.

Similarly, pn+1qn+2 − pn+2qn+1 ∈ R− {0}.
We can then write −an+2(pnqn+1− pn+1qn) = pn+1qn+2− pn+2qn+1 where an+2 ∈
R− {0}, and so qn+1(pn+2 − an+2pn) = pn+1(qn+2 − an+2qn).

Since g.c.d.(pn+1, qn+1) = 1, then pn+1|(pn+2 − an+2pn), i.e., there exists

bn+2 ∈ R[ 1
π
] such that pn+2 − an+2pn = bn+2pn+1. Now
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qn+1(bn+2pn+1) = qn+1(pn+2 − an+2pn) = pn+1(qn+2 − an+2qn),

i.e. qn+2 − an+2qn = bn+2qn+1.

We have thus found unique an+2 ∈ R− {0} and bn+2 ∈ R[ 1
π
] such that

pn+2 = bn+2pn+1 + an+2pn, qn+2 = bn+2qn+1 + an+2qn (n ≥ 0).

This result continues to hold for n = −1 if we put q−1 = 0, p−1 = 1, b0 = p0,

b1 = q1 and a1 = p1 − b1b0 ∈ R[ 1
π
]. Since 1 = |p0q1 − p1q0| = |b0b1 − p1| = |a1|,

then a1 ∈ R− {0}.

Lemma 5.8. For n ≥ 0, α ∈ K − {0}, we have

αpn + an+1pn−1

αqn + an+1qn−1

= [b0; a1, b1; a2, b2; . . . ; an, bn; an+1, α]

Proof. Let P (n) :
αpn + an+1pn−1

αqn + an+1qn−1

= [b0; a1, b1; a2, b2; . . . ; an, bn; an+1, α].

Since
αp0 + a1p−1

αq0 + a1q−1

=
αb0 + a1

α
= [b0; a1, α], P (0) is true.

Suppose that P (n− 1) holds. Consider P (n),

[bo; a1, b1; a2, b2; . . . ; an, bn; an+1, α] =
(bn + an+1

α
)pn−1 + anpn−2

(bn + an+1

α
)qn−1 + anqn−2

=
α(bnpn−1 + anpn−2) + an+1pn−1

α(bnqn−1 + anqn−2) + an+1qn−1

=
αpn + an+1pn−1

αqn + an+1qn−1

.

Hence P (n) holds.

By Lemma 5.8,

pn

qn

=
bnpn−1 + anpn−2

bnqn−1 + anqn−2

= [bo; a1, b1; a2, b2; . . . ; an, bn].

It follows that
pn

qn

(n ≥ 0) is the nth convergent of a continued fraction of ξ,

with bn as partial denominators and an (n ≥ 1) as partial numerators to ξ. Since

‖qnξ‖ = |qn+1|−1 and a sequence di is increasing, for n ≥ 1

|ξ − pn

qn

| = |qn|−1‖qnξ‖ = ‖qn−1ξ‖‖qnξ‖ = 2−dn−dn−1 → 0 (n →∞).
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This convergence allows us to call [bo; a1, b1; a2, b2; . . . ; an, bn; . . .] a continued

fraction to ξ.

Next we will show that the above continued fraction is just the RCF to ξ,

This relies mainly on the fact that all an ∈ R. Putting β0 = b0 and

ξn = [bn; an+1, bn+1; an+2, bn+2; . . .], then

ξ = β0 +
a1

b1 +
a2

ξ2

= β0 +
1

b1/a1 +
a2/a1

ξ2

= β0 +
1

β1 +
a2/a1

ξ2

= β0 +
1

β1 +
1

b2a1/a2 +
a3a1/a2

ξ3

= β0 +
1

β1 +
1

β2 +
a3a1/a2

ξ3

= · · · .

It is clear that ∀i ≥ 0, βi ∈ R[ 1
π
]−{0} ⊂ and |βi| > 1. Since ξ has a unique RCF,

the continued fraction constructed from best approximation of ξ and its RCF are

the same.
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