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CHAPTER]

In this first chapter a gene@ TCwallebe SN, This is done by introducing
the reader to the arew f Mﬂ& ' Vil (hen become more specific as the
problems are present et ctipn L@ Literdtmesmey icw of predictive control

and some kind of level proge® coy ipri{:3uh pe. Mwlliis.thesis are presented, which

Since the end of the last in @ ( H et Ly e f new enabling technologies
are moving forward tog acl neyl: o 1e ieS apdon the full potential in plant
performance. Distributed € £ vigents prers realize this change with-
out compromising the copfifiu anglj some of the most interesting
developments have been in thgiised o rédicliv :,; , a8 Been considered as robust optimal

erged successfully as powerful

control both in industrial appfcati ':
practical control technique in proces Wer industrial, steam generator, distillition

columns, especially refinery magufae

With the @'ﬂ - o Dpﬂ?‘ predictive control is
Generalized Preficuve hrine into nis e the snffici st poles in the industrial
implement in the g ‘ﬂ system, where there
is often a large gap o veen The =

that the need for d

is known, the most ind

ial
s i 5 h '
Angy
AL t h

8 by Extended Predictive Conyrol (EPC) is applied in this research. Finally some com-

lete simulations and experiments of these “es_:s are ex loited for dhdbyin
; l : f 15! 5 | ‘

1.2 Literature Review

the potential of des

The literature concerned with the tuning strategy issues for some kind of predictive control and in-
tended to present easy ways of implementation them in the industrial is by now quite extensive,



Therefore this section is devoted to point out some of the most useful starting into the area of tuning
parameter of predictive control for some kind of level control processes. Among the more recent the

following can be mentioned.

Al first, it is a short description Sigimar eyel grocess. The level control have been wildly
used in many industrial such as t 1 faggbortation, paper making waste water
treatment, hydro power plant ¥ dynamic model of level control

tank comes from a re to a control valve that

set the outflow rate. For. as'] i, cVMngpieal tanks, [1] applied a new
method called generalized ppg#ic l gl combingd i Mhgselecting strategy. The main
problem for this kind qfgodel # tofedficg theEwof e Well known to degrade the

performance of confrol sysggfs off ewfn fordesiabili \{ &y, of real time control strategy

have been developed fogy : : v ontrol, intelligent control,
etc. In our study, wea#ll me ; il ank process e . roRogawa Fieldbus Trainer
(YFT). YFT was designegfoy Xaos damd. i ¥ A9hirol8y stem Research Laboratory
(CSRL), Chulalongkognivgleingl This sySefitille s ud e Wi B and two-output (BIBO),
where the feed liquids are gifmps it ‘ord tank. '\". from the reservoir unit. The
control problem can be sg ed e /| _' welat eachit i the set point levels. For the
above process tank, Pennpn 1 n ModelFredictive Controller (MPC) and

Multiple Model Adaptive Cdntroll&gd

\ technfques for predictive control have
been developed for level control in o

ith reducing ill-conditioning prﬂh]e;n in
order to achievevdesirable controliperform e | i ainimal oscillation).

There are ¢ = Clh
literature has rece OT i ®e of predictive control.
It has been devoted exte
practitioners. One of'fhe most popular pmdu;lwc controls both in industfal and academic is GPC
proposed by Clarke and ‘c—m [5]. It has been succesw implemented in industrial application,
f plants
dealien | ‘ : fing upon
edge of the plant and control objectives. As the range of applications for predictive con-

more than 2200 successful appiftmns in industrial [15 the demand on the algo
Phil€ se . : i e ofth

tnrs are system identification, better tuning strategy, ill condition, limited control horizon, as well as

gr provided an appli-

cation of model py 3§ ], a great amount of

1\"E|}’ to th BWOPIC Dy a largq " ber of researchers and

—

applicable in new technologies control system,
Tuning of both unconstrained and constrained single-input single-output (SI1SO) and multi-



input multi-output (MIMO) have been addressed by an array of researcher. Generalized Minimum
Variance control [8], the idea of this controller is to modify slightly the criterion though the inclu-

sion of a penalty on the control signal as we

the output. Thus the idea is generally to keep

the weighting factor as small as possible Wi afigr jo/ in as close as possible to the objective of

maintaining the output variance ngin ¥ positiye Weighting factor is included simply to prevent

control signal explosion. Prof A Ve | [9] there exist straightforward
guidelines for the m]ection& | etTon horizon parameters, control
horizon parameter, and th rincipal components. It is still
not guaranteed for s wn perfectly. An analyti-

cal expression for move syupg biiy is achieved by employing

a first-order plus dea®time (B@#PDJ : i (e pre dYnamic, was derived by
Shirdhar and Cooper [1@iased#n ‘ Mlijoralinger is 500 which was the
upper limit of ill cofffitionigg of W ultiVatiable control system is
derived by Shirdhar andg®oopgf [ 1 Ve, upp f8gsion approach by using a

calculated variance gffhe clgifed-Wopffesponsg in oF Al e tie, cha@k in a move suppression

coefficient at every time ighta is close to critically damp-

O VBEN 0\ evaluate and implement

ing which provides fagi¥espq es‘.‘

the weighting structure appg¥pria IndillorStem is less obvious. Because

of this reason, applying EJ 10 fhe Ve _ il ile DCS \ iMgortant issue.
Building on the work offfhese pasi 4], desloped a new tuning strategy for
tuning SISO and MIMO proc€sses. g\ TV & edicfive control (EPC) uses the condi-

a simple and effective tuning prm:eJure,
Jdo which the inevitability of this
t GPC is essentially

tion number and determinant of tb:f.' syl
The condition number of the
matrix is sensiti.")‘ j
a pseudninverse‘ it e rix-of tf : ASMTg of control design is
considered. The Bwdrico -n" 0| performance of the
plant. The contribuﬁluf that carlie ytical © pre&siﬂé@ compute the condition
number of the systemnatrix. This work demonstrated a fundamental chafige in the tuning of pre-

dictive controller. It fm‘eﬂfunhcr development of w for multivariable systems. The tuning

strat i i it : a 0 EPC
ﬂ‘al SE 1esi im To plya simpl ang effective tuning strategy ap-
proach tharesults in a well conditioned s?em to control the two-tank level system by G
hasproblem of desi i ideswall ili ‘
TR
inow i resulting |

addition it has the potential to provide real quality of application and performance benefits on level

in fgatu

control process. The results will illustrate with simulation and experiment that the proposed technique
has a relatively small computational cost.



1.3 Objectives

The primary objective of this research is to investigate and imp‘iement both generalized predictive

|. This thesis d

L

To study GPC ag
3. Implement both

i

4, In addition, sbme cog

i

1.5 Methodology”

. CENTUM CS3000/3 coffhected igyihe Yake ieldbYSi roBss Trainer (YFPT) is used to

control and monitor

2. FOPDT model approxlmatlnn is used to derive the tuning parameters

for EPC
) fjo\c system matrix is
-
- -
4. The cumputatiMI too

EB "__solver
i
1.6 Contributions "

“:ﬂﬂﬂﬂﬂﬂﬂlﬂﬂ'\ﬂi

. Better control performance of EPC folfTTLP

RAREATUUNIINYIA Y

3. A minimizZed

cunsideredti'



CHAPTER 11

TWO-TAN!\\\\“ | f/'://u AND DCS

The topic of this chapter is&ﬂtﬂa&c&s ibuted control system, in order

to find out how it shouldi__' 1 ' ectio 2. i - sical structure of the two tank
\ : t chapter, the identified
SgIMBICS is introduced briefly in

water level that plac
model of the TTLP is
Section 2.3. Finally The chap

2.1 Introductiof

Process control has hgfome jficregSingly inTHoHE Al sl application along with

heat transfer, fluid mechagfcs & Qlence of changing economic

conditions and technolgffical Wsesihave m : o . Process control is also

played as an important rolej he de W manufacturing with safe and

i | i - .‘ .- . ‘\ '
efficient operation. Furthefhorefthe 'k: aser £ omputerSpet@iand modern control systems
| At \ | -
@i easurement fo-bec j essentifll part of industrial plants.
In addition, for reasom® of _‘j{‘:rﬂm
increasingly use network technologi

4=

have enabled high performe
nstrifnent systems in manufacturing,
[V sophisticated devices. The digital protess
D S) is widely used in the field of

' distributed throughout
the system with ‘sach COmpOREAL. THe CAMre SySIEm.of £0 ntroters ; ,,_-.,.- by networks for

control system or another word s
industrial process.

communication al . rdfjpd system, Ethenet port
and a web interface mon 1g el Bn is tyfigally a window platform.

It is clear that

during the last decade. (“1 uently, one of the import

control gagingeri at inde stand somegkaow

but als male; l%ﬂ i s t0Eay h ts. The
ly

il Was a large
impact onfow it should be controlled and wpat level of control performance can be obtained in the

A RIAIUURIINEIRY

control system which is called distributed control system (DCS). It emphasizes physical and empirical

scope and importance of process control technolagg will continue to expand

mes that we emphasize is the need for

theories

tioy

modeling of water level plant, measurement and DCS.



2.2 Description of The Two-Tank Level

The control of liquid levels, for example in a progess tank, is an important function. In our study isa

SIS S .- , '_Wtic actuated valves. The two
vertical cylinders are 1.2'me : 5 Wiamﬂcr and cross sectional
area of each tank is Eﬂm = 4t Fhgsc 1 connected to each other
via a constant flow rate solengi@®alys” Mg’ aghobntlof wal Mank. | going to reservoir unit can
be adjusted the outfl

Two pneumatic val . oAl ali o F tieprodess Walid, These actuators translate
an air signal into va iogfbyfigpress . A'diaplire Bpiston connected to the

stem. The air pressure is syPpliegfat §f Sy the @r ' hatfeigiuators are used in throttle

and spring action opens thg b hen air pressure opens the
valve and spring action gifses > actiato o vente aGfike. The first position vale
provides water flow rate to th Myva -\ ovides water flow rate to the

second tank.

m Figure 2.1: 'r’ukogawa Fieldbus Process Trainer

AN, IUURIINYIA’

A level-control system in which the level is a major variables to be controlled, the system must be

designed to satisfy the static and dynamic control objectives. These objectives can be focused on
the acceptable deviations with respect to a level set points staying within the allowable maximum



overshoot and undershoot and meeting system setting time requirement. Fig. 2.2 shows a sketch of
the process configuration and its control system. Fig. 2.2, it consists of two vertical cylindrical tanks

with the level controller at g v k. f-- g ? VA W fixed. The liquid level in
each of the tank PV} andi# V33 ol na ating 1‘ ow'ate F; and F of feed liquid
pumped from the reservoir i t tand second tivelll The level signal from the level
transmitter on each tank is sént to AdeVel comroler: t signal from each controller goes to
a control valve that sets the nutﬁuw f,.-’ s et gd F3 are set by manipulated variable
MV] and MV; fmm the twe wrolfer. [he ignal PY; and PV; from the

two level transm ﬁ f study we express

—r
sl from transmitter and

TOV or 4 to 20mA).

F, = MV, Fmas (2.1)
F= MlgFm (2.2)

-8 ﬂﬂ‘}fﬂﬁ HINEINT
lue e Mini dy-state

cand:tm given in Table 2.1,

A7 AN IANNIINEIAY

uther word, the pneumatic actuators and the sensor measurements. We define the flow rate vector
dMV and the measurement vector PV, The manipulated variables and controlled variables view
of the actuated system is illustrated in the Fig. 2.3.



Table 2.1: Dynamic model structure

1177

(2.3)

> around the operating point. The actua-
tors are independently controlled 4 ‘_}, i where small-signal analysis is used,

gperiion "_:{
as illustrated in lbjlg | the zidatinn of the process
model. k ; A}

-

BN

JFP:Z ] = I':‘Zt ﬂ_.ﬂn s I{TE e—ﬂzz 8 Jﬂf‘fz
31 8+ 1 o5+ 1




where K;; is gain
B;;  istime delay

Tij is time constant of systems

dPV; issmall change of out

Je
dMV;  is small change of i Ivalvej
i is the number '
7 is the num ' J

12.3 Model of The Plant .

In the real practice it W |

validation approach
suitable for its intended §

are several standar 0 r
Permpornsri achi Sl men
by Non-Parametric Iy d r fford

boundary conditions for

which was classified aglfow, t‘. ‘and |

to improve the quality of |
this basic, improved sh of ihe ass
Despite small discrepancies ¢

was sufficiently accurate for #ontr

, ‘%{!Sﬂims the true system.

ification experiment. Model

1N the estimated model is

is'i§ el head predictions. There
(v} m or two-tank liquid control
poog = finition of appropriate

t difference operating points

hhodel, g8 sholwn Bgithe Table (2.2). In order
| d a Residuals Analysis. On
re obtdii omponent-mode synthesis,

srimerii@l data, the assumed-mode model

b’ﬂd : e 472 M 6

Middie 3.2 | 452 3.1 | 472 | =" 32

High, 2 | 651 5| 520 24

1 1 :

U TP INGT

.t .1 1 ;
High

ammmm %WWWEHMI

387"

0PV,

§PVi | _ | B2s+1
T | 31e %2

4725+ 1

4.15¢" 322
49g=4s [ oM Vg ] {'2'5']
443s+ 1
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2.2.3.1 Discrete Plant Model

It is noted that the plant to be controlled is a ﬁrst order plus dead time (FOPDT) model with the

transfer function of the form
(2.6)
Moreover, the generalizedpscthe '_ g uto-Regressive Moving-Average
(CARIMA) model. For thisveasSnthcs i imesng eed to be discretized.
# Case 1: The dead
The corresponding discretey
2.7
where a,b and d can be.g v;‘ Wt ntoUS, PAFAM 18 _' BOR.6), resulting the following
expressions [15]: y/ A .
i J - y F 4 L ‘I
o Case 2: The dead ei not an_ ifjeger multi saf pling time T,
In this case the Padé A pproxifiatiof Eas: e used an biscr@ transfer function can be written
as: P : .
B ¢ 2 (2.8)
The following r

by = l—alil—ﬂ}

AUNINYINT

Tlmfnm the discretized model of th samplmg time 7 = 14 sec at the middle level is
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Table 2.3; Operating Point

Operation ‘ \.‘|| IN ’ Value
Set point signal of controllgsSt \ ‘i, fraction of full scale

Set point signal of contrgll O\ "U.G3f: tion of full scale
Deviation value of contsallgcotityul 6 \: U@ Traction of full scale
Deviation value of vemrelert s 0 fiction of full scale
Small change valygafleveTrag > ‘ gsdraction of full scale
Small change value of g bu a5 fraction of full scale

2.3 Distributed G#fitrol$

Distributed control sysigfs (QICS st ralized e bV s to control distributed
processes or comp f manugf: .' _-u m §. They p troland sBpervision of production
processes by connecting gffers iopud wfibhines. Wit Bhe BRIBL introduction of reliability,
flexibility and compasbility S, Yokbgatia inleerated Phodtction Bantrol system, CENTUM
C§3000 R3, is used to monffor aghl comol e’ r OFprack &k for this thesis. As shown in
the Fig. 4, CENTUM CS500§ istoia field. gl stati "s‘ FCS), communications medium,

and human interface station ( HI5). T G Famunicat um il CENTUM CS300 R3 is a wired
which connects the FCS to HIS, & :

From the system cunﬁgura andray

RSC structure into 3 main components
as following
e Human ln‘ faez Station

. A%
e Field Control Statio

e Process Input Qutput

2.3.1 1

ol 4 INYIAT .-

ﬁmt:n-::-  of the CENTUM CS3000 R3. The w:dcly praised graphic window, trend window and

aﬁa

onl;.r when the corresponding window is called up. Thus only the dynamic data in the currently dis-
played windows need to be refreshed. The data sampling load on the HIS is reduced and a one-second
refresh rate for the dynamic data in the windows is guaranteed.

53000 R3 operation wmduws‘e provided. In the [Bﬂmn and mummnng ey
. ) R . ' l




Figure 2.6: Human Interface Station

12
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2.3.2 Field Control Station
The FCS inherits the renowned reliability of the CENTUM CS3000 R3 and is truly the most reliable
FCS in the industry. The FCS features ‘-3‘ . ant architecture for V-net communications,
power supply, and CPU. While the PGS Wuwi by processor module performs control
$S0f | &“X l;;ﬂ so control is always maintained
t stand-by system). The same

2.3.3 Process|

The same process I/ fodules are o ) systems iff ‘L any plants and have the

AUEINLNINGINT
ARIANTAUNNIINYIAY
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24 Conclusion Remar

In this chapter the dynamj€ st RELE-platfd{on the MEPTM described. It can be seen
that plant model which is verygghseful # tain using non-parametric method.
for BCS is also given, TTL will be

ftrolling the system for GPC and EPC.”

¥
Moreover, the brief introdugion of ghe-prn

connected to DCS in order to show theperform:

AUSINYNTNYINS

ARIANTAUNNIINYIAY



CHAPTER III

GPC AND EPC \“ /’/ CONTROLLER

This chapter provides lhe : : area . Firsl there is an introduction
discussing the idea in gene ,,-c-—-‘-'"'P ( A ::-:m Sion gives a proper mathematical
formulation to be used.that hiethesis, Th aptiye (U egy will be presented in
this Section. This will helps#®scigef (€ prifici mete __h_" igetion 3.2 the new predictive

control termed extend®® predigs¥e Uef is & AL ithe chaPTer is concluded in order
to illustrate the ideas of pgfictiygh

3.1 Generalized PregfttivgN

Camacho and Bordons [ 15]
of a long range input-oy

%xplanation the general ideas
M8idescribed as an effective
multivariable control 8 gur i in 3' . 4y nami 1t blen is solved on-line. The
control signal sequences any h”‘ inlex at each sampling time to
optimize future output or' a fini ‘-. plved for the first control of the
optimal control sequences, whifre itgth M er to@sess the influence of the design
parameters such as minimum prediclioR-HoREoR-M& prediction horizon, control horizon, and

move suppression coefficient on the el

S A
done for very spe@ch g

J.1.1 Perfurmn

esired performance. It can only be

- -

Limitations of this th e of ﬁmwc control. For the
ase can see [15] We alter the finite horizon crd¥ion, which is the most

commonly used in a quz‘a !E criterion of some kind. Ig.Fjg. 3.1 a schematic picture of the basic

TAWEIN 17 ..

treatment of constraié

j=N,y
where 3( k + j|k) denotes an optimum j siep‘lead prediction of thg@§item output on data up toffigs

RGNS A e ee

thc system at time k + j — 1, computed by minimizing (3.1) at time k. @, and Q; are positive definite
wel ighting matrices.

The cost funciion (3.1) is minimized 0 produce Aulk ), Sulh + L), - Aulk + Ny — 1), For
the next sampling time the minimized criterion is repeated. This implementation is called Receding
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Pasl Future

===l vaerﬂnmtra;aclnryuil +J1'-]

Horizon Control. The modifightion AeE fhicE <iong \ in terms of u(k) but in terms
of Au(k) is that it is the chafiges _.'T{Tr’r:,"ﬁ ‘.f nwalited or another word is that the

statement of optimization problem. [f T——t 5on u( k) the result will be =

, ) = (3.2)
Q4 .

As can be gees pradicted outputs from
the system, y(k +7fk3. prediction horizon, where
j=N,N +1, | | mgnﬂu[k + j — 1) over the
control horizon. Th act form of these penalizations can be controlléd™by using the weighting
matrices Q) and Qp w]-‘n ost case are diagonal. w::ontml criterion is that it possesses a

signifi ol C@

enormags rang g c ni Pl catign of only
main desjgngparameters wclgh ing matnx ever, due to the fact that the shape of the demgn
parameter ed in this thesis requnm one tl.‘ng parame:er with well condition of wmght

3 1.2 Model Description

The model representation to be used in this thesis will mostly be discrete-time, linear and time-
invariant models with uncertainties and are called noise inputs appearing on the feedback loop. A
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model of the process described through the CARIMA model can be expressed as
A(z"YYy(k) = B(z""Yulk — 1) + éﬂ{z_]}e[k} (33)

where A(z~1), B(z"')and C{z"!)a ndfials ifl the backward shift operation z ! defined as:

The operator A is defingj /A1 SR u(k} and e(k) are the out-
iy Se. Mgible SMelldiccts the output and are
assumed to be white statiopy agdong’nghise withh | - el =T

» A deterministic assocjgfe ¢ rafationship heBvacti s Ad.outpuls given by the polyno-
mial A(z~1) and § : A %

a2y and the output given by

'IQ E‘u‘

* A stochastic associz g i
i ’E_l'f (==1)2h

the polynomials 4 |

3.1.3 Control Law

L&

To solve the problem posed by AHIZAL0R-5 in ordéMo obtained unconstrained GPC
control law, we have to complte a'é p ahes ons of the outputs over the prediction

horizons based on information known ture values of the control increménts.

Moreover, the following Diophasti
(3.4)

The E; and F;

"+f;n4%

E;j(=z ? = gjotez +E_|.2-- -t egjj-12 ~U-1b)

““‘“ﬂﬁﬂﬂﬂﬂ‘ﬁﬁwmﬂﬁ

= ‘e (1-A(z"1)A)
‘ he ! tt
C ered by o . ‘ omi
The lower limit of the prediction horizon [V; can therefore be made equal to d + 1. Therefore

B(z"1) =z"%B'(z"1) (3.5)
the recursion of the Diophantine Equation is used.




If equation (3.3) is multiplied by z~7, we then obtain

| (3.6)
If we replace e(k) using (3.3
(3.7)
where the last term cunmhicl‘* ind als measurable at time k
It is then obvious that W n data know at time k is
obtained by replacing the lastigs
(3.8)
In this expression § j ncfiop o know signal €5 kM8 also of future control
inputs which have yet todfe copfpuid fWe fReniise a seeontl Diby equation to distinguish
between past and futy g vallics, “
(3.9)

|
'y r"'-ﬂ"

which yield the fﬂlluwing‘ essiPn 16 \
y
J Y

Yk +d+1]k) G Ay pu(k \ + Fapy(k)
Gk + d + 2|k o dulk )+ k=1 + Fypay(k)

vk *3+

The vector of pre

ﬂdﬂ%’ﬁﬂﬂﬁﬂﬂﬁﬁ%m

f(k+ 5) = Gp; (@) Au(k - 1) + F;(= g8 k)

mmmmummmaﬂ

[9(k +d+10k) G(k+d+2[k) - §(k+ NaJk)]"
[f(k+d+1]k) f(k+d+2]k) - f{k+N2|k}}

-
Il
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The dynamic matrix G is composed of the impulse response parameters, g;, of the pant model of N,
controlled variables and NV, manipulated variables is

(3.13)

An outline is given of N, Fur 51mphc|1}' of notation the
e
quadratic minimizatio

1) a, with substituting the
predicted output from (3. 1.3

(3.14)
The required minimizagon af
} (3.15)

Note that the performance ig i

iMinimum which therefore can
be located by setting the fi8

(3.16)

Therefore, the VE@f
l

(3.17)

where

B Uspdt1k) L+d+2w o wik+ Nolk)]”

ﬂﬂq NINTNLINT

Au(k + Ny, — 1;

SHYRINES

variables, As in lh15 thesis, we study about how to control the two tanks level process which consists
of two inputs and two outputs (TITO). Let us define the vector of predicted controlled plant outputs

is®



y=[y{ Y;]T or equivalent to

hik+dy+1)

(3.18)
The following expression of
in(k+dy +
(3.19)
2(k + dz + jlk)
(3.20)
Let us define f as t
(3.21)
Equivalently,
(3.22)
falk + iz ) ZGmuEfl]ﬁu.[ 4 4)+ B ) (3.23)
ﬂ%ﬁ}’ﬂ“ﬂ 1) ?}?W eIN9
u=(GTQ,G + Qﬂ IGTQ,(w - r} 3. 241

RIAINTUURIINIA Y
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where the weighting matrix Q;, @2 and reference signals w are defined as:

(3.25)

(3.26)

(3.27)

This expression will} inite (minimum of the

performance index). To g e s must be positive definite,

Ail g vy Weighting m ix & should be of full

rank.

Because of the regy ing‘ b ' gly; ol ‘ ‘-_I 88t Nl k. Thus only the first m
rowsof GTQ,G + Q8- G !e : - }
The control law can giftn bife

(3.28)

3.1.4 Choice a@a . T E
For the real appligane] , w = 1,2 should best

be selected in orderoe
it

¥
Let consider ll:lﬁ pase wher® | rpreted ﬂ:}cesa with a common
L L]
minimum delay d; is associated to the outputs y; fori = 1, 2. Ther the lower limit of the

prediction horizon Ny ; (‘ Hade equal tod; + 1. If Wm know or variables, then N} ; can be

set to iy : the rise
= fo i' plang i Incg@lasing N,

time o ;
makethe ptrol and corresponding output response more active.

mun to the specific choice of co'ml!cr parameters for closed- Imp stability, all
wntl | ‘ | . ‘ ‘\ ‘ : | | H‘qﬁﬂ
off; l - ‘ i

matrices &3 technique which ensure the well-conditioned system [IZ].

ul'
=




3.2 Extended Predictive Control

In the process industry typical plants are fast reacting and need to get to set point in a relatively
short time with fast settling times. In ogdefyofvenfo e problem of providing fast closed-loop
responses, Abu-Ayyad, Dubay and i a

tended predictive control (EP

simple tuning strategy termed ex-
trategy of predictive control by
reformulating the control | ‘ trix. An exact method is to
evaluate a single tuning m anae ot dition number and also the
increasing determinant of : n&tie! the control performance
of EPC with GPC for level proges

The general predigh

o med by infinite horizon
stable predictive control cg

pig.. [t formulated with pos-
itive weighting factop 5 generally to prevent
unconstrained optimal pre . solution of quadratic cost

function without weigh

(3.29)

where e is the vector ‘. acki]
process.

c@and the prediction of the

-.,.‘
3.2.1 New Structure for E

By introducing a new structure of e ,_,,,_', Mrix W, which must be symmetric in

order to keep the systemetricity ofif

new control slmt@ cop

L W
In our study tHéney ..‘. or the special case of

strict control horizon Nid= 3 and

g beginning of reformulation of the

(3.30)

)tu
(3.31)
o red itioh number

the determinant. In order 1ncrease ||GTG + Wyew|| to obtain lower valu
v | | 1 . 1 ‘ Hﬁ%qﬂ 1 | ? | ‘ l. l
i Al /| I h 1B feta: ‘

‘.lsmg these parameters is now termed Wep.. The weighting matrix W, is
0 —D‘l}L —A
Wege= |—a1d 0 —o2) (3.32)
A —gd 0
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The formulation of the new control law is obtained

u=(GTG + W, VG - w) (3.33)

trix and A is the old weighting matrix.
m matrix G7' G can be expressed

For clarity, we define Cgpe id BPC respectively, where its

expression is demons

(3.35)

(3.36)

From Eq. (3.36) and (3.34%, it i siehe CondiliBimg umber 8 C'ch. can be further improved
by eliminating the second elent of 0 ae thall o1\ = a. Therefore, A is no

longer a tuning parameter as in GPCtw
az will be used instead. Thus the I

Teas the new tuning parameters oy and
_ in this stage is how to tune the new
strategy parameters-eg and the syster ated with well condition. To
deal with this cones n'w, blem the simply tur A 574l be presented next

section.

. T \ Y
Therefore, the appdox ﬂresented as a function
‘ 11

ﬂuﬂ,n.. Vs mm

|Cepel = a [2(o1 + 02 4 a,‘g} — (ot + a3 +1) ]}F 2010223

q. .l g | ﬂ ﬁ ‘ | | ‘ ﬂ
qnl is section, the gulde ines on the choice of o) an J o are prescnte; individually. First by scmng

@z = 1 for the value of N, = 3, |Cypc| is thus evaluated by using only weighting factor o;. Second
|Cepe) is evaluated by using only weighting factor o3. Moreover, the expressions for determinant and
condition number for GPC and EPC are given in Table (3.1). [t is note that the maximum value of

(3.37)
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Table 3.1: Determinant and condition number for N, = 3

Condition Number

Control Scheme Determiy ’\"‘ ."4

GPC SHCL
EPC:op =1 ° - ag]lizcn

2) 202 AR

1

El'j? -2/ + 1}

EPC:G’]=]_ : 2-]—3

. Wil whereas no maximum value
" atrix for EPC must be
gighted matrix for EPC must
. function of a and A

|Cepc| occurs for the reformy
of |Cype| for the old stg
greater than GPC (|Clpc 3
be smaller than GPC" '

. I'.:-"-l-ﬂ--l ; ]
It can be conclude that the mghti rfactor oy and’

determinant values for any va!uc of demt j
2% -W-

3.2.3 EPCTu-
The mmhematiu* W

follows the SISO caseq
variables and 2 mani led variables is

be greater than | in order to have hight

L
ngd TITO EPC closely

e ﬁ) system of 2 controlled
m
Caly (3.39)
utputs cases 1s g! Lr :
cTe — G”G" ‘G%G-n GuGlz +f98,.G 22

G“G” Gz:
@ = [ 0 GHC]Q-I-GTGH (3.41)
0 GﬂGu+G£Gn]
42
Q. lG’{;GH+GTﬂGn 0 (3.42)
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As can be seem from (3.40), the lowering of all eigenvalues of the system matrix is obtained by
adding the weighting matrix Wg;go to the diagonal blocks matrix €2 which are equivalent to the
corresponding column system matrix of the s
BIBO EPC with 2 outputs is given as

sses. For this reason, the weighting matrix for

(3.43)
Equivalently,
- (3.44)
—022A2
0
where Wj is the exteng yhpiFssion matriy of Wik i MapipOigted variable of the BIBO

system. The weightiffg 8¢unditidh number of the system

matrix, is tuned such ed low value.

Therefore, the g ‘

0

A 9 3.45

Shridhar and Cooper [15] shétwn tHall shesmeifmurd s of8ll off-diagonal terms are zeros.
Therefore, to find an upper bound on {fi ; of the overall system matrix, @y +Qa,
it can be shown that £ .’f"'-, ot

(3.46)

where i, reprebents
Therefore, 1.
Mathematically [15]

control matrix (@ + z} 1him 2,1

) Portioned matrix (Q2).

idn number of the overall

In summary, the t ure is as follows:
. Subﬁtltutmg the selected parameters a'.‘e to (3.45), then r e above for the remam'.

Wﬁﬂﬁﬂﬁm T WE]'TH ]

e Using these o values, construct A.;. = (GTG +Wpg; o) and use in the evaluation of Au(k)
in(3.33)
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3.3 Summary and Discussion

3.3.1 Summary

number, but also the det__ angfof gheftidirie. The . g L b p efficiently implement since
it removes the ill-cone N ing e S mall ‘ g, weighting structure. In
next chapter, nume exagm le Bised op the, wo g 3 | confirm that the new
extended predictive contghl E o al ; '
conventional generali2¥G plf;

P gz 4 v
r f-"'{:" N

ﬂUEJ’JVIEWIﬁ‘NEJ']ﬂ?
RIAINTU NN INYAE
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CHAPTER IV

IMPLE \ /}ESU LTS
This chapter will show bmh‘% ‘ /

and e r'un__'_‘, water level control process. In
TL

Section 4.2 the simulation Tesull_usk |
between the control perfa of
to implementation of level ciy

will besgiven to illustrate how is the difference
. ' o

ssion on issues relating
is Tellgwins by a discussion of the
tuning parameters. Fi o be control performance.

4.1 Introductio

In this chapter the th | ghneght pre i uish ‘ahe SithulatSdlhAn experimental vali-
dation is also conducted of gfal Jighidifeve i) ; .
tributed Control System,
FIELDBUS TRAINER plant jgfelabfitdtec

A0RO R3, an acronym for Dis-
: Skontrol of YOKOGAWA
! Wl implementation. The model

ofe| clifosen cf
i i

s

was identified by Permpornghi (8)find has eei use trol strategies, as detail in
Table (4.1). y ol ,,
As shown in Fig. (2.2), e prgQeSshas o va an®.V2 that have to be controlled.

- L
The controlled variables LV 1 and LV arethewateris Peach tank whose specifications are fixed
by economic and operational goal§@nd.m ,.;,ﬂ vercent of their set point at steady

i

state. Furlhennnr d wil ons ﬂ t 45 cm to 65 cm.
The manipulated veiables-a irok valve OV 1 a .‘--H.Q t by 0 to 100. The
feed water is pum# al ‘

-t

s IF-“
iy il
ble 4.1: Validation model at the middle level of the t

[

QRIAIN TN INEAD

Simulation Results

In order to show the way GPC and EPC can be simulated, simple identified model is presented, where
the tuning parameters are shown in the Table (4.2). The controller will be designed for first order
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system for the sake of clarity. The following transfer matrix is given

i4.1)

¥

where the manipulated § :a';:g" ry/

4

and CV2 respectively.
The control variables yl:‘.ﬂ,"' 2 e Wl fess ' e TeSgeciively

The discretized modg

(k) ]
[ & - (4.2)

k) 3 W6 - ‘_‘ ‘ s | ualk) '

A left matrp
onal matrix with Jrs ‘{I{: ...... - EQMAAO-HHEACasH-COITON-IUTIDIe-0l

corresponding row etk i

-

i | e L}
: | 0 1 — 1.9307 -1 + 0 908

B(=~Y}) = [u.n;g uuun -1 — 0.0468: h—l.l{}-bﬂ_:'—L}I]hb: H

| (4.4)
Sipe mu' 5 : :
Q |
_=r oy
Q/
:| .

RISINIUUNIINED

24 —12

=
=1
=

W, = ~T75.24 0 376.20 (4.6)

—12 —476.20 0
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The computer simulation of tuning strategy for BIBO level process, the weighting ratio o322
is tuned first then the parameter o2 ; is chosen based on the value of o3 2. The system matrix of the
process with N, = 3and o, = 6.27 is given onghg Tgble (4.2). To tune o2 2 and &7 1, the submatrices

(4.7
(4.8)
In numerical,
Az (4.9)
Ay (4.10)

1524 AR4 N 5344

08.03 —314.68

—314.68 5748

ﬂUEJ’JVIEWIﬁ‘WEJ'Iﬂﬁ
RIAINTU NN INYAE
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GPC Y1
- =—-EPC ¥1
60 : ;
E s
3
3
R |
F T SR
a0l

i
Figure 4.1: Perform# and GPC controllers
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8
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=
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EEBE""""'”""' o
s W

S 85 l.- -

B i

S 64

futi’ VIEI iR
ALKt MR IMDE

Figure 4.2: Response of LV2 for process tank using EPC and GPC for disturbance rejection capabili-
ties at a set point 65 cm
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Control Signal MV1 (%)

a1
o 1600

\controllers for TTLP

-""*rv

...........

SRS

Figure 4.4: Manipulated Variable 2 (MV2) comparison of EPC and GPC controllers for TTLP
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Figure 4.5 EPCRnd ORC controllers

gﬁfﬂﬂ?ﬂﬂﬂi’ﬂﬂ']ﬂ 7

GPC Y2

w ==t ERG V2

MEN R M RBE

Figure 4.6: Response of LV2 for process tank using EPC and GPC for disturbance rejection capabili-
ties at a set point 65 cm
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Figure 4.8: MV2 comparison of EPC and GPC controllers
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In order to illustrate the performance of controlling TITO process tank with difference oper-
ation points for the output and the manipulated variables GPC and EPC controller are applied for

TTLP and the simulation results are obtained own from Fig. 4.1 to Fig:4.8.
Fig. 4.1, 4.3, 4.5 and 4.6 show the ater level LV'1 and LV2 in the tank in
the present of change in the level refSggt for tank 1 and keep constant 65 cm

for tank 2. As can be observeg \ ' y mean of the two manipulated
variables M V1 and M V2, Yweamiglgo DSseen t ; a]l the variables, such as LV'1

and LV'2, which are sligh [ refr: Ence d hanL t stage.

The simulation d nfanip PC and EPC shown the
closed-loop results due to thg : i f. Rhé vei inEq.(3.32)for Ny =3
translate the simple ger ogit, fi is icable for any process

LS X
industrial by using only pecifica a bl _ nt loop response is clearly
seen as o varies, By#0nsideghg prigh e t ettling time, the EPC
controller has ability to ha#tllc bgth idgran n jth oscillation and respond-
ing quickly in order tgilfeep g#od { ' of poi m g with GPC as shown
on the Table 4.5. A noticegfle fafturdloFERC SR thaglig has a relatively low condi-
tion number and the highst dgffrmflant of] atri x|\ cOmipa to GPC controller.
‘ {p\ &)
i " g
Table™d.3: &'comp C conftraler for TTLP
Control Scheme | Yeract |4 : : etting Time (sec) | Overshoot (%)
y v 52 6
’ 2~ 6
A, 6
GPC
6
A1 od 6
==
Il I 52,/ 6

ﬂqﬁ“wﬁﬁﬁ f
QRIANTUANTINESH
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55

T

4.5

Determinant of matrix Al

ESD

Figure 4.9: The effe
i

ot matrix A; (N, = 3)

Since Ay and Ay mugfbe oitite 17,41 inordepty hive a Weial g influence on the determi-
nant of the weighted matfix C{ and & on ll". 8 |C.pc| are presented. From
the Fig. 4.9 shows the effect gffvarig e ore| val of Ap = 12 is selected [3,4].

To have the larger determin i of A < (5— v/21) 4. It must be in-

creasing. From this increasing va ___,..n ad u @; e in mntrollmg for GPC controller is
ith the same weighting factors

obtained as shown-ig the Ei
A= X2 = 12 thee 1. the value of A for

GPC must be |a:gt

Con helpe ighting : i e (dec oot (%)
‘ £ JOF = &Y ‘
cﬂ M = Az = 15| 19.83 | 0.23 x 10° 79 11
Mo=2 =2 158 [023x10°| 415 15 Q|
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Figure 4.11: Response of LV2 using GPC controller for difference A
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Figure 4.12: Manipittedi¥ariable-compd PO ol ler Tor difference A
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Figure 4.13: Manipulated variable comparison of GPC controller for difference A



4.3 Experiment Results

In this section, experimental test are carried oyt on the process tank existing on Yukogawa Fieldbus

Fig. 4.14. The predictive control GPCSNN C uning seheg e applied to the real liquid process,
where its model is discretized "ustin PON iy . hod has the advantage of being
a stable continuous time syStgSIe _;1.,,_;; nsformed i aampled system. For CENTUM
CS3000 R3 the contmllem the ﬁ‘tmn Hom:]m:mc and Batch Oriented

Language (SEBOL) programm®™Tanguage is | the [CV®megEEss, In addition, SEBOL is a

programming language tha : al features for the functions of
a generic programminga®euage®P rofrafné itten’ hexeCWBllas an action equivalent
to one SFC step on the FCS# : W -

The objective gfiffe img tagionfls ton Aint: ’ Ne! i jank | at 65 cm inspire
of changing operating levg N Wlhgks are fixed at 55 cm, the

control valve CV1 ang
changed from 55 cm to 45
second experiment is jus§

| of the tank | will be
ln 55 cm to 65 cm. For the

n 'Lhc case ﬂf prai:tli:al implementation, the performnnce Df EPC method was Cum;w@

GFC Using GPC and EPC tuning procedure, closed-loop test was conducted on TTLP plant with
the dynamic matrix G in Eq. (3.39) was obtained from the open-loop test of the two-tank process.
From Fig. 4.15 to Fig. 4.22 shown the results of EPC at the specified o = 6.27, o3 ; = 18.8, and
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022 = 31.35 and GPC having tuning parameters and A; = Az = 12, both using V,, = 3
Fig. 4.16 and Fig. 4.21 are the experiment results of response variables LV'1 and LV2 for

the two difference cases. It is clear that using PC method drastically gives faster closed-loop

Control Scheme | ‘r’ L] :I:- Se o ec) | Overshoot (%)
GPC —
15.62
15.70
EPC
4.4 Discussic@
The objective of thife'Séer sidgit¥tion and implementa-
'
tion of GPC and EPq i oW lhaﬁmethuds are applicable
for level process and™he output responses LV1 and LV2 perfﬂnnance ¥ Single tuning parameter
EPC compared with GF‘] roved results. Howwe lementation results showed not much

1 um WHMINEINT

DCS is composed of central controller and the remote system containing a physical
planL sensors and actuators that alw@lys have the uncertainggameter or ph}fsmal e

QRIBIASAIIINEIEY

» [t is not easy to select the best initial parameter for both controller which must to follow the
Algorithm 3.2 and 3.3
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51 Summary of Rmué

.

This thesis investigates ion of the two-tank water

=

level process and impleme stem. The two predictive

controllers which ive controller have been
g GPC tuning strategy for
: B, control horizon, and
_ . ondh hihe GPC control law based
on quadratic functiong#not gifaragfeed wel 3N ing A kP Bleo ithi presented in this the-
sis employs the conditiongfumblt of e ‘ M iR 10 provid ing procedure and improve

the system matrix condigfonaligf byincre inaRffoRStrictie@ntrol horizon. Simulation

studied. Based on the
the principle com

weighting factor was gi

and implementation 10 two-ignk. FDES):  Lhe 1m v 4l control performance of ECP
compared with GPC. | \ < \

The specific conclusions ‘ of this work are reported here-
after. / ";:"..i"..

bk
Chapter 2, the dynamic modeT o Mscribed. After introducing the essential
features and model of TTLP, ‘ " distributed control system (DCS)
comprised of the thge g its, hun . eintml station (FCS),
and process inpulibulphttisimportant-for controi-practitionerto-understand Lidw 1o implement the
real system, 1 .
Chapter 3 cov Yhe : uvmtechnique in controller
design. As described in Eection 3.1, the GPC control law can be obtained
function over prediction
paramet progp :
the d |
of GPClcomiro c
matrix, aﬂsenled in the Section 3.2.

Finally, not only the simulation I‘ESlg but also applicatiofisiasults via DCS at the M

ARA/IAIUIANIINSINEY

cumpansun to GPC, it can be seen from the results that EPC controller is better than GPC controller

Iving the quadratic cost
rizon and control horizon. In addition, the choice of three spemﬁc tuning

matrix

3 itioning

thh provided faster closed-loop responses with minimum overshoot. It is to be noted that both GPC
and EPC is constrained 1o a control horizon Ny, of 3.
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5.2 Recommendation

The implementation in this thesis is done via distributed control system (YOKOGAWA CENTUM
CS R3). To make TTLP has more genegal|
that can be encountered as below '

e peed to improve some possible extensions

o In this thesis, the contro¥hgfizomis ! S o Flement both GPC and EPC con-

Frtevel. W n rol the plant. For more general,
it is interesting to - or any.la ” ; ér of N rendger eneral expression of condition
number and det :

» Since the res g han GPC controller. It is
strongly recommeng

tank leve! but k¥ othepdf

ated for not only middle

ﬂNEJ’JVIEWIﬁWEJ']ﬂi
RIAINTUUNIINYIAY
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Two Tank Water P Wedfn MATLAB and SEBOL

clear all; close all;ar
T = 1800;
n = 4;

P = 20;
M= 3;
Ts = 14;
lal = 12;
laz = 12;
| sesssssssssssssss DECLARE VARIAB
B =
ahll = zercs(l,4); ah22
bll = zeroa(l,3)fi Wb
bZl = zc:ns:l.:k‘,‘

L]

dwf_g = zeros(2*
dwf_e = zeroa(2*F, lhﬂﬂ
f g = zeros(2*PF,1); j
f e = zeros(2*P,1);
§

wl = zeros(P,1);: [P 1)z

El’}‘VIEWIﬁ‘WEJ'Iﬂﬁ

yel = zeros(4,1); yel = zeros(4,1);

WIS UM AN Y

n_model = zeros(Z,4):
d_model = zeros(2,4);
Ep = zeros(2,2);
Tu = zeros(2,2);
Td = zeros{2,2);
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delay = zeroa(2,2);

epsilon = zeros(2,2);

L]

| ======soz==szsssss=s [HITIAL DATA sssmesm P
L]

Fl = zeros(P,3);:

F2 = zeros(P,3);

i

Gpll = zeroa(P,2): Gpl2 -
Gp2l = zeroa(P,2); GF*Z -
i

Gll 1 = zeres(P,1); 512
GZ1_1 = zerosa(PF,l); & :
\

Gll = zeros(P,M):
G21 = zeroa(P,M);
L]

G

i
Kpil,1} = 3.,2;
Epi(2,1] = 3.1;
L]

Tuil,l) = 452; Tu(l
Tui2, 1} = 472;
L]
Td{l,1l} = 7; Td{l
Tdi2,1) = 32; Td(2
L]
| sessssssesernrsree e s e
L] DIGITAL MOO
A i i i e A
L]
dl = fiximin(Tdil,1)/Ts,Td(l,2) A5
d2 = fix(min(Td{2,1)/Ts, Tdia
' ’)
for i = 1:2 k
for § = 1:2 (
delayii.

end
end
for i = 1:2
for 3 = 1:2

4% 'ﬁmm%’wmns

epsilenii,j);
alpha = a*(a"(y] - 1)/1(1 - a): ‘

RTINS UTIINYIA Y

ahll:l.l.* = d_model(l,1)*d_model(1,3);

ahll(l,2) = d_model(l,1)*d model(1,4) + d_model(l,2)*d model(1l,3) - d_model(l,1}*d _model(l,3};
ahll(l,3} = d_model(l,2)*d _modelil,4) - d_model(l,l}"d_model{l,4) - d_modelil,Z}*d model(l,3;;
ahll(l,4) = - d_model(1,2)*d_ model(1l,4);
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L]

ah22(1,1) = d_model(2,1)*d model{2,3);

ah22(1,2) = d_model{2,1)*d _model(2,4) + d_model(2,2)*d_model (2,3} - d model(2,1)*d modeli2,3);
ah22({1,3) = d model{2,2)*d_model{2,4) - d ) *d_model {Z2,4) - d model(2,2)*d model(2,3);
an22(1,4) = - d_model(2,2)*d model {2, 4
\

bl1{1,1} = n_model(l,1)*d_model|
b11(1,2) = n_model(l,1)*d_mod
b11(1,3}) = n_model(l,2)*d mo
L]

B12(1,1) = d_model(l,1}* e e '
bl2(1,2) = d_model(l, 1W'
bl2(1,3) = d_model (1, 2y NilStel (1

\ :

b21{1,1} = n _model (2,1l
b21{1,2) = n_model(Z,
B21(1,3) = n_model{2,2)sdg
< i
B22(1,1) = d_model(Z,1)*n
b22{1,2) = d_model(2,1)3R
p22(1,3} = d_modeli2, 2
L 1

§ mremsssesss eSS

y
' INITIAL VALUE Edj
B - R
1
Gl1_1(1 + di,1} = bl1l{l,
Gl2z_1(1 + dl,1) = b12{1, %
G21_1(1 + d2,1) = b21(1,1);
G22_11(1 + d2,1) bB22(1,1):
for i = 1:3 ‘

Fl(l + dl,i} = - ahll(l,i + 1}:

F2(1l + d2,i} = - ah22(1,i +

end

for i = 1:2
Gpllil + dl.. d
Gpl2(l + dl,i)] &

Gp2l{l + d2,i
Gp22(1 + d2,i) =,

el e -
NENINEINT

SuEnINYIa

elae
Gpllij + dl,k) = Gpll{j + dl - 1,k + 1} + Fl(j + dl = 1,1)*Gpll{l + dl,k)}:
Gpl2(j + dl, k) = Gpl2(j + d1 - 1,k + 1) + F1(j + d1 = 1,1)*Gpl2{l + dl.k}:
end

end
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L]
Gll 1¢j + di,1) = Gpll(j + d1 - 1,1) + F1({j + dl - 1, 1|'b1111:|.‘

]
end
for § = 2:p - d2
for i = 1:3
if i == 3
F2{j + d2,1)

elae
F2{] + d1,4)
end

Gp2z (i +
else 4 ; h
Gp2l(i + d2,k) =G (1 0F 4f TR 1 4R Gp2l(1 + d2,kb;
Gp22 (3 + d2, k) K By p=c ¢ Z(1 + d2,k);
end ; / ‘ !

end

L]

G21_1(j + d2,1}

G22_11{j + d2,1)

L
end
i
gll 1 = zeros(P,1);
gl2_1 = zeros(P,l):
g2l_1 = zeros(B,1);
g22 1 = zeroa{P,1l};
for § = 1:M

Gl1(:,3) = &

Gl2{:.3) = G2

G2Ll{i i) = 'u

T -u'y,

I b

G22(:,9) = i
for i = 2:F 413
gli_1(i,1) == )

glz_l{i, 1) q' 2_1(1 - 1,1):
g2l _1(i,1} 1 14i - 1,1)¢

g22 1{i,1] = GE?H = 1,1)3
end

:f MEJ’JVIEWI?‘WEJ']ﬂ?

qF
G11_1 1) = gll_1(:,1);

612 1(:,1) = gl2_1(:,1);

IENNIURIINYIAY
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2 Program for Computing Static Gain Kg by GPC

Kg MATLAB.m

=== —— -
L COMPUTE STATIC GAIN K
L] TITO LEVEL CONTROL OF

PR ——

A

R = [lal®eye(M,M) zeros (M) 1az-“em;~é
.
4

Ag_condition = cond(Q i —
Ag_determinant = det (Q l_m,._.—-—-' 1

Eg = inv{Q + R}*G":
L]

lgl_wl = Kg(l,1:P);
1gl_wZ = Eg(l,P +

3 Program for Com
Ke MATLAB.m

jemmmmczzcz=s=c=sa=====ffaoos
i COMBUTE STATIC |6
¥ TITO LEVEL CONTHO!

- s incn o

al = Q{l,1):

42 = QM + 1,M + H
: @
-1 = 18.81; ¥

R2_2 = 31.35;
RL = QM + 1,M +
Wl = [0 -R1*lal -laljb 0]

W2 = [0 -Rl*la2 -la 1*1a2 0 -R2_2*la2;-1la2 -R2 2+%la2 0]:
W= [Wl zeros(M,M): zer H'I M) W2):

BNYNTNYINS
ANINURIINYIAY

Ke = [lel wl lel w2; leZ2 wl le2 wl];
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4 Predictive Controller GPC and EPC in MATLAB program
GPC_MATLAB.m, EPC_MATLAB.m

| socomse e e s s s s s S S S SO EE TSRS S EE
L] MAIN PROGRAM FOR GFC AND EP

i sxonnre e s s ssss s SS SO E R
L]

ucogl = zeros({l,T); uocogZ =
yoogl = zeros(l,T); yoog2

I R L R R L R L]

uooel = zeros(l,T); vooel =

yooel = zeros(l,T): yﬁﬁ ]
s o

\ ===m=m=a==== REFER
‘ y .‘ ; %

wrl = [G0*ones(1,400) 55% : $res | 0} ! - 1200} )
w2 = E5*ones(1,T]: i'g

Lgl.Pv = B0;
Lg2.PV = &5;
Cgl.MV = 45;
CgZ.MV = 40;
i
Lel.BV = &0;
Le2. PV = 65;
Cel. MV = 45;
Ce2 .MV = 40;
L1
uogl = Cgl.MV; uog2 = C
yogl = Lgl.BV; yog2 = L
L}
for L = 1:n = A [
yglii, 1) = yogl; fi}{g.-jﬂ,
yg2i{i,1l) = pomg: -
ugl{i, 1} =
ug2{i,l) =

" EE—
é

ST =
.WI‘ A :‘fﬁtm

PR

end

‘iiti*ti*.itiiili-
ugel = Cel MV
yoel = Lel.PV;

L]

for i = 1l:in ‘
yel (i = yoal;
ye

HuHINENINGINT

{ sssssssssssss==== PLANT PROCESSING s==fssssszz==== “

19N IUARIINYIAY

1
del ug2ip,l) = ug2{p + 1,1} = ug2ip,1);

‘tillilillllIIIl'i'itvri?*-*i*‘iiliilii

del vel(p,1) = wel(p + 1,1} - uel(p,li:
del ue2({p,1l] = ueZ(p + 1,1) - uwelip,1):
end



yogl = F1{1,1)=*ygl(n)

+ FL(1,2)*yglin - 1}
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+ F1{1,3)*yglin - 2} #...

Bl1(1,1)*del_ugl(3) + bll(l,2)*del _ugl(Z) + bll(l,3)*del uglil) +...

b12(1,1)*del_ug2(3)
yoogl(i = 1) = vogl:
i
yog2 = F2(1,1)*yg2(n) + F2(1
b2l (l,1)*del _ugl(3) .
b22(1,1)*del_ug2
yoog2(i - 1) = yog2;
oS iR e
L]
yoel = F1{1,1)*yel(n
b1l1il,1) *ced

bl?tl.l]'deiﬂg;r;
yooel(i - 1) = yoel

b21(1,1)sd
b22(1,1
yooe2 (i = 1) = yoed
‘ -
§ =ssssss SET REFER
¥

for j = 1:F
wil{j,1l) = wr

end
for j = 1:n - 1
yglid 1) = ygi(j +
yg2(j,1) = yg2(j +

‘I'ii!lviﬁ-!l!li‘-!'

bt

yeli{j,1) = yel(j + 1,1}:
yeZ(j,1} = yeZi(j + 1,1}
end
yglin,1) = y
ya2in,1l) = pons
grsssssnsnse dB T
yelin,1) = i L
- -
yeZin,1) quZ.,_.'-
% i

§ senzessmesssw

for j = 1:P

%
for r = 1:3
fygl = fygl + El#j £l *yglin

a8

LR T T

-

¥
EERREL & & o

R

POATE FREE RESPONSE =wsssmzzssmzza=m

JANUNTNYINT

+ bl2(1,2) *del_ug2(2) + bl2(1,3)*del_ugZ(l);

wg2in = 2] +...
+3)*del ugli{l) +...
*del ug2(l);:

+ FLIT Sl + . . .
hy S S D 1 (1) 4. ..
helel wel (1)

ulujig

4w|1-w -
22N

j': = Epd)k]

#MAINYaY

fye2 = fye2 + FZ(j,c)*ye2in + 1 = r,1);
end
f gl{j.1) = Gpll(j,1)*del uglin-1,1) + Gpll{j,2)*del uglin=-2,1) +...
Gpl2ij,1) *del ug2(n-1,1) + Gpl2ij,2]}*del ug2(n-2,1) + Lfygl:

f glj + B, 1) = Gp21(j,1)*del _uglin=-1,1) + Gp2l(j,2)*del_uglin-2,1) +...
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Gp22i{j,1)*del ug2in-1,1}) + Gp22(j,2)*del_ugZin-2,1} + fyga;
‘iiitibvi*ifiiirii'!*iiiiPr!*i!*!t'ilitniI'l'iiilrlI'l'lrrti*'t*iriivutiir
£ e{j,1) = Gpll({j.,1)*del wvelin-1,1} + Gpll(j,2)*del_uel(n-2,1) +...

Gpl2{j,1) *del ueZ(n-1,1) 4 1213,2) *del_ue2 (n-2,1) + fyel;

f e(] + B, 1] = Gp21(j,1)*del_uel 1(3.2)*del_uel (n=2,1) +...
szzij.lh'dab *del ue2(n-2,1) + fye2;
L}
for j = 1:P

dwf_gij, 1) = wl{j,1l) = -
dwf_gi(j+F,1) = [

.*iri**t-itititviii'tlf

end
1

| messsanssessanm= [OTFFE

dwf_e(},1} = wl
dwf_e{j+P,1)

end

L1

‘ - -

L]

sgl = Q;

592 = 0;

REREREEY

sal = 0;

se2 = 0;

for 3 = 1:2*F
sgl = agl + Kgl(l,
sg2 = sg2 + kg2 8Pt lN (5. 1) ; '
‘ri!‘i‘i‘tl'r‘l'-il' ’f LR ‘}..
sel = sel + Ke(l,j}" e} —— =
sel = g2 + Fe(2,3)"

end

we gl

"*';&'

i *emressrasssse o CAL g ﬂ.ﬂl

y -

delta_ugl = a -

delta uel = agl;
delta_uel = se2;
ucel = uoel + diltu
uoe2 = yoel 4+ dﬂltl

Wumwﬂmwmm

uoD
‘ﬁi'i# EEE AR R E

uﬂuell 1) = ucel;
ucoe2 (i - 1} = uoe2;

/ ﬂmnm UN1AINYIAY

Cgl.MVv = 100;
else

Cgl.HV = uogl;
end
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L]
if {uog2 < 0]
Cg2.MV = D;

elseif (uog2 > 100)
CgZ. .MV = 100;
else

Cg2 .MV = uogl;
end

L1

uogl = Cgl.MV;
uog2 = Cg2.MV;

grevessnsnanie

L
if (uoel < 0)
Cel.MV = 0;

elseif (uoel > 100}

Cel.MV = 100:

elae

Cel MV = uoel;

end

L]

if (woe2 < 0)

Ce2 MV = 0;

elseif (upe2 > 100}

Ce2.MV = 100;

else

Ce2 .MV = upel;

end

L ]

ucel = Cel.MV:

uce? = Cel. MV;

jmmmsamessseeeeewes JPDATE U At

s ‘f:-!y‘fk:i:l‘

for i = 2:n
ugl{j=1,1} =
ug2(j-1,1)=
tli'ii'i"i" -
uel (j=1.1) "f
uez (j-1,1) = y

end

uglin,l} = uogl;

ug2i{n,l) = uogl;

,;%%‘:ﬁ‘ﬁmmmw gIn

%

§ =a===== ....*......-.--..--.----------—--------u

L] PLOT PROCESS TANK OUTPUTS AND EDWTHOL GHALS
®label ("Time (secs]”)

SWANIINYAY

plot {yooel,’-.r’,'Linewidth' .2}

is([0 1600 40 &5])
ylabel (Output LV1 (cm)’}
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plet {(wrl,*=.k",* LineWidch', 1}
legend (' GPC ¥Y1',"EPC ¥Y1',1)
hold off

‘l‘il‘iiilliitiiiij‘ii-ibvqii--'
figure (2}

plot (yoog2, 'b’, ' LineWidth',2)
grid

axis ([0 1600 63 &7])

ylabel (" Output LVZ {cm)’)
xlabel('Time (secs)’)
held on

plot (yooe2,’-.¢" ,'L;nnlliéii ' .zl - —

plot (wr2,"=.k','LineWd
legend [’ GPC ¥2¢,'EPC Y2',1) =
hold off
‘-I'Iillv!ll'!ll'!!!ll-!l-l-
figure(3)

plot (ucegl, b’ ,"Lin
grid
axis ([0 1600 41 47])
xlabel [("Time {secs)’}
ylabel ('Control Sigh
hold on
plot {uooel,’-.r*, ' LinaW
legend ("GPC ULl®,"EPC
hold aoff
‘.""flii*f."""*""“".#
figure(4)

plot (voogl,'b’ , " LineWi
grid

axia ([0 1600 36 41])
xlabel (*Time (secs)’)
ylabel ("Control Signal MWVZ (W)}'})

' aw 3 e
- /8
hold on 577 o,
plot (ucoe2, "-.c" ineW
legend (* GPC UZ'Q' v
hold off -

5 Predictive Controllgr GPC and EPC in SEBOL program

CPC SRR F-3 /s

! ES P EP i !
1 w Author : SOFPHEAK HEL

} Date : 9 February 2009
!--.-‘F-.-----I-l----F‘-H---'l—-.'-l-ll'r-'-'--.- I

finclude <std.h>
global block PVI-DV L1
global block BVI-DV L2
global bleck MLD C1



global bleck MLD C2
global block _SFCSW GPC_MIMOD

| essssssssssssoco== DECLARE VARIABLE sm=
L]

double ahll(l,4],ah22[1,4]),b11[1,]
double yl[{,ll,f?[l,l],ul[‘i;l]
double wol,uol,yol;yo2

double delta_ul,delta_uZ

! e —
double a,alpha,x,y,Ts

double n_model[2,4],d

double Kp{?,E],Tu[LZ].TW
I

| mzmso=cssssssss NI
I

! '
double K[2,40],dwf[4
double sl, s2,fyl, fy2,wrl,
: r

double F1[20,3),F2[20)

)

T T —————
1

integer i,j,r

integer P,M,n,dl,d2
]

1
n= 4 .|w|-|l|r
P = 20 27,
H=23
Ta = 14
dl =0
d2 = 0
epsilon(l,1] = 0.5001

epailon(l,2] = 0.28571

epsilon[2,1] = 0.28571

epailon(2,2] = 0.28571

L]

Tull,l] = 15

Tufl,2] = 416

Td[2,2] = 4

]

!

3.

* qmmmummmaﬂ

Ep(l,2] =
Epl2,1] =
[1:1]

[1,2] =

Fpl2,2] =
Td[2,1] = 32
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1 DIGITAL MODEL COWNVERSION

L]

for i = 1 to 2

for j = 1 to 2
d_model[i, (2*] - 11] = 1
X = = Ta/Tufi,]j]

a = expix)

d model[i,2%]] = -

y = - epsilon[i,j]

alpha = a'#puwum
n_model[i, (2*] -

n_model [i,2%]
next@

next@®
'
ahll(1,1] = d_model[l,i)% A

ahll(1,2] = d_model [dg _ +fi_model 1, A dieule , del[1,1]*d model[1,3]
ahll(1,3] = d_mode ' Ly e1(1,2]*d_model(l,3]
ahll(1,4] =
!

ah22[1,1] = d_model
ah22(1,2] = ] -1(2, 21%8 msie1 d model[2,1]*d_model(2,3]
ah22(1,3] = d_model (2,2} ¥ (2 dlseet I | -2 ede model([2,2]*d_model(2,3]
ahz2(1,4] = - d_model]

!
b11[1,1] = n_model(l,
b11[1,2] = n_model[1,1]
B11[1,3] = n_medel[1,2]
1]

i ‘-d'
b12(1,1] = d_model[l,1]*n_mbdel | NI ,.‘--

B12[1,2] = d_model[1,1]*n_model[1, 4 tegimmen vt Bdel(1,3) -
b12[1,3] = d_model[l,2]*n_model [LAT0ET ]
! LTI

b21(1,1] = n_mod

b21(1,2]) = n_mod

b21(1,3] = n_mode
1
b22(1.,1] = d_model(2
bZ2(1,2] = d_model (2|
b22[1,3] = d_model (2

“AUFNENINYNS

F1[1 l,i] = - ahll[l,i + 1]
F2[1 #92,i] = - ah22[1,i + 1]
next@ ‘ “ u
11 ‘ 1, @+ 1 | ‘
201 S H B 5 .
Gp2l(l + d2,i] = B21(1,1i + 1 ‘
Gp22(1 + d2,i] = b22[1,1 + 1]

nextd
1
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1 COMPUTE DYNAMIC MATRIX

for j = 2 to P-dl

for i = 1 to 3

if (i == 3} then
F1[j + dl,i] = -

elae
Fl[j + d1,1] = F1[j
end if

nextd

for r = 1 to 2
if (r == 2) thnn‘ffpgﬁ

Gpll{j + -

elae
Gpll[j + d1,
Gpl2[j + dl,r)
end if
next@
next#
!
for j = 2 to P-d2
for 1 = 1 to 3
if (i == 3) then
F2[j + d2,1i]

else
F2[1 + d2,4
end 1f
next@
I Tl
for r = 1 to :1;1:‘
if (r ==
Gp21 14k
Gp22[3
else . - at
Gp2l[j + d2,ri== + d2,r]
Gp22[j + d2,r aibh + d2,r)
end if
nextd
next@
1 -

I SIgH

|

ugl = Cl.MV ‘

1RINTUURIINYIAY

. PV

for i =1 ton
yl[i,1l] = yol
y2[i,1] = yo2
ulli,1] = wol



63

u2fi,1] = wel

naxt@

l

while (1<>D})

for i = 1 to n-1
del wl[i,1] = ulfi + 1,1] - u
del w2[i,1] = w2[i + 1,1] =

nextd
]

| mwmenes SET EEFEREHCEB
1]
wrl = L1.8V
w2 = LZ.8V
for j = 1 to P
wl[j,1] = wrl
W2[j,1) = wr2
next@
for i = 1 to n-1
ylli,1) = yi[4i
y2[i,1] = y2[i+1, 1b'
next@ ‘
¥l[n,1] = L1,pV
y2{n,1] = LZ.PV
1
| ==sssszsssssezs [P
1
for j = 1 to P
fyl = 0
fy2 = 0
for r =1 to 3 S
fyl = £yl + F1[§, c WPyl [nl 4
f£y2 = £y2 + F2[j,c]*y2[n +}
next@ 3% 1 E ¥
14,11 = Gpli[j,1]*del u ‘r’ o ﬂ_"’

Cplatiy 1] g
£15 + B,1) eﬂ

nextd
]

for j = 1 to P

dwf[j,1] = wifj,1] ‘n' 1]
dwf(i+R 1] = w[q,1 ~hp,11

NENINYNT

| e=sssscsssssssssssss CALCULATE U e o e e o

delta ul = sl
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