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CHAPTER |

INTRODUCTION

1.1 Motivation

In today’s multimedia communication systems, trensmission of video over
mobile radio channels is the most demanding in geofnbit rate and presents many
technically challenging issues that have not besnptetely addressed. Robustness of
video transmission systems.through error pronerenments is the one of the most
difficult things torachieve in video communicatiotechnology. Even with state-of-
the-art compression technique, compressed videmalsigstill require a significant
amount of transmission bandwidth. Video coding laiv:bit rate” involves video
compression at bit rates ranging from a few tena few hundreds of kilobits per
second and is inherently a variable-rate procestodgh, transmission of low
resolution and limited motion video sequences Bpic video phone applications are
now made possible due to the developments in highadwidth networks such as
UMTS (Universal Mabile Telecommunication Systemshe transmission of high
quality video signals is_still beyond the practic@pacities of existing wireless
communication networks. The demand for higher badths in the wireless
communications segment have spin-off new technetotp deliver very high speed
data services for fixed and mobile locations such WIMAX (Worldwide
Interoperability for Microwave Access) and LTE (lgnlerm Evolution). But
because of the hostile propagating environmentsrerit in wireless communication
systems, characterized by high error rates causedh® combined effects of
attenuation and multi-path fading, coupled with tequirements of user mobility and
multiple access will likely reduce the throughpdt amy wireless communication
system. In general, the available bandwidths oadiorlinks will" always be limited
and low bit rates video transmissions are likelypéatypical, thus achieving very high
compression efficiency is necessary for successtido transmission in‘a wireless
mobile environment.

In order to achieve very high compression efficieac modern video

compression technologies exploit both temporal spatial redundancies in the video



signal. The previously encoded and reconstructédovframes are used to predict the
next frames. This inter frame coding mechanismamizined with very efficient
entropy coding techniques to generate highly cosga@ video streams. Efficient
encoding of video signals renders the compressédstbeam highly prone to
transmission errors. Loss of information on onenieahas the potential to degrade the
video quality of succeeding frames due to_the tawpand spatial propagation of
errors in the video seguence. This makes the camspdevideo signals extremely
vulnerable to transmission errors under fading g&® channels. Although traditional
channel coding schemes can detect and correct soroes, this often leads to
reduced channel throughput because of the addeddadt information.

In any video transmission system there is an intteteade-off in coding
efficiency and. error-resiliency. Because of the ti®spropagation environments
inherent in mobile radio link channels, video coegsion algorithms must not only
be very efficient but error-resilient as well. Asitcom the limited available bit rate,
the most difficult issue in wireless video transsios is the error-prone characteristic
of wireless channels. Transmission errors on mobileless radio channels range
from random bit errors to frequent burst errors &igh bit error rates occur during
fading periods. Even with the use of common tragsian error protection schemes
such as FEC (Forward .Error Correction) and ARQ ¢Mdtic Repeat reQuest),
transmission errors cannot be avoided. The desfgwireless video transmission
systems always involves a trade-off between chaooeing redundancy to protect
the bit stream and source coding redundancy toigecyreater error resiliency to the
video decoder-(Girod, 2000).

Thus successful video communication in the pres@fierors requires careful
design strategies: at the encoder, decoder and ejfs¢em layers. However, most
error _control 'schemes developed so far-are jpragn@tgineering. solution to a
problem at hand and are not based on-a generdiiagtework. The trade-off in
designing the overall transmission system chaiasat yet fully understood and still
needs further study. Ultimately, the end goal isahieve a more generalized
theoretical framework for joint optimization of soe coding parameters, channel
coding, transmission protocols, rate and complexipstraints that makes most
efficient use of the limited wireless network resms. In the meantime, we are
content to be able to achieve more modest goals rEsearch contributes to the

development of an error-resilient video transmissgstem by making more effective



use of the tools available at the encoder and densg channel information to make
more intelligent encoder decisions.

The need for error-resilient tools at the encodst aoordinated error control
strategies are some of the motivations in the agveént of the latest video coding
standard. To date, the H.264/AVC is the best catdidcodec for video
communications because of its high coding efficjeand error robustness features.
The H.264/AVC also_known as MPEG-4 Part 10 is taeedt international video
coding standard developed by the Joint Video TeT). The novel features of the
H.264/AVC have significantly improved the codingigency and provide support
for enhanced error resiliency compared to previeaging standards. Error resilient
tools such as Flexible Macroblock Ordering (FMOgt@partitioning, Arbitrary Slice
Ordering (ASQO) and redundant slice are just soméhefenhancements in the new
standard. In this work we focus on the use of FMOWireless video transmission.
Using FMO allows partitioning a frame into seveshtes, and each slice into several
slice groups. The standard allows full flexibilily assigning macroblocks to slice
groups at the expense of reduced coding effici®e@ause of the additional overhead
bits incurred for the slice group header bits, algmy and macroblock-to-slice group
map information.

In this research we develop methods on how besseoFMO for wireless video
transmission. One approach to effectively use FMOto classify important
macroblocks:in the video sequence and assign thesiice groups in such a way that
loss of a particular slice during transmission wib be too detrimental to the quality
of the decoded video. Based on temporal and spefiaiacteristics of the video
sequence, we develop a suitable mapping of maarkblto slice groups that make
the video sequence more error resilient to trarsonserrors in both slow and fast
fading wireless channel conditions compared with phedefined FMO mappings in
H.264/AVC. In line with this, we also develop anpraved sorting algorithm for
classifying macroblocks into slice groups. The ioyad sorting algorithm takes into
consideration the macroblock importance parametat is used, either spatial or
temporal information, then classifies the macrokdocsuch that the statistical
properties of the macroblock parameter is moress Equal across all slices.

Using FMO as an error-resilient tool also serves aasnacroblock level
interleaving tool that has the ability to stop #patial propagation of error within the
frame. FMO also helps the decoder make use ofawadlable macroblock spatial
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information to design better error concealment @ilgms. However, overhead
incurred by using FMO becomes prohibitive at lowrhte, and judicious use of FMO
is required to meet the target rate and still mevsufficient error resiliency. To

improve the coding efficiency when FMO is enabletha encoder we propose FMO-
based enhancements to the frame layer rate cooftrible H.264/AVC. By using a

new header bits model, an improved frame complaxigasure, target bit allocation
and a quantization parameter (QP) adjustment schibatetakes into consideration
the buffer fullness, available bandwidth and -numiifeslice groups a more efficient
frame layer bit allocation-scheme is achieved caegpdo the existing adaptive rate
control in H.264/AVC.

The problem of successful video communication oveeless networks have
been partially addressed with our proposed exphktO mapping strategy and
improved sorting algorithm, combined with the prepd enhancements to the frame
layer rate control, improvements in video qualitydecoding efficiency have been
achieved. The burst error nature of the wirelessobl however presents a difficult
problem to address. Burst errors can affect consecpackets that have the potential
to damage several frames. At low bit rates thecedfeof burst errors is severe
degradation in the decoded video quality. To additbss problem we develop a
feedback-based FMO mode selection scheme to effigiselect the frames that will
be encoded with FMO. By making use of feedback rmition to predict the
conditions of the channel a decision is made tdken&MO only to certain frames
that are likely to suffer from burst errors. Theheme has been found to be effective
in mitigating the effects of burst errors for lovit bate applications with certain
wireless transmission constraints.

The organization of the dissertation is as folloWs$iapter 2 we discuss some
basic video compression concepts; ;some backgrobodtahe H.264/AVC video
codec, some error resilient tools' in H.264/AVC dhd issues about rate control. In
Chapter 3 we discuss the proposed techniques te make effective use of explicit
FMO in wireless channel environments, our propasge control enhancements and
FMO selection scheme for low bandwidth systems ust@v fading environments.

In Chapter 4 we make some conclusions and reconaiend for future works.



CHAPTER Il

BACKGROUND

In this chapter we give an overview of some vidempression concepts and the
latest H.264/AVC video coding standard. A discussan the trade-offs of using
FMO as an error-resilient tool is presented.-and #ie importance of rate control in
any video coding system. The characteristic of thebile wireless channel is
presented to provide some basic understandingeandkure of errors in fast and slow
fading channel conditions.-Finally, some discussbout wireless channel simulation

and modeling.
2.1 Video Compression Concepts

One way to achieve video compression. is to codén eamage frame using
standard image cading scheme such as JPEG. Thecomaston JPEG compression
scheme is to segment the image frame into smatliés,wsually into 8x8 blocks of
samples, these are also called macroblocks. Eadnobiack is transformed using
Discrete Cosine  Transform (DCT) to reduce spatedundancy. The transform
coefficients are then quantized; this gquantizatpcess results in some loss of
spatial details depending on the preferred qualitthe decoded picture. The amount
of spatial detail that is retained in the decodémupe depends on a quantization
parameter (QP) used in the quantization process.Qm also determines the desired
level of compression, using higher QP values veduit in less compression but more
spatial detail and lower QP values will result rea@er compression but degrades the
picture quality. Afterwards, the quantized coe#itdis are entropy coded to reduce
statistical redundaney. This form of coding is edlINTRA-coding, since the picture
is coded without referring to other pictures in th@eo sequence.

Improved coding performance can be achieved byoétkmd the large amount of
temporal redundancy in the video content. Muchhef depicted scene is essentially
repeated in succeeding pictures with small sigaificchange.' By coding only the
changes in the scene as compared to coding eathepgeparately the video content
can be represented more efficient. The differencehange in the scene is called
residual information, and the technique of coding only tiesidual information is

called INTER-coding. The ability to use temporatlwuedancy to improve coding



efficiency is what fundamentally distinguishes \adeompression from still-image
compression.

Further improvement in coding efficiency can beieebd by exploiting the
temporal dependence in the video signal. This tigctenis callednotion compensated
prediction (MCP). The motivation in using MCP is that mosacbes in the video
content are typically due to the motion of objeatshe depicted scene relative to the
image plane. A small amount of motion-Can resula itlarge difference in values of
the samples in the picture. By predicting an-affen® current picture from a region
in the previous picture that is displaced by a famples in spatial location can
reduce the amount of residual information. The ealepatial displacement motion
vectors to form a prediction is call@btion compensation (MC). And the encoder’s
search for the bestotion vector (MV) is calledmotion estimation (ME). The coding
of the resulting residual information is called M@ sidual coding. The use of two
redundancy reduction techniques using predictiod tansformation leads to the
basic design of the hybrid video encoder. The teldgies applied to the
development and design of efficient hybrid vide@aders, as shown in Figure 2.1,
form the basic building blocks of most video codgstgndards.
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Figure 2.1 Block Diagram of a hybrid video encoder

The operations of the hybrid video encoder are rifeset as follows. When the



encoder operates in the INTRA mode, each macroblotke image is transformed
(DCT), quantized and entropy coded. The usual pytooding scheme uses Variable
Length Coding (VLC), but more recent standards Aséhmetic coding. At the
decoder, the inverse operations are performed,allarilLength Decoding (VLD),
followed by inverse quantization and inverse transf (IDCT).

But when the encoder operates in INTER mode, eaatrablock is compared
with the previously reconstructed frame storedhe frame memory and motion
estimation is performed to find the best motionteechat will be used for motion
compensation. The output of motion compensatiortkis a motion compensated
prediction of each macroblock. The difference benveéhe motion compensated
prediction and the original macroblock is computedyenerate the prediction error,
or residual information. The residual information is. encodgdantized, and entropy
coded together with the motion vectors as sidermétion. At the decoder the motion
vectors are used in.motion estimation to recovermiotion compensated prediction
information and the residual information is addedeconstruct the original image.

The subsequent improvements in motion compensatediction are the main
reasons for the improved coding efficiency in modeitdeo coding standards from
generation to generation.. More sophisticated motimympensated prediction
techniques also requires increased computatiomablexity. The improvements in
motion compensated prediction that eventually fothrdr way into the latest video
coding standard, H.264/AVC, are fractional-sampesaate motion compensation,
motion vectors over picture boundaries. There &e hbi-predictive, variable block

size, multi-picture, multi-hypothesis and weightadtion compensated prediction.

2.2 The H.264/AVCwvideo coding standard

The H.264/AVC or MPEG-4 Part 10 was recently depetbby the JVT (Joint
Video. Team) consisting of experts from VCEG (Vid€@mmunication Experts
Group) and MPEG (Moving :Picture Experts .Group) tmpiove the. video
compression of the previous standards. The H.26@/A8/conceptually divided into
two layers, the Video Coding Layer (VCL) and thetWerk abstraction layer (NAL).
The VCL is responsible for the efficient represéntaof the source signal achieved
through significant improvements in the encodinggess. The design of the NAL
allows improved network adaptation that allows seasiand easy integration of the



coded video signals into all current and possiblaure protocol and multiplex

architecture. Thus H.264/AVC can support variouspliaptions like video

broadcasting, video conferencing, video streamwgy dixed and wireless networks,

and over different transport protocols.

Similar to previous standards the H.264/AVC shédtes same basic building

blocks of a hybrid video encoder as discussed enpitevious section. Some of the

main features of H.264/AVC that highlights.the fees of the video coding layer are

given here. A more detail discussion of the soerxing tools in H.264/AVC can be

found in (Weigand, 2003)."1t should be noted thatre is no single component of the

H.264/AVC that can be attributed to the dramaticréase in coding performance.

Rather it is due to the combination of small parfance improvements in each of the

functional components of the system.

The improvements in the prediction method are Bsvis:

Adaptive block size for motion compensation: theanstard supports more
flexibility in the selection of motion compensatidrock sizes and shapes,
with a minimum luminance motion. compensation ble@e as small as 4x4.
Quarter-sample-accurate - motion. compensation: Th64AAVC allows
guarter-sample motion vector accuracy, and alsahdur reduces the
complexity of the interpolation process comparegrigvious standards.
Multiple Reference Picture Motion Compensation: Fh264/AVC allows the
encoder to select among a large number of pictir@shave been decoded
and stored in the decoder for motion compensatiopgses.

Directional spatial prediction for Intra coding: aew technique of
extrapolating the edges of previously-decoded pafrtthe current picture is
applied in-regions of pictures that are Intra codeds improves the quality of
the prediction signal and also allows predictioonirneighboring areas that
were not coded using intra cading.

In-loop deblocking filter: Block-based video codipgoduces artifacts known
as blocking.artifacts.. The artifacts can originfiten both.the prediction and
residual difference coding stages of the decodiroggss. Application of a
deblocking filter is a well-known method of improg the quality of the
decoded signal. The H.264/AVC deblocking filter bsought within the

motion-compensated prediction loop, so that therawgment in quality can



be used in inter-picture prediction to improve thigility to predict other
pictures as well.

Other improvements that contribute to improved ngdefficiency are the

following:

Small block-size transforms: the H.264/AVC desigh bhased on 4x4
transform, this allows the encoder.to represenhadgyin a more locally-
adaptive fashion.

Short-word length-transform: prior standards destggenerally require that
encoder and decoder use 32-bit processing, thedFAYE only requires 16-
bit arithmetic.

Exact-match inverse transform: In previous videalicg standards, the
transform used for representing the video was géigespecified only within
an error tolerance bound, due to the impracticalitgbtaining an exact match
to the ideal specified by the inverse transforme Fh264/AVC is the first
standard to achieve exact equality of decoder vietdent from all decoders

by using integer transforms.

The robustness to data errors and losses of the4iAYC is enabled by the

following error resilient tools.

Flexible slice structured coding: Slices  provide atggdly distinct
resynchronization points within the video data forsingle frame. Intra
prediction and motion vector prediction are nobakd over slice boundaries.
The slice sizes in H.264/AVC are highly flexible@smnpared to the rigid slice
structure found in MPEG-2.

Flexible Macroblock Ordering (FMO): ‘A new abilitp tartition the picture
into regions called slice groups and each sliceoimgs an independently-
decodable subset of the slice group. When usedtefy, in conjunction
with an appropriate error concealment method, FM@significantly enhance
the robustness of data losses by managing theakpalationship between
regions that are coded in each slice.

Arbitrary Slice Ordering (ASO): Since each sliceaotoded picture can be
decoded independent of the other slices of theigcthe H.264/AVC design
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enables sending and receiving the slices of thigidn any order relative to
each other.

* Redundant pictures: The enhance the robustnesastaoaks, the H.264/AVC
design has a new ability to allow the encoder talsedundant representation
of regions of pictures, enabling a course repredgmmt of regions of pictures
for which the primary representation has beendosing data transmission

» Data partitioning: Since the coded-information fepresentation of each
region is more important than other information parposes of representing
the video content, H.264/AVC allows the syntax atle slice to be separated
into up to three different partitions for transninss

* SP/SI synchronization/switching pictures: A new tfiea in H.264/AVC
consisting of picture types that allow exact syodization of the decoding
process of 'some decoders with an ongoing videarstrproduced by other
decoders without penalizing all decoders with th&slof efficiency resulting
from sending an Intra-coded picture. This can emawitching a decoder
between representation of the video content that wifferent data rates,
recovery from data losses or errors as well aslgmatast-forward and fast-

reverse playback functionality.
2.3 Slice Structured Coding-and Flexible Macroblock Ordering in H.264/AVC

The basic motivation in developing FMO as an eresilient tool comes from the
slice structured coding nature of H.264/AVC. Thénewability of compressed video
to transmission error comes from the use of vagiddhgth codes in entropy coding.
The decoder relies on the length of previously dedosymbols to be able to decode
the current symbol. If all the compressed datarmggiay to one frame is transmitted as
a single data unit, then a single bit error in thie stream can cause loss of
synchronization in the decoder such that succeedymbols are rendered
undecodable until the next synchronization poirm. mhake the compressed video
frame more resilient to errors, the conceptsotes is introduced. Slices provide
spatially distinct resynchronization points withine frame. Slice header. contains
information about the macroblocks belonging to glae and alse contains syntactic
and semantic resynchronization information. Thusidiig the compressed data
within the frame into slices can stop the spati@pgagation of error to within the
slice, at the expense of overhead in slice headsrd|ustrated in Figure 2.2. Also,
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Intra prediction and inter-frame motion vector petidn is restricted to macroblocks
belonging to the same slice, this makes each sla®pendently decodable from other
slices. The concept of slices in H.264/AVC takesirtimost flexible and advanced

form with the concept of flexible macroblock ordweyi

#— Corectly decoded Blls - »ea——  Undacodable Blis ——»

E f
Frame Header | 10010G010001101010104 F”d“‘
rarme
Bit Erros
{a) Effect of bit errorjon bit stream without slice groups
Corpectly Undecadable
“*—decoted Bils *4+——— Bits S
Frame Slice = WW b, ., Slice End of
1 - s e e T
‘ Header Headerj_mmnm'mm Header lFrame

i

Bit Emor
(b} Effact of bit arror on bit stréam with slice groups

Figure 2.2 Effect of bit errors .on compressed video streanw{thout slices headers
(b) with slice headers.

Using FMO allows mapping of macroblocks to so-ahlice groups. A slice
group itself may contain several slices; henadia group can be thought of as an
entity similar.to a picture consisting of slicesemhFMO is not used. The mapping of
the macroblocks to slice group map is specifiedgiiie Macroblock Allocation map
or MBAmap-defined in theicture parameter set (PPS). This allows flexibility in
encoding and transmitting macroblocks other thartbrmal raster scan order. The
H.264/AVC supports seven different FMO map typ@s;ase predefined as shown in
Figure 2.3..For a more detailed: discussion of threxlgfined FMO map types, see
(Lambert, 2006).
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Figure 2.3 Different predefined FMO map types in H.264/AVC

The seventh type of FMO map (Type 6), also calkekxkplicit FMO map type,
allows full flexibility in assigning macroblocks tslice groups as specified in the
MBAmap through the PPS. An example of an explidil@ slice group map is
illustrated in Figure 2.4, extracted from tHBf8ame of Akiyo sequence. The standard
supports a maximum of up to eight slice groupsthla research focused mainly on
the use of explicit FMO maps, by modifying the nudtock-to-slice group maps we
can mitigate the effects of transmission errors mwinansmitting video over wireless
channels. Nevertheless, because of the non-stagioadure of errors in the wireless
channel and because of an almost infinite numbevayfs to assign macroblocks to
slice groups, the issue of designing appropriateraidock-to-slice group map for
purposes of being more error resilient still rersan active research area.

=

1'-.|l.n§:l?:‘m'h'l

=L

i
e

H R |

Figure 2.4Example of explicit FMO slice group with eight |igroups

One approach to designing appropriate macrobloeite group maps is to
specify animportance parameter to a macroblock. Once an importancenpasa is
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defined, macroblocks can then be assigned to ghoeps by alassification process
using the chosen macroblock parameter. Many prewearks have investigated on
how to quantify different macroblock importance graeters. In (J.Lie, 2005), the
error sensitivity of a macroblock is determined domputing a macroblock PSNR
parameter. In (Dhondt, 2006), a macroblacipact factor is computed that depends
on some information from the used pixels. In (N.Mos, 2005), a distortion measure
based on the mean square error of the originalrecohstructed pixels are used. In
(Im, 2005), a macroblockmportance factoris.eomputed based on two distortion
measures, a distortion of the coded macroblockaaditortion if the macroblock is
lost and concealed. In.(Hantanong, 2005), the nidmek codedbit-count has been
used as an indicator of'maeroblock importance @drivom thespatial characteristics
of the video sequence. In (Panyavaraporn, 2007(istortion-from-concealment
measure is used.as an‘impaortance indicator defioed thetemporal characteristics
of the video.“In thisswork we demonstrate the useombinedspatial andtemporal
indicators of macroblock importance to generateliexg-MO slice group maps for
H.264/AVC wireless video transmission that workstérethan the predefined FMO
map types. We also introduce the concepteofapping an initial macroblock-to-slice
group map to obtain better performance from anraroncealment point of view.

The other aspect of using explicit FMO, aside fritv@ importance parameter, is
the macroblock classification process. Methods leksifying the importance of
macroblocks have not yet been thoroughly investiabifferent methods have been
used with varying degrees of complexity. In (Haotag, 2005) and (Panyavaraporn,
2007) a simple interleave sorting method is uskd;itlea is to simply spread the
seemingly important macroblocks to different sligeoups. In (Thomos, 2005),
dynamic programming technique is used while (Lig0%), (Dhondt, 2006), and (Im,
2005) uses heuristic classification methods. Is thork, without adding too much
complexity we propose an improved sorting algorittiat makes a conscious effort
to minimize the variations in the statistics of ttf@sen macroblock parameter. We
show_that by modifying the classification ‘processdest quality improvements can
be achieved.

The "advantages of! slice.structured. coding ‘and zurgi ‘a "highly flexible
macroblock interleaving tool such as FMO to impreveor resiliency however comes
with certain trade-offs. The main trade-off in iAMO is reduced coding efficiency
and increased overhead bits. For purposes of egsiliency, the macroblocks-to-
slice grouping can be arranged such that macroblbeonging to the same slice
group are spatially scattered across the frames Tbt only helps in limiting the
effect of spatial error propagation but can alsp heprove error concealment by
maximizing the number of macroblocks that are add for interpolation. Having a
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scattered macroblock arrangement within the frapguces coding efficiency for
several reasons:

e Using FMO disables Intra- and Inter- predictionaasr slice boundaries, the
motion vectors are restricted in a way that theferreonly to decoded
macroblocks in the same slice. Therefore, ther®ds of coding efficiency
due to constrained or dispersed search space.

« If the MBA map is allowed to change every framertta PPS header must be
constructed and inserted to the bit stream. Thaslten increased overhead
bits due to slice headers and PPS bhits, thereéahacing the bits allocated for
texture information.

» Efficiency of the‘entropy coding is reduced becatistO resets the codeword
contextyin case of Context Adaptive Binary ArithtieeCoding (CABAC) and
Context Adaptive Variable Length Coding (CAVLC)esch slice.

Another important trade-off of using FMO that igrsficant with our research is
the effect on-motion vector encoding. Mation vestof neighboring macroblocks are
often correlated because object motion may exteret targe regions of a frame.
Video encoders exploit this correlation by encodimdy the difference of the actual
motion vector and motion "vector prediction from tlavailable neighboring
macroblocks. But using FMO changes the encodingroaf macroblocks. This
reordering has an effect on the number macrobldwkiswill be available for motion
vector prediction. If FMO is not used macrobloclceding follows a normal raster
scan ordering starting from the upper leftmost milock then proceeding from left
to right, then top to bottom. In most cases eackraidock (X) would have three
neighboring macroblocks (A, B and C) available footion vector prediction as
shown in Figure 2.5. Because macroblocks A, B anar€already encoded before
macroblock X, the neighboring motion vectors carubed to reduce the bits needed
to encode the motion vector of macroblock X. Thiéedence between the prediction
and the actual motionvector, thetion vector difference, is encoded and transmitted.

Figure 2.5The motion vector for macroblock X is predictednfr neighboring
macroblocks A, B and C
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The tradesff of reduced coding efficiency and increased bead bits in usin
FMO are felt most severely at low bit rates. Aldee adaptive rate control mechani
of H.264/AVC is not optimized to work with FMO sudhat the target birate is
exceeded whenever FMO is enabled. In order to addtieis issue we propos
improvements on the frame layer rate conof H.264/AVCto better manage the re
whenever FMO is enable

2.4 The Importance of Rate Contro

Compressed video ainherently variable rate mainbecause of the variations
the texture and spaticinfermation between frames am@cause video encoders (
use different _codingparametersfor each pictureWhile-most of today’s wireles
network infrastructure are /dened towards constant bit rate transmissOne way
to transmit compressed video over a constant bitafs@neis to use {FIFO (First In
First Out) bufferat the output of the encodto smooth out the variains in the bit
rate andto match the reqied channel rate for successful transmissThe encoder
puts bits in the buffer at a variable rate, whilts lare drained from the buffer af
constant rateTo prevent the buffer from overflow or underflowdato achieve goo
overall video quality, aratecontrol scheme is applied to dynamically adjust
encoder parametems order toachieve the target bit rate. One method to contr®
bit rate is to vary the degree of quantization &ach frame. By varying tf
guantization, a constant bit ratideo stream can be achieved with variable PSNF

frame, resulting in a variable video quality perfre

Uncompressed source | ) Compressed Video
R Video -
Encoder -
QP T Bitrate
= TN wr L B |

—— > Rate Controller
Complexity & =
Estimate T

Demanded Rate

Figure 2.6 lllustration of a Rate Control for H.264/AVC Vidétmcode
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An illustration of the rate control for H.264/AVG shown in Figure 2.6. The rate
of the compressed video is controlled by estimatiregcomplexity of the frame and
adjusting the QP parameter to achieve the desated The QP must be dynamically
adjusted such that the bit rate and the demandedna the same.

With the progress of video coding standardizatiod 2arious video applications,
extensive studies on different implementations até rcontrol have been done. The
operations of the rate control are not specifiedtha standards so flexibility in
implementing efficient rate control algorithms dedft to the designers. The video
standards group only.issues non-normative guiddaceid in its implementation
because it has become an essential component ofidey encoding system. The
performance “of the rate-control algorithms to deiee the optimal encoder
parameters and at the same time satisfy the giygtication and transmission
constraints has a large impact-on the resultingaiguality. A properly designed rate
control algorithm can efficiently enhance the rdistortion performance of the video
coding system. Because of the importance of the cantrol algorithm in the
operation of the video encoder, we are motivatemnfmove the existing rate control
algorithm in H.264/AVC in combination with FMO amdreless channel information.

The challenge in rate control is to determine a lwoation of suitable encoding
parameters, such as quantization step size, mactobiode, motion search, etc., that
achieves the best overall video quality and as#ree time satisfying the network and
application “constraints. Block-based hybrid videncazling schemes such as
H.264/AVC achieve compression not only by removindy redundant information
but also by making small quality compromises in svdliat are intended to be
minimally perceptible. In particular, thguantization parameter (QP) regulates how
much spatial detail is saved. When QP is very saialbst all of the detall is retained.
As QP is increased; some of that detail is-aggeegsd that the bit rate drops, but at
the expense of increasebtartion and some loss of quality. The rate and distortion
relationship of a particular input picture is itceged in Figure 2.7, lowering the bit
rate can be achieved by increasing QP at the dastkeased distortion. The figure
also illustrates that the rate-distortion relatiupsvaries depending on the source
complexity. The rate control algorithm also takegoi consideration the buffer
fullness, the available channel bandwidth and th@eos frame complexity in

determining QP.
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Figure 2.7 Rate and Distortion relationship of hybrid videceders

To achieve good video quality, one approach in catgrol algorithms is to use
mathematical* modeling of the source statistics. aoptb with rate-distortion
optimization techniques to find the optimal quaetizthat satisfies the given
constraints (Ortega, 1994). In the H.264/AVC thsuasption is that the source
statistics follow a Laplacian distribution (Chiand997) and apply Lagrange
optimization techniques to find the optimal or reaptimal bit allocation for each
frame or macroblock. One difficulty in this meth@lthe computational complexity
involved in finding the optimal solutions. With orimation such as current buffer
fullness, frame complexity, bandwidth, coding moete, mathematical formulas are

used to determine the guantization parameter feraantrol.

2.5 Rate Control in H.264/AVC

The H.264/AVC has adopted some new coding techsigueh as rate-distortion
(R-D) optimized motion estimation and mode decisalro called RDO, with various
intra--and inter-prediction .modes and support. farltiple .reference.frames have
significantly increases coding efficiency. Thisalsakes the H.264/AVC rate control
more complicated. In the H.264/AVC rate controk tjuantization parameter is used
in both the rate control algorithm and the RDO pss To perform RDO for each
macraoblock in the current frame a QP must firsdb&rmined for each macroblock
by using the mean absolute difference (MAD) of tduerent frame or ‘macroblock.
However, the MAD of the current frame or macroblaskonly available after the
RDO process. The inter-dependency between RDOaacdontrol creates a “chicken
and egg” dilemma (Li, 2003), and makes the H.264ZAVate control more
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challenging and more complicated than previousdstads.

The H.264/AVC rate control uses a fluid flow trafimodel and linear tracking
theory to compute the target bits. The frame cowriglemeasured in terms of MAD,
of the current frame is computed by using a ling&D model from the previous
frames to solve the “chicken and egg” dilemma. Adpatic rate-distortion model is
used to compute the quantization parameter for RB&€ach frame or macroblock.

A brief overview of the operations of the rate eohtis described in (Li, 2003) is
presented here. The main objective of the adapditeecontrol in the H.264/AVC is to
compute the target bits. and map the target bigstappropriate QP. The adaptive rate
control consists of three interrelated components.

1. GOP level rate control Calculate the available bits for the remainirgnies

in the GOP and initialize the QP of the first Inérad Inter frame of the GOP.

2. Frame level rate control The quantization stefse, is computed using the
guadratic rate madel (Chiang, 1997) and then usge:itform Rate Distortion
Optimization (RDO) (Weigand, 2003) for each macockl in the frame. The
quadratic rate maodel is given by Eq. 2.1.

R= & S L8 X S i
Qer et

Whereh is the number of bits for header and motion vexstay anda, are

h (2.1)

model parameters estimated by linear regressionSasdthe mean absolute
difference (MAD) of the current stored picture whiis predicted by a linear
model-according to the actual MAD of previous stbmcture given by EqQ.
2.2.

S =b xS, +b, (2.2)
Whereb; andb, are the model parameters updated by linear reégreséhe
corresponding QP is then calculated accordinQd4g. Afterwards the number
of frames that need to be skipped is calculataddet the target rate.

3. Basic Unit level rate control Operates in the same way as the frame level
rate control..The.basic unit is defined as a p&tsilice, macroblock row or .a
set of macroblocks. A linear madel is used to medie mean. absolute
difference (MAD) of the current basic unit in therhe and a quadratic R-D
model is used to calculate the QP which is usedRi® in the basic unit. The

basic unit rate control is used to obtain a goaddroff in video quality and
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bit rate.

The design of the adaptive rate control in the #¥nrence software still has
some room for improvement in terms of better buffemagements and better frame
complexity measures. The computation of the tabifst relies on estimation of the
frame complexity using a linear MAD prediction, fmoEqg. 2.2, of the previous
frames. Since the prediction does not considerctimaplexity of the current frame,
more often the MAD"is not an accurate estimatéefftame complexity especially in
complex sequences containing a lot of motion. Tlg@pmg of the target bits to the
frame QP uses a quadraticmodel; and the numUdatsoéllocated for texture depends
on the computed target bits and the average hdmidensed in the previous frames.
For low-bit rate applications and complex sequeticesarget bits and header bits are
not accurately predicted, thus the resulting Qfgas®ent for the current frame may
not be optimal. Also the design-of the rate conttoés not consider the overhead of
using FMO; so whenever FMO is enabled the adaptte control cannot accurately
meet the target bits.

Many studies have been done to improve the exisiigptive rate control in
H.264/AVC but very few have addressed the issusecisted with FMO and rate
control. In (Wu, 2006), the optimal frame selectmfrusing FMO is based on a rate-
distortion analysis and rate constraints, but irmqaeted with constant QP and
variable rate. In (Ha, 2009), bit rate reduction ascomplished by classifying
macroblocks-into two slice groups with similar tsgorm coefficient distributions,
this however limits the usefulness of FMO to onlyotslice groups. In (Kannue,
2008), FMO is used to classify macroblocks accardim a region of interest and
assigns different QP to different slice groups. Epproach taken in the studies
mentioned modifies the FMO map to.minimize the dvead.in bits; the rate control
essentially remains the same.

In this work we propose enhancements to the H.26@/Arame layer rate
control regardless of the FMO mapping, using theliex FMO map type, to better
contral the rate when FMQO is enahbled. The approsdimilar to. other studies that
improve the H.264/AVC rate control. Several reskaschave been done to improve
the frame complexity measure and QP adjustmenimpoove the rate control. In
(Lee, 2006), (Jiang, 2005) and (Jiang, 2004) foangxe, enhancements to the
existing MAD-based frame complexity have been psmgb combined with QP
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adjustment schemes to improve the frame layer HA62 rate control. In (Kwon,
2007), a header bits model is proposed to bettema® the header bits for rate
control.

The approach that we have taken combines severalepts from previous
studies in improving the rate control and also aers extension to FMO related
issues. The proposed improvements to the frame taye control of H.264/AVC are
improved bit allocation by modifying the target biing frame complexity measure,
enhance the existing MAD complexity measure, a remader bits model and

adjustment of QP with. FMO considerations.
2.6 Wireless Channel Characteristics

In this section some important radio channel patarseare presented. The
understanding of these parameters is essential h&o understanding of the

characteristics of the wireless channel.
2.6.1 Time Delay Spread and Coherence Bandwidth

The two parameters that are often used to charaetenultipath wireless
channels are théme delay spread and thecoherence bandwidth. The time delay
spread,Tqaay, IS @ measure-of the length of the impulse respdos the multipath
wireless channel. Time ‘delay spread leads to syerbol interference (ISI) and
degrades the performance of the wireless commuaitaistem. One way to define
the impulse response of a multipath wireless chaisniey its maximum time delay
spread, Tp nux defined as the range of delays over which thendgleaks of the
channel power delay profile is not less than 30frdih the peak of the first received
pulse (Ngan, 2001). An illustration of a typicalwer delay profile of an indoor

wireless channel showing the maximum time delagagis shown in Figure 2.8.
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Figure 2.8 Maximum time delay spread of a typical indoor Wéss channel

As a measure of fading correlation between freg@snthe coherence bandwidth
is directly related to the time delay spread. Forexponentially distributed delay
spread power profile, the coherence bandwidthvergas in Eq. 2.3

T

coherence =
27H gy

Two frequencies lying within the coherence bandiwidte likely to experience

(2.3)

correlated fading. Such a channel is frequency selective and all frequency

components are subject to the same attenuationsepaift and time delay.

Narrowband wireless channels are usually charaeras a frequency non-selective
channel, the bandwidth of the channel is suffidientarrow that its frequency

response can be:considered “flat” or non-selectivalso implies that bandwidth of

the transmitted signal is less than the cohereandwidth of the channel.

On the other hand if two frequencies are separayechore than the coherence
bandwidth, they are affected differently by the rme. When the coherence
bandwidth is small compared to the bandwidth oftthesmitted signal, the ehannel
is frequency selective. This is usually the casenileband communications systems

where the signal bandwidth significantly exceedsdhannels coherence bandwidth.
2.6.2 Fading, Coherence Time and Doppler Spread

Fading refers to the deviation in attenuation eigpeed by a carrier-modulated
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signal across a certain propagation media. Thengadiay vary with time, position
and frequency and is usually modeled as a randaeps. Afading channel is a
communication channel that experiences fading. iielass systems, fading can be
due to multi-path propagation referred tonasti-path fading or due to shadowing of
obstacles affecting wave propagation referred tshagow fading. In a typical indoor
wireless environment, signal reflections create tiplyl signal paths from the
transmitter to receiver. Superposition of the ‘reedisignal traversing different paths
can lead to destructive interference causing npath induced fading.

Slow and fast fading refers to the rate at whiah riilegnitude and phase change
imposed by the channel on the signal changes anelated to the coherence time.
Coherence time'is a measure of the minimum time required forrtregnitude change
of the channel to become uncorrelated from. its iptessvalue. Slow fading arises
when the coherence time of the channel is relatiV@ige compared to the delay
constraints of the channel such that that amplimm#® phase change imposed by the
channel is roughly constant over the period of uUsest fading occurs when the
coherence time of the channel is small relativihéodelay constraints of the channel,
in this case the amplitude and. phase change impasedhe channel varies
considerably over the period of use.

Another channel phenomena associated with wirebessmunications is the
doppler spread. Doppler spread may be interpreted as the measubhe variation of
the shift in carrier frequency, or the measurehefriate at which the channel changes.
Small doppler spreads imply a large coherence (ggsence,» OF @ slowly changing
channel. Wireless channel characterized by smafiplzo shifts (0.3 — 6.1 Hz) are
often called slow fading channels. If the wirelessnmunication channel symbol
duration,Tgmpal, iSdarge compared to the coherence time thectibanel is subject to
fastfading.

The change in the carrier frequency because ofitippler spread (or Doppler
shift) is mainly due to the mobility of the receivelative to the transmitter. A fast
moving receiver, mobile user in a car, or train|] experience high doppler frequency
shifts and hence subject to fast fading channebitioms. While a slow moving
receiver, walking or in an elevator, are usuallypjeat to slow fading channel

conditions.
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2.6.3 Wireless Channel Simulator

Wireless channel measurements under different Iplesgnvironments can be
difficult and time consuming. However, a wirelessagnel can be reasonably
modeled using a multipath Rayleigh fading modele Hffects of the channel under
different environments can then be easily, studiedugh computer simulations by
varying the appropriate parameters. An exampléefiireless channel simulator that
can be used for this purpose is described in (Ch@85) with the block diagram as

shown in Figure 2.9.

Channel Coded
Data QPSK Signal Shaping Wireless Channel
s Modudlion » using » Impulse response —
Nyquist Filter with additive noise
Received Data
with Errors Maximal Ratio _—
| QPSK ' o Divefsity 3 Symbol Timing <
Demodulation W Recovery
Combining

Figure 2.9 Schematic of the wireless channel simulator

The parameters that can be changed in the simudatothe maximum doppler
frequency {p), the propagation power delay profile (modeledaays with different
inter-path delay and power), signal power and awdetiversity.. The data rate is fixed
at 256 kbps. A coherent receiver, with optimal sgimioming recovery and perfect
carrier recovery is assumed. An ideal maximal rabmbiner for antenna diversity
combining is used.

The wireless channel simulator is used to studyatlerage bit-error rates (BER)
at different signal-to-noise ratios (SNR) rangimgnii 17 to 25 dB, and the effects of
different Doppler frequencie$y(= 1Hz, 2Hz, 5Hz, 16HZz and 40Hz), inter-path delay
(t=0, T/16, T/8 and T/4) and diversity (no diversityp-branch and three-branch) are
investigated.

The inter-path delay is due to the different dis@ntraveled (multi-path) by the
scattered rays received at the receiver. The effietttis delay is to increase the spread
of the channel impulse response which leads teasmad ISI and hence increases the

BER ast is increased from O (flat fading) to= T, where T is the symbol duration, as
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can be seen in Figure 2.10. One way to decreadeHReat a given inter-path delay is
to increase the transmitted signal power as medsyrthe SNR. In Figure 2.10,
increasing the SNR at= T/4, T/8 and T/16 decreases the BER. Increasiagignal
power also has limited effect for a certain valfie.d-or example, in Figure 2.10 at
=T/2 and T, increasing the SNR does not signifiyareduce the BER, this operating
point is calledrreducible BER.
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Figure 2.10Effect of inter-path delay and SNR on BER

One way to improve the BER whens at the point of having an irreducible BER
even at increased SNR is to increase the divedditthe antenna. Increasing the
number of receiver antennae that are spaced ataarcdistance apart (antenna array)
from each other is a well-known technique (spaeerdity combining) to combat the
effects of multi-path fading. In the absence ofeant diversity, only one antenna at
the receiver, the rate of fading is highly dependenthe doppler frequency. If there
is more than one antenna at the receiver, the vedesignal strength at different
antennae is relatively uncorrelated. The probabitliiat the signals received in the
antenna array being under fade ‘decreases as thbenwh antenna in the array
increases. /A maximal ratio'combining of the differeignals received at the antenna
array is a good strategy to reduce the BER. The BE&N-array antenna (diversity
N) is of the orderRe)", whereP, is the BER of one antenna. The effect of incragasin

the antenna diversity on the BERtat T/4 is shown in Figure 2.11.
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Figure 2.11Effect of antenna dlversny on BER

The burst error nature of the wireless channetlsted to the characteristic of the
fading signal envelop. The level crossing rat€R) is the rate where the fading
signal crosses a specified threshold L in.a pasitpoing direction.LCR=n/T,
wheren is the number of fades afids the duration of the fade as illustrated in Fegu
2.12. The average duration of faddf) is a measure of the average amount of time

the fading signal stays below a certain threshol&dDF = %Zti }

i=1

Fading signal envelope

Y

1 1, - duration of ith fada n - number of lades over tima T

Figure 2.12Average duration of fade (ADF) and Level crossiatg(LCR)

The average BER is proportional to the producthef ADF and LCR at a given
power level. The ADF is inversely proportional toetDoppler frequencyp, as
illustrated in Figure 2.13, at different antenneedsity. On the other hand, the LCR is
directly proportional tdp, as illustrated in Figure 2.14, at different amwuliversity.
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Figure 2.14Effect of Doppler frequencyfon the frequency of error burst

Hence at a given power level, it is possible t#aahas no effect on the BER.

However since the ADF corresponds to the lengthowfst errors and the LCR
corresponds to the frequency of the burst, the odpequency plays an important
role in understanding the nature of errors in v@sslchannels. For small valuedgf

slow fading channel (slow moving receivers), thegjtrency of the fades are lower but

the duration of the fades are longer. Thus errostbiloes not occur frequently in slow

fading channel conditions but the errors burst hese/ long durations. For high

values offp, fast fading channel (fast moving receivers), efarst occur more

frequently but the duration of the error bursts slrerter. These effects are illustrated

in Figure 2.13 and Figure 2.14, the figures alsowghthat increasing the antenna

diversity can help reduce the number of times tihatchannel is under fade.
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2.6.4 Wireless Channel Prediction and Markov Modeling

Channel models have been extensively used in comeation systems, for
example to analyze the performance of link-layeotgeols, and many different
models have been used to describe the burst estarenof the wireless channel. To
obtain accurate channel models requires significarhputational complexity to
capture the non-stationary characteristics inheirentireless fading channels. Such
models may not be suitable for low bandwidth-ang-ttelay applications. The two-
state Gilbert model is a tractable channel modeehlaeen used extensively and
successfully in predicting channel condition inuaroer of different applications.

For this research we will use a two-state Markovdeiathat is a simplified
Gilbert-Elliot (Gilbert, 1960) channel model at thacket level; this model has been
shown to be.sufficient in modeling the burst natafepacket errors (Zorzi, 1996)
(Aramvith, 2002). The model has two states, a getate ) and a bad statd3) as
shown in Figure 2.15. If the channel is in the getate, it is assumed that a packet
can be transmitted successfully, and when the eiasin the bad state, a transmitted

packet will experience some errors.

Pos
Po R.
Q0

Figure 2.15Two-state Markov model of wireless channel

The channel state-transition probability matri®) for this model is computed

using Eqg. 2.4, wheryo, Po1, P10 andP;; are the state transition probabilities.

o I:Poo Pm} B I:l_ P01 P01 :| (2 4)
PlO Pll PlO 24 PlO

From (Zorzi, 1997), the state transition probaieditPy; andP,o, can be derived
from the burst statistics of the:channel, as in £§.. The assumption is that the
channel follows a Markov process having geometistridutions of run lengths error-

bursts with mean 1?4.
P, CPER

P .=
10 (1- PER)

P

01

™
IVE (2.5)

In Eg. 2.5M is the mean burst length in packets &&iR is the packet error rate.
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The packet error rate and mean burst length be etadpfrom the error pattern
generated by the wireless channel simulator, irrotd model the burst error nature
of channels with memory.

From the transition state probability matrix and tiiven initial state, with initial
state probability %), we can calculate the expected channel throughpait the
average probability of successful transmissiorhm nextk packets according to the
method in (Howard, 1971). The channel state prditialsi (S) at any discrete time
interval k can be calculate from the initial state probapilénd the transition
probability matrix as given by Eq. 2.6.

97 ~/3{ 4Pk (2.6)
S =M1 | Tko] =S, * PX

WhereS = [1 0}, if the channel initial state is good a&gd= [0 1] if the channel
initial state is bad. The probability that the chahis in the good and bad state aker
time interval is given byz; and 7o respectively. The expected channel throughput
(px) in the nexk packet interval can be computed by Eq. 2.7.

1k
m=;2ml (2.7)

i=1



CHAPTER 1lI

Error Resilient Video Coding in H.264 for WirelessVideo Transmission

In this work, we propose mare efficient use of afiog tools available in the
H.264.AVC encoder to improve error resiliency inreless video transmission.
Furthermore, the adaptive rate control is_improt@dninimize the impact of rate
overhead.

We investigate the use of the explicit- EMO as aroreresilient tool in
H.264/AVC for wireless video transmission. By expiag the location of the
macroblocks in the slice group, we compute a disimfrom-propagation measure as
an indicator of:macreblock importance. This macockl importance parameter is
based on the spatial and temporal characteristicsh® video sequence, and
introduces the idea of remapping an initial sliceuyp map. Using a simple interleave
sorting algorithm 'we generate explicit macroblocislice group maps for FMO
(STI-FMO) that is effective for wireless video temissions. We also propose
improvements to the macroblock classification psscéy adopting an improved
sorting algorithm that minimizes the variance ah@asen macroblock parameter.

We propose enhancement to the H.264/AVC adaptiamdrlayer rate control
that takes into consideration the trade-off assediavith using explicit FMO. Also, a
feedback based FMO selection scheme is investigeiethake use of channel

information in deciding the amount of FMO proteati@r a particular frame.
3.1 Spatial-Temporal Indicator for Explicit FMO (STI-FM O) in H.264/AVC

In this study we extend the previous works on FM®topose a novel method,
the STI-FMO (Cajote, 2007) that combines spatiatl aamporal indicators of
macroblock impartance. The method is based ondba that if we have an initial
macroblock-to-slice group map we can generate andalice group map that will
have a lowedistortion-from-concealment error. From.an initial macroblock-to-slice
group map a newdistortion-from-propagation measure is computed using three
parameters: 1) the individudistortion-from-concealment error of that macroblock,.2)
the distortion-from-concealment error of the macroblocks in the same slice graug a

3) the estimated probability that a macroblock walve an error within the slice.
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Previous works on explicit FMO have investigated tise of the macroblock
codedbit-count as a spatial indicator of macroblock importancar(tdnong, 2005)
(Aramvith, 2006). Another indicator that was stutliess based on the temporal
characteristic of the video and on the error coimeat method used at the decoder
(Panyavaraporn, 2007). Hence, we call it adisortion-from-concealment error, or
simply distortion measure. This distortion measamd the bit-count measure will be

used to derive a new macroblock importance paramete

3.1.1 Effect of-errors on FMO slice groups

In the currentiimplementation of the H.264/AVC refece software that we used
(IM 9.2); in using the explicit type of FMO we canly specify the assignment of a
macroblock to a slice group. We cannot specify dhaer of the macroblock within
the slice group; the current implementation of thecoder specifies that the
macroblock within a slice must be arranged in aggenorder of macroblock address
(Wenger, 2002). The order of slice group transrorsdiy default always starts with
slice group 0, unless arbitrary slice group ordgerifRSO) is specified. This
information is useful in understanding the effeceoor propagation in a slice when
FMO is used.

Compressed video becomes vulnerable to transmissiors because of variable
length coding. The operations of the encoder arabdler must be synchronized to
successfully decode the bit stream. The decod@&srein the length of previously
decoded symbols to decode the current symbol. dlesioit error in the bit stream can
cause loss of synchronization in the decoder shahgucceeding symbols until the
end of the slice will be in error. The decoder wtgain synchronization at the
beginning of ‘the next slice, because a slice hemddesigned as a synchronization
point. This has the effect of having a burst erafiecting several macroblocks due to
a single bit error in the bit stream. Since we caroontrol the arrangement of the
macraoblocks with the slice, we“can only characeerig effect on error propagation.
And effect of error propagation within a slice makbke macroblock at the beginning

of the slice mare important than the macroblocthatend of the slice.

3.1.2 Limitations of Bit-Count and Distortion Measure fexplicit FMO
In the previous works that use bit-count and diginormeasure, the effect of error
propagation within the slice has not yet been amrsd. Using bit-count and

distortion measure for explicit FMO uses a two-passoding process. In the first
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pass encoding, the video sequence is encoded witfld® and the bit-count and
distortion measure of each macroblock is compuiée. bit-count is the number of
header and texture bits used to encode the macitqbidile the distortion depends
on the type of error concealment used at the decddeve assume a non-motion
compensated error concealment method is used aeébeder then the co-located
macroblocks in the previous frame will be usedhasreconstructed pixel value of the
concealed macroblock in the current frame. During tlecoding process of each
macroblock, if a macroblock is in error or is-uno@able it will be concealed using
the co-located macroblock in the previous framee Tistortion incurred by error
concealmentDcg, is computed based on the sum of absolute difeer¢ SAD) using
Eq. 3.1.

Dee™ Z‘fk (X1 Y)_ fk—l(X’ y)‘ (3.1)

(xyeL)

In Eq. 3.1, framek andk-1-are the current and previous franigy) is the
reconstructed pixel value at the coordinatg)(@ndL is area of the damaged MB.

The macroblocks with high bit count and high distor values are classified as
important macroblocks. A simple interleave sortimgthod is used to assign the
macroblocks to slice groups. The macroblocks amgedoin descending order
according to their bit count of distortion meastaed then macroblocks are assigned
to different slice groups following the order oktlsorted list. This is to spread the
important macroblocks to different slice groups.

To Iillustrate the limitations when we do not comsidthe effect of error
propagation; the distortion data for th® iame of Akiyo sequence is shown in

Figure 3.16 for example.
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Figure 3.16Distortion measure,"sframe of Akiyo sequence
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Applying interleave sorting method to the distontidata in Figure 3.16, the
resulting macroblock-to-slice group assignmenthev& in Figure 3.17. In can be
seen that although macroblock address 37 has ¢edti distortion measur®{e =
4228 in Figure 3.16) and is assigned to slice grouput because of the ascending
order of macroblock address in the slice the mdoosbwith the highest distortion
measure is the"smacroblock in the slice. As a consequence, maccblvith
address 4, 12, 23 and 36 are now more important MR 37, because an error in
these MBs can propagate until the end of the slités is also the case for the MB
address 49k = 3363) and MB address 3Bdg=3362).

Slice group Macroblocks

412 23 368742 48 51 54 74 82 87 95
5 13 1524 26 41 4855 58 63 88 89
6 14 3088 44 56 64 84 86 91 94 97 98
7171831455759 6067707278
08 19 27 3240 46 50 62 65 68 69
1920253347 616680 83 90 96
21016 21 343952 76 79 8592 93
7 31122282935537173757781
Figure 3.17Macroblock-to-slice group-assignmenf, lBame of Akiyo

o O | BW N~ O

3.1.3 Combining Spatial and Temporal Indicators

The previous method, that uses bit-count and distbomeasure, relies only on
the individual characteristics of the macroblockd aloes not consider the effect of
error propagation in a slice. In order to consitter effect of error propagation, we
need to consider the location of the macroblockiwithe_slice group and use this
added information in._computing a nedistortion-from-propagation measure. The
location of the macroblock within a slice is detared by an initial macroblock-to-
slice 'group mapping, which can be derived usingpeeitbit-count or distortion
measure. For this work we used as our initial nfepdlice group mapping derived
from the distortion-measure. - The bit-count.informat which.is our spatial indicator,
IS used as a means to estimate the probabilityatin@dcroblock will be in error during
transmission. These new set of information, thatoo of a macroblock in a slice
group and the probability of error of a macrobloake combined with the distortion

measure of the macroblock within a slice group,ctonpute thedistortion-from-
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propagation measure and uses both spatial and temporal infanmaand is the

macroblock importance parameter for the STI-FMOhuoet

3.1.3.1. Using the Initial Slice map
Because the encoder by default will arrange therotdack within a slice in

increasing macroblock address and considering tleeteof error propagation on
variable-length codes, the perceived importanee mbcroblock now changes when it
becomes a member of a slice group. The importaheentacroblock does not solely
depend on the individual characteristics of a malock, such as bit-count or
distortion, but on other macroblock in the sameesfyroup. By first using an initial
macroblock-to-slice group.map, we can now deternain@ore accurate distortion-
from-concealment error of a particular macroblogktaking into consideration its
position in a slice group and the distartion measeirthe other macroblock in the
slice. This new distortion-from-concealment meastae now be used to generate a

new slice group mapping.

3.1.3.2. Loss probability of a macroblock
First, we assume that single bit errors occur iedéently in the bit stream and

we estimate the probability that the error will ocen a particular macroblock in a
slice group. This assumption is valid because eflitirst effect of a single bit error
due to error propagation. The probability that itiecroblock as positiop (MB;) will

be in error in the event that a single bit errocweed during the transmission of one

slice is estimated as using Eq 3.2.

P(MBJ- error |singlebiterr0r) =
P(singlebiterror| MB; error)P(MBj error) [mj (3.2)

k

P(singlebiterror)

In Eq. 3.2mis the bit-count oMB; andk'is the total number of bits in the slice.

3.1.3.3. "Distortion-from-propagation measure
Given the propagating effect of a single bit etma macroblock that is assigned

to a particular slice group and an estimate ofptfubability that a single bit error will
affect a particular macroblock, we now computistortion-from-propagation, Dpop,

measure that takes into consideration the initie¢ group mapping using Eq. 3.3
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N
D pop = Z(DCEi EP(MBi error | singlebit error)) (3.3)

i=]

In Eq. 3.3, denote the set of MBs in the slice group at positiup toN, where
N is the last macroblock in the slic®cg is the individual distortion of the
macroblock computed using Eqg. 3.1 aR{VIB; error | single bit error) is the
probability the macroblocks will be in error as qmuted from Eq. 3.2.

The distortion-from-propagation measure using Eq. 3.3 are computed for all the
macroblock in the frame, and the macroblock are atsted in descending order and
assigned to slice groups following the order of$beted list to generate the new slice
group map. One important issue at this point i$ tinere is no guarantee that our new
slice map will always perform better than our @islice map. For this case we derive
a single figure of merit to determine if the sligeoup that we derived using the
distortion-from-propagation measure is better than our initial slice map. For
simplicity we just compute the sum of distortion asere, using Eq. 3.3, for all
macroblock in the frame using the initial map ané bew slice group map. The slice

map that will give a lower value will be used foat particular frame.

3.1.3.4. Experimental Set-up
To analyze the effectiveness of using STI-FMO fareless video transmission

and to provide fair comparison with our other poexs works, we used the same
reference software, H.264/AVC JM 9.2. The decodembdified to simulate non-
motion compensated error concealment. The decaderlates the effect of error
propagation-due to variable-length coding in theesby discarding macroblocks
starting from the macroblock that has error um@ &nd of the slice, regardless of the
coding mode of the macroblock.

Four standard video sequences are encoded: akigman, claire.and carphone,
using the baseline profile at level 3.0. Each seqeds encoded for a total of 100
frames at a frame rate of 10 frames per secon@. €attrol is enabled and the bit rate
is set at 32 kbps. The default encoder parametersised with the exception of the
FMO related. parameters; see (Michael, 2004) foaitk#t information about the
H.264/AVC JM encoder parameters.

To investigate the benefits of using FMO on wirslehannel, the Rayleigh
fading wireless channel simulator as describedhéngdrevious chapter is used in our
simulation. The details of the simulator can benfbin (Chen, 1995). To simulate the
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effects of slow and fast fading channels, the maxmDoppler frequency parameter
is set to 1 Hz, for slow-fading and 40 Hz, for féading, respectively. The average bit
error rate (BER) and average packet error rate jR&Ran 80-bit packet frame, are
0.06 and 0.09, respectively both for fast and dming channel conditions.

The PSNR and the total number of undecodable mbexblwere used as the
performance metrics to qualify the effectivenessSof-FMO. PSNR is an objective
measure of video quality, while the  number of umdizble macroblocks is a
guantitative measure of performance. Minimizing thember of undecodable
macroblocks indicates robustness to transmissidnpaopagation errors, but it does
not necessarily translate to higher PSNR, becaasalhmacroblocks have the same
effect on the PSNR.. The performance of the STI-FglGompared with other works
that uses the spatial and temporal indicator séglgra

3.1.3.,5. Results and Analysis
The following results compared the performancewfmroposed STI-FMO with

our works using explicit FMO. This is the only faaiomparison to evaluate our
proposed method since the previous works (Hantan@@§5) have provided
comparative results with the standard H.264/AVC Fstbemes.

Table 3.1 and Table 3.2 gives a comparison of thenber of undecodable
macroblock and average PSNR of the test video segseunder slow and fast fading
conditions. The results show that using STI-FMO eé#gctively reduce the number
of undecaodable MBs under fast fading conditionse @istortion-from-propagation
model correlates well with the error propagatiofe@t of burst errors under fast

fading conditions.

Table 3.1Comparison of Number of Undecodable Macroblocks
Loss Akiyo Foreman Claire Carphone
macroblock| slow | fast | slow| Fast slow fast  slow Fast
No FMO 1547 5367| 1499| 5740| 1346]5269|1380| 5634
Bit count 758 | 1210712 | 1243|780 | 1257|742 | 1329
Distortion s/ Qdwms 1210y 746 5| #1187,:83 3, 1482 651y | #4202
STI-FMO | | ¥50.| 1153] 734 || 1185| 833 | 1147]| 622" | 1176
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Table 3.2Comparison of Average PSNR (dB)

PSNR

Akiyo Foreman

Claire

Carphone

(dB)

slow

fast | slow| fast

slow fast slow Fast

No FMO

30.71

27.63|17.11| 15.12| 30.82

24.31| 23.04| 19.01

Bit count

34.46

32.17| 20.61} 18.19| 31.12

30.07| 23.29| 21.94

Distortion

34.75

31.58| 20.62| 19.81| 30.66

29.59| 25.49| 22.62

STI-FMO

35.03

32.37] 20.34,19.40| 31.79

29.89| 26.45| 23.06

From the comparison of the average PSNR, the STOHMIps improve visual
quality by reducing-the number of undecodable miaogks. But having a lower
number of undecodable-MBs does not directly trdasta having lower average
PSNR, because not all MBs have the same effech@®ENR. A plot of the PSNR

for carphone sequence under slow and fast fadisgosv in Figure 3.18 and Figure

3.19 respectively.
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Figure 3.18Comparison of PSNR using carphone sequence ulwerfading
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Figure 3.19Comparison of PSNR using carphone sequence uasiefadding



37

3.1.3.6. Summary
The method of using both spatial and temporal mfdron, the STI-FMO, to

guantify the importance of a macroblock for usehveixplicit FMO has been shown to
be effective in mitigating errors in wireless tramssion of H.264/AVC video
streams. The proposed method performs better tltmmworks that use bit-count and
distortion measure in terms of average PSNR andoeuwf undecodable MBs. Using
the newdistortion-from-propagation measure.gives a more accurate assessment of the
importance of a macroblock from an error-propagapoint of view as compared to
using the individual distortion measure. From tlseg initial slice group map, the
proposed method takes into consideration the pasdi a macroblock within a slice
group and uses this.information to generate a riee sap that has the potential to
perform better than the initial map.

The next step'in the development of an error eFdilvideo coding using explicit
FMO is to improve the macroblock classification ggss, other than the interleave

sorting method, to further improve the performance.

3.2 Improved Sorting Algorithm for Explicit FMO.in'H.26 4/AVC

This study focuses on the macroblock classificapoocess of using FMO in
designing macroblock-to-slice group maps _in H.264TA The motivation is to
improve on the previous works that use interlearéireg algorithm, but also to make
the classification process not too complex. Therleave sorting process used in
(Hantanong, 2005) (Panyavaraporn, 2007) makes neidgration on the nature of
macroblock importance parameters used, or on fieetadf the classification on the
resulting slice 'group map, we propose to make imgmgents on this aspect of the

classification process.

3.2.1 Independence of Slice groups in Slice Structuredi@paf H.264/AVC

The concept of using slices as a tool to stop apatror propagation, it also
promotes the concept of independence among slmegr We are motivated to find a
macrablock “classification process that also adhewesthe ‘concept of slice
independence. The interleave sorting method usegravious studies takes no
consideration about the macroblock importance patamor on the effect of the

assignment on the slice groups.
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Consider the case of using the macroblock codeddniht as a parameter for
explicit FMO, then by using interleave sorting naattthe resulting slice groups will
have variable lengths. If the probability of a randbit error occurring in the bit
stream is assumed to be independent. Then longere(rits) slice group will
naturally have a higher probability of error comgzhito a shorter (less bits) slice
group. One way to improve the macroblock clasdiica process is to assign
macroblocks to slice groups in such a way thatrheaber of bits representing the
slice groups (the total bit-count of the macrobkakthe slice) should be more or less
equal across all groups.

Consider anothercase where distortiDag; IS used as a parameter for explicit
FMO. A certain distortion‘is incurred in the eveéhat a MB is deemed undecodable
due to transmission errors. If somehow we desiag ttie loss of any particular slice
group due to transmission error will have more essl| the same effect on the
perceived distortion of the decoded output sighlaén the classification process must
be designed to classify the MB into slice groupshstinat the totalDcg, measure of

the MBs within'the slice must be equal among déferslice groups.

3.2.2 Divide and Conquer Approach to Classification Pssce

The two cases mentioned earlier outlines the dedijgctive of the classification
process of assigning macroblocks to slice groupghéory, we want to be able to
classify macroblocks into slice groups that satbfa certain criteria. To simplify the
problem, we want to satisfy the criteria that thems(or mean) of the chosen
parameter (bit-count or distortion) must be mordess the same for all slice groups.
Although we have defined a simple criterion, thektaf finding the optimal grouping
that will satisfy-this criterion is still very diffult.

Consider the case.of a QCIF resolution video irfpdt x 176 pixels per picture),
segmented into 16x16 pixel macroblocks, this vaBult in 99 different macroblocks
for the QCIF“image and each macroblock  has eithdsitawount or distortion
parameter. For the simple case that we want topgtbe 99 different MBs into two
slice groups such that the total number of bitsdf{stortion) in each group are equal is
not as straight forward. There are.many possibugngs that can satisfy the
requirement of having equal number of bit per slloethat case we can have several
possible solutions, and how to choose among thsilgessolutions poses another

problem. Compounded by the fact that we need talbe to group the macroblock
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into eight different slice groups in order to béeefive for FMO. The complexity of
the grouping problem increases as the number actbjto group increases, but for
our cases we restrict ourselves to QCIF video sexpegeso that we only have 99
different macroblock to process. Although the pigmb solution will still work with
any arbitrary number of macroblocks, having 99eat#ht macroblocks to group is
still a large number. The complexity of the problaiso increases as the number of
groupings is increased, for our case we want taldbe to assign macroblocks of up to
eight groups.

Finding the optimal grouping of 99 different madiaiks into eight slice groups
such that the number-of bits in each slice are moiless equal, is the ideal problem
that we want to solve. An elegant algorithmic solutthat is simple and tractable is
needed since the brute force iterative method olumng (and checking if the
criterion is satisfied) is not advisable even wilie use of sophisticated computer,
because of the large number possible groupingsnake the problem tractable and
solvable, we have to make simplifications on tliuneements of the problem.

First, to be able to satisfy the requirement ofiggmessg macroblocks to eight
groups that satisfies the equal number of bitsMuaitever parameter is available) per
slice criteria, we must be able to satisfy the. neqment for the simple case of having
only two groups. That is.we want to be able to sifgsMBs into two slice groups
(group A and B) such that the number of bits inhesiice are more or less equal. If
we can solve this simplified problem, we can apply same solution to each of the
groups (group A and B) in order to have four groggi And then apply the same
solution again to each of the four groupings ineortb satisfy the requirement of
having eight groups. This is a divide-and-conqumraach, and it makes the solution
for the case of having two groups scalable to tladlpm of having N groups, where
N is'a multiple of 2. Thus, if we can obtain anipl solution forthe classification
problem with two groups, we can obtain an optinrahear optimal solution for the
case of eight groups. So our classification probiesimplified to the case of having
two groups.

Second, if finding the optimal solution is exhaustand difficult, we can opt for
a simpler and tractable sub-optimal solution. Fbe tcase of our two group
classification problem, we want to assign macroblmto two different slice groups
such that the number of bits in each slice is edtidlis difficult to satisfy the “equal

number of bits” criteria, we can opt to find a syftimal grouping that only
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approximates the equality criterion. This sub-ojpfinlassification problem is the
basis for the modified sorting algorithm for assmgn macroblocks to eight slice

groups.

3.2.3 Improved Sorting Algorithm for FMO

At this point, our objective is to group the M nuenlmacroblocks (where M I,

8 <M < 99) into two (group A and B) slice groups. The évbound for M is eight
since we want to classify the macroblocks.into eglte groups so that we have at
least one macroblock per slice group. The uppentddar M is 99 for a QCIF video
sequence input."We want the two slice groups, A Bntb have approximately the
same number of bits per slice:

The proposed approximate solution to the problena ismodification of the
sorting algorithm. Instead of just assigning MBstie sorted list to slice groups
alternately in an interleaving fashion we imposeile on how to assign the current
MB being classified to either group A or B. Theigement rule is that the current
MB being classified will be assigned to a slice upowith the lower total MB bit
count.

The algorithm is outlined as follows (Cajote, 2008)

1. Sort the macroblocks in descending order of bitntoMacroblocks with
high bit counts must be on the top of the list, amacroblocks with lower
bit-count at the bottom of the list

2. Assign the first two elements of the sorted listtasfirst elements of Group
A and Group B and remove them from the sorted list

3. Compute the total bit count in Group A and B, dedoasSumGrpA and
SUMGrpB.

4. Classify the macroblock that is currently at the tf the list, denoted as
curMB, (the unassigned macroblock with the highest bitntpto either
Group'A or Group B

5. IF (SumGrpA.< SUmGrpB),

thencurMB is assigned to Group A
LS

curMB is assigned to Group B
Remove the classified macroblock from the sortstd li
Repeat (Steps_3) to (Step 6) until all macrobldokfie sorted list have been
processed

~ O

By continually assigning the macroblock with thexinbighest bit-count to the
slice group that has the lower running total ofdaitint, the resulting slice group maps

(group A and B) will have total number of bits te bBpproximately equal or very
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close. Using this modified sorting algorithm théfetence in the resulting number
bits between the two slice groups is small when mamed interleaving method
macroblock assignme

The modified sorting algorithm provides an approxien solution to th
classification problem with two.groups. The samrodified sorting algorithm can
applied to the macroblocks belonging to group A Bndo obtain four slice group
and applying again will assign macroblocks-to egjite group:

Some other enhancements to the modified Sortingridhgn have beeincluded
to deal with macroblocks with O bit count; thesecmalocks must be equal
distributed to the eight slice groups, so as tamed the number of macrobloc
within the slices.

An example of the MBA map of the? frame of the carphone sequenssing bit
count and the improved sorting algorithm is shownFigure 320(a), and the
MBAmap of using bit count and the interleave saytaigorithm i: shown in Figure
3.20(b).
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Figure 3.20From the ™ frame of carphone. sequence. (a) The MBA map usit-
count-and the improved sorting algorithm, (b) thBA/map using b-count and
interleave sorting algorithm

3.2.4 Results and Analys

We compared four different video sequences and big-count ancDcemeasure
as the parameters to: classify the.macroblock fquli@k FMO in H.264. We
compared the performance of the improved sortirgpréhm with the interleav

sorting algorithm used in previous worl
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First, we gathered the macroblock statistics, mesah standard deviation, using
the interleave sorting algorithm and compared tlaEnoblock statistics when using
the proposed improved sorting algorithm. For eaamé, we compute the sum of the
bit count andDce measure per slice group. We then compute the raedrstandard
deviation of the bit count andce measure per frame, and then we compute the mean
and standard deviation of the two parameters fdrahes in the video sequence. We
compared the statistics of the bit-count dbgk measure using interleave sorting
method and the proposed improved sorting-algorithhe summary of the statistics

for four different video sequences is shown in-€ahiB.

Table 3.3.Summary statistics of bit-count abde using simple sorting and the
proposed modified sorting algorithm

Interleave

Sort Improved Sort
Video Stat | < Bit Bit
Input count | Dcg | count | Dce

Akiyo | mean| 393.9 | .2969.9 390.11} 2957.1
std | 150.71 1029.7| 16.24 | 242.18
Foreman| mean| 424.9 | 38765 390.7136418
std | 104.51] 2184.8| 3.305 | 121.772
Claire | mean| 392.9 | 4243.3 390.42| 42374
std | 138.45 1336.5| 6.032 | 156.73
Carphone mean| 397.96| 16764 | 390.11 16505
std | 112.5| 2399.4 3.04 | 196.69

From Table 3.3, we can observe that using the wgatcsorting algorithm, a
conscious effort.is made to decrease the variaiionise bit-count andce per slice
group in each frame. This is clearly evident in thgge reduction of the standard
deviation, with_almost the same mean, of the buntcandDce measure when we
compared the interleave sorting algorithm and ttop@sed improved sorting method.

Second, we simulate the transmission of the videguences over a wireless
channel by using a wireless channel simulator,qusiO as an error resilient tool to
combat transmission errors. We compared the pedooa of two macroblock
classification algorithm, the interleave sort ahé improved sorting algorithm, by

using different explicit FMO maps. Both slow andtféading channel conditions are
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tested, so we have a total of eight different ¢tesies. The average PSNR and number
of undecodable macroblocks were used as performanetrics. Table 3.4
summarizes the results of the experiment. The cotulabeled agntSort (Interleave
Sort) shows the number of undecodable macroblocisaserage PSNR in dB of the
four video sequences under slow and fast fadinghredlaconditions using the
interleave sorting algorithm. The columns labelsdinapSort (Improved Sort) shows

the same but using the proposed improved. sortopayighm.

Table 3.4Summary of MB loss count for bit count and Aver&§#N\R for Distortion

Video Bit count Distortion
Input MB Loss Count | Ave. PSNR (dB)
IntSort | ImpSort| IntSort| ImpSort
Akiyo slow 758 693 3449 | 34.59
Akiyo fast 1210 IR /2 32.63 31.59

Foreman slow /R 728 20.1 20.43
Foreman fast 1243 1227 | 1772 | 18.47
Claire slow 780 763 30.66 30.3
Claire fast 1252 1292 29.59 29.31
Carphone slow 742| 669 25.49 | 26.44
Carphone fast 1329 1200 | 22.62 | 23.24

From the summary Table 3.4 it can be shown thatguie proposed improved
sorting algorithm can help reduce the number ofegodable MBs in five out of eight
video sequences tested if the bit count paramgtesed for FMO. This follows from
intuition that by making the slice groups have maréess equal number of bits, they
have equal probability of having an error. This emkhe effect of the random error
uniform across all slices. Compared with the caber&s the number of bits in each
sliceris not taken into consideration using therie@ave sorting algorithm, then slice
groups with higher number of bits are have highrebability of error, and thus more
bits'can be affected by an error due to the eftdécerror propagation. Using the
proposed improved sorting algorithm somehow rerder the nature of slice
structured coding by making the slice groups meress equally prone to random bit
errors.

Also from Table 3.4, it can be shown that using pneposed improved sorting
algorithm andDce as the parameter for FMO can help improve theaggePSNR in
five out of eight video sequences tested. Thisltedso follows intuition, by using
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the modified sorting algorithm; slice groups wilene more or less the same
contribution to the distortion at the output of tHecoder due to the non-motion
compensated error concealment process. Then thectexbdrop in PSNR will be

more or less equal if any particular slice groupost, this makes the effect on the
distortion and PSNR uniform across all slices. Caragd with the case where the total
distortion contribution of the slice group.is nakén into consideration, then slice
group with higher total distortion will contributeore to the degradation of the output
(and PSNR) compared to other slice groups.~So ubmgroposed improved sorting
algorithm also reinforces the independence of slice slice structured coding by
making the distortion-contribution of each slicermar less equal across all slice

groups.

3.2.5 Summary

An improved sorting algorithm has been presentatl attempts to promote the
independence of slice groups in adherence to theiples of slice structured coding.
The proposed algorithm does not attempt to find @ptimal grouping of the
macroblocks into slice groups following a certaintecia, but approximates the
optimal solution ‘and uses a divide-and-conquer @pypr to make the solution
scalable and tractable for eight slice groups. @ifogposed improved sorting algorithm
that considers the uniformity of the given macraklgparameter (bit count ddce
measure) in assigning-macroblocks to slice groupsnteave been shown to provide
modest gains in PSNR and number of undecodableamlacks compared to the
interleave sorting method of macroblock classifaat

The proposed sorting algorithm for macroblock dfecsdion not only applies to
the bit count andce parameters used in the experiments but can bededeto any
macroblock parameter. available that can be useeXjalicit FMO in H.264/AVC.
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3.3 Improved FMO-based Frame Layer Rate Control for H.264/AVC

We discussed in the previous chapter the tradedioffsoding efficiency and
overhead bits when using FMO. The trade-offs arestnobvious at low bit rates
where the header bits occupy a larger portion eftttal bit budget compared to the
source bits. Thus, when using FMO at low bit ratelsen error rates are high and
bandwidth is limited, careful consideration of thede-off is essential.

The approach taken by other researchers.modifee&kO map to minimize the
effect of the overhead bits; the rate control esaliypremains the same. In this study
we take a more pro-active-approach by proposinguesgments to the H.264/AVC
frame layer rate control-regardless of the FMO m@po better control the rate
when FMO is enabled.

3.3.1 Proposed Header Bits Model

Motion vectors of neighboring MBs are often cortethbecause object motion
can extend over large regions in the frame. In BWAREC, this correlation is
exploited by computing a motion vector predictiooni the macroblocks on the left,
upper and upper-right location of the current malmek being encoded, since the
motion vectors of these macroblocks are alreadyvknio a normal raster scan order.
The motion vector difference between the predictod the true motion vector of the
current macroblock is then encoded and transmittdolever, using FMO for
purposes of error resiliency, the macroblock orgdan be scattered to minimize the
effect of error propagation. In most cases neighlgamacroblocks are not available
for inter-prediction if they belong to differentic® groups. This affects the
computation of the motion vector difference and deenaffects the coding
performance. In this paper, we analyze the relalign of the motion vector
difference and the number of slice groups to dgv@mew_header bits model that
performs well when FMO is enabled.

Previous studies investigated the use of motiortovedo model header bits for
purposes of rate control. In (Kwon, 2007), the mwtvectors have been used to
model the number of header hits of inter-MB andai¥IB. The total number of
header bits for the frame is computed as the tataiber of header bits of inter--and
intra-macroblocks. This has been shown to be asceéfe and accurate model for
header bits when FMO is not used. But when FMOnebed with different number



46

of slice groups the model in (Kwon, 2007) is noden accurate, since using FMO
greatly affects the motion vector difference antthe actual motion vector.

The header bits model in (Kwon, 2007) for inter-MBes the number of motion
vectors Nnavve) @and the number of non-zero motion vectdMgy) gathered from the

first pass encoding as shown in Eg. 3.4, wiyeaedw are model parameters.

thr,inter a0 Y(NnZMVe N NMV) (3-4)

It has been observed by comparing the. .number ofzeom motion vector
difference in several video sequences encoded aiiirent QP at different number
of FMO slice groups, the number, of total non-zemtion vector difference increases
as the numberof FMO slice ‘group used increasesalle 3.5, shows the total
number of non-zero motion vector difference for t@phone sequence and the
corresponding perecentage increase as the numbdevi®f slice groups increase. The
table shows that at for the carphone sequence aB@QRising FMO with eight slice
groups, the percent increase in the number of eoa-motion vector difference is
about 16%. This shaws that the number of non-zestiam vector difference can be
used to model the increase in overhead bits whe® k/enabled. The numbers of
non-zero motion vector difference of the other seEmes tested are provided in the
Appendix A-1.

Table 3.5Number of non-zero maotion vector difference atetdnt QP and different
number of FMO slice groups for carphone sequence

Carphone % Increase

QP | NoFMO | FMO2 | FMO4 | FMOS8 FMO2 | FMO4 | FMOS8

8 60552 65613 67828 70269 8.3¢ 12.02 16.05
16 46192 48123 48969 49604 4.18 6.0l 7.39
24 30549 32648 33266 33761 6.87 8.8D 10.51
32 16134 17480, 18161 18739 8.34 12.%6 16.15
40 6636 7586 7876 8178 14.32 18.69 23.24
48 1438 1666 1693 1778 15.86 17.73 23.64

In order to address the effect on the loss of a@difiiciency when using FMO
due to the reduced availability of macrablocks ifaer mation prediction.'We adapt
the model in Eq. 3.4 to'model the header bit®-&fames. The total number of non-
zero motion vector differenc@&{xuvp), the total number of motion vectond,(,) and
the number of slice groupsium slice) for a particular frame is used to model the

frame header bitsHprrame) as shown in Eq. 3.5, where; and a, are model
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parameters. In this case, the effects of intra-pidocks are not considered since the
header information includes only the macroblock esydhey are not crucial to the
accuracy of the model.

Hpframe = @1 Npzyyp + a2 (Nyy + num_slice) (3.5)

By using the number of non-zero meotion vector défee and including the
effect of slice header overhead in the predictibthe frame header bits, we were able
to obtain a more accurate header bits model. leram compare the accuracy of the
two models the Rparameter is computed, whefi B close to 1 then the model data
correlates well with the.actual experimental dS&veral QCIF video sequences were
encoded with QP values from 8 to 40, frame rat&®fps for a total of 100 frames
using different number.of FMQ slice groups andakierage Rvalue is computed. A
comparison of the Rvalues between the header models in (Kwon, 208iRgLEq.3.4
and our proposed model using EQ.3.5 is shown inleT@6. The columns labels
indicate the number of FMO slice groups, i.e., gsih 4 and 8 slice groups are
designated as FMO2, FMO4 and FMOB8 respectively.grbposed model has higher
R? values compared to the model in (Kwon, 2007) amds tcan more effectively
model the number of header bits when FMO is usdw Gomparison of Rfor
different QP and different rate is provided in Appgex A-2.

Table 3.6Comparison of average’Ralues between the model in (Kwon, 2007) and
the proposed modified header bits model.

R® NoFMO FMO2
Video | Proposed (Kwon, 2007) | Proposed (Kwon, 2007)
Akiyo 0.798 0.785 0.806 0.774
Carphong 0.917 0.882 0.922 0.887
Claire 0.843 0.820 0.856 0.827
Foreman 0.753 0.668 0.715 0.607
FMO4 FMQ8
Video | Proposed (Kwon, 2007) | Proposefd (Kwon, 2007)
AKiyo 0.787 0.665 0.756 0.245
Carphone 0.931 0.901 0.937 0.907
Claire 0.854 0.789 0.842 0.634
Foreman 0.738 0.658 0.750 0.668
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3.3.2 Proposed Frame Complexity Measure

The current implementation of the rate control athon in the JM reference
software follow the adaptive scheme as describetVinrG012r (Li, 2003). There is
however some limitations on the adaptive rate abrdlgorithm and improvements
have been proposed by several researchers. Isttldg we improve the frame layer
rate control by improving the estimate of the franmnplexity and proposing QP
adjustment schemes for the current frame.

We have shown previously that.the number of now-neotion vector difference
is a useful parameterto model the header bits.thAatithe amount of motion vector
information is also eorrelated with the complexitfythe frame and consequently to
the amount of bits-used for the texture and moiioiormation. Following the
framework in (Jiang, 2005) (Jiang, 2004), we coreptime ratio Knavoraioi) Of the
number of non-zero motion vector differends {\n;) in the i frame and the
average of non-zere mation vector difference opadiviously coded frames as shown

in Eqg. 3.6.

N -3 N nzZMVD i
nzMVDratio ~ i

> N W (3.6)
i=1

The MAD ratio MADyaio;) IS computed as the ratio of the predicted MADh&
current frame MADP;) to the average MAD of all previously codBeframes in the
GOP using Eq.3.7.

MADP

MAD i
ﬁ)Z;, MADP 3.7)
J:

ratio,i —

Then the frame.complexityFC;)) measure for theé"” frame is computed by
combining the MAD ratio and th&wp ratio as shown in' Eq.3.8. The model
parametes is set empirically with a value of 0.7 for. complsequences and 0.3 for

simple sequences.
EGy = MAD, 4405 + (h 705 ) Nyuzmy pratio,i (3:8)

To determine the accuracy of the frame complexibglel, we compare the actual
generated bits and the computed frame complexitgsome using Eq.3.8 for several

test sequences. The carphone sequence (compleensejuvas encoded at fixed
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QP=32 corresponding to a bit rate of approximad@ykbps, so that the generated bits
will be proportional to the frame complexity. Thergrated bits were compared to
our modified rate control algorithm at a constaaterof 48 kbps and the frame
complexity is measured using EQ.3.8. The comparsothe normalized generated
bits and the frame complexity measure generated bynstant QP and constant bit
rate encoder with no FMO and FMO' with _eight sliaeups is shown in Figure
3.21(a)-(b).

As shown in Figure 3.21, the computed frame compldésom Eq. 3.8 correlates
well with the actual number of generated bits. &mirend is observed with other test
sequences with differentnumber of slice groupsndde the enhanced frame
complexity measure using Eq. 3.8 is an accuratesarement of frame complexity
and can be used to adjust the QP assignment t@vwaphe frame layer rate control.
For the complete plot of complexity measure withestsequences, the Figures are

provided in Appendix B-1.
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(a) Carphone QP=32 and Rate=48 (b) Carphone QP=32 and Rate=48
kbps, 10 fps, no FMO kbps, 10-fps, FMO8

Figure 3.21(a)-(b) Carphone sequence encoded at QP=32 aed48kbps, no
EMO and FMO with eight slice groups

3.3.3 Proposed Frame Layer Rate Control Enhancement

The purpose of rate control'is to compute QP fbframes within the allowable
rates. It can be assumed, without loss of gengrdiat.the GOP structure liBPP...,
wherel is an intra-coded picture artlis a forward-predicted picture. The adaptive
rate control scheme in the H.264/AVC is composethof layers: the GOP layer rate
control and the frame layer rate control. For 8tisdy, the basic unit it selected as a

frame so there is no need for an additional basitcrate control.
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The operations of the GOP layer rate control idlesd briefly as follows. At
the beginning of the GOP, the GOP later rate comimmputes the total number of
bits for the GOP and assigns an initial QP for fingt |- and P-frame. For the
succeeding-frames, the number of remaining bits in the GORpdated based on
the generated bits of the previous frame. The detdithe GOP layer rate control is
given in (Li, 2003).

The frame layer adaptive rate control algorithmHir264/AVC is composed of
three parts: determine the target, bits for-e&frame, compute the QP, and
adjustment of QP. The operations, of each compoaenidiscussed along with the

proposed enhancements.

3.3.4 Computationof the Frame Layer Target Bits

To compute the target bits for each frame, thedfflow traffic model is used
based on linear tracking theory (Li, 2003). Tarbét (Toy) for thei™ frame is
computed based on the current buffer fulln€BF), target buffer levelTBL), frame
rate, and available channel bandwidth, as shoviagirs.9.

by
o F [E — T(CBF;_; — TBL))| (3.9)

In Eq.3.9,b, andf; denote the bit rate and frame rate respectivee Gurrent
buffer fullness and the target buffer level areated as<CBF;.; andTBL,; respectively.
In the JM reference softwale is a constant with typical values of 0.5 and atiti
value forCBFi.; andTBL; are computed at the GOP layer rate control.

Target bits Trem) for thei frame is also computed based on the remainingrbits
the GOP, as shown in Eqg. 3.10.

Trem,i = Ri/Ni (3.10)

In EQ.3.10,R is'the number of remaining bits in the GOP &hds the number of
non-coded>-frames.

To obtain better estimate of the target bits, weistdhe computation Ofem to
consider the frame complexiBCi (Section 3.3.2), we-denote the modified targes bit
asTo and is given by'Eq. 3.11.

EC, U 0N <FG; < 1.0
Tomoai =1 11+ Trem; 1.0 < FC; < 1.2 (3.11)
12 * Trem,i 12 S FCL
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The parameters in Eq. 3.11 are derived empiridedign experiments. The idea is
to allocate more bits for more complex frames awder target bits for less complex
frames.

The total number of bits allocated for tifeframe ;) is computed as a weighted
combination of the target bits computed from thegea buffer level and buffer
occupancy Twy,), and target bit computed from the remaining bitthe GOP Tiog,i)
as shown in Eq. 3.12. In Eq. 3.12, the typical gafi5 in the JM reference software
is 0.5.

Ty= B Tmod,i T+ G Tbuf,i (3.12)

3.3.5 Usingthe Proposed Header Bits Model

In the H.264/AVC rate control, after computationtloé target bits, the number of
bits allocatedfor texture is computed by subtrartirom the total bits the estimate
number of header bits. The estimate humber of datieis computed as the average
number of the header bits of previously codedrames. It has been previously
studied that the number of header bits varies lyréam frame to frame and a simple
average is not a good estimate of the headerdnsii, 2007).

The proposed improvements to the frame layer ramgéral of H.264/AVC is the
estimate of the header bits is modified to use gheposed header bits model as
computed using Eq. 3.5 to consider the effect of0Fdhd slice header overhead. This
allows more accurate estimate of the header bits camsequently makes the bit
allocation for the texture bits more accurate all. wée number of bits allocated for

texture [wj) IS computed as in Eg. 3.13.

Ttxt,i =T, — HPframe,i (3.13)

After the estimate header bits are subtracted fileencomputed target bits, QP
for thei™ frame is computed from the remaining texture bitg the quadratic rate-

distortion model.

3.3.6 Using Frame Complexity and QP Adjustment

After computing QP using ithe quadratic rate-distortmodel, QP .is further
adjusted tat2 of the previous QP te maintain smoothness ofaliguality. This kind
of adjustment is not sufficient in some cases, @aflg when FMO is used. We
further adjust QP depending on whether the targeislpositive or negative and a

lower bound on the texture bits is imposed.
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When the computed target bits per frame are lowv (lmt rate and high
complexity frame) there is high probability thatget bits will fall below zero for the
succeeding frames. In this case, the QP is adjustdz larger than two from the
previous frames resulting in poor video quality.eTéffect is severe when FMO is
used with eight slice groups where the targetdmiésobserved to be negative most of
the time, especially in complex sequences. Thuis, iftnportant to prevent negative
target bits to maintain smooth visual -quality. As emprovement, we use the
computed frame complexity, the buffer status, amel mumber of slice groups to
adjust QP to maintain positive target bits for iowyed performance.

Depending on the'amount of header bits, the remgibits for texture can be too

small; in this case a lowerbound is imposed ortéReure bits given by Eq.3.14.

b
Tiexture/=/Mmax {Ttexture' m} (3.14)

In the JM reference software MINVAL is a constarithwtypical value of 4. The
QP value computed when using the lower bound usdalkks not meet the target bits
for the current frame, the mismatch is higher wRMO is enabled with large number

of slice groups. Thus, itis necessary to furtldust QP for such cases.

3.3.6.1. Negative Target Bit
When the frame is complex and FMO is enabled theentibuffer fullness tends

to be significantly larger.than the target buffevél. In such cases, the target bits tend
to be negative, so the current buffer level mustréduced by increasing QP to
maintain positive target bit levels. The amount@® adjustment depends on the
number of slice groups when FMO is used as shovi#ti3.15.

QP +2 num_slice grp< 4

QP = {QP +3 otherwise (3.15)

3.3.6.2. Positive Target Bit
When the computed target bit is positive and tHecated bits for texture is

greater than the minimum bound using Eqg.3.10, t@&his computed using the
guadratic rate-distortion. model. To maintain smoe#s of visual quality, QP is
limited to be withint2 of the current value between pictures. As. an anvgpment, QP
is further adjusted depending on the current butfiness; frame complexity and the
number of FMO slice groups as in Eq.3.16. The tioksvalues are set empirically
based on the experiments.
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(oP — 1 (r . (CBF — TBL) < ;—) and(FC < 0.4)

(r . (CBF — TBL) > Z_) and(FC > 1.3)
and (num_slice grp < 4)
@-@BF—TMJ>%)mmwc>L$

QP +1

QP = - (3.16)

QP +2
\ and (num_slice grp > 4)

3.3.6.3. Lower Bound on Texture Bit
When the amount of bits allocated for texture it teethe minimum bound

dictated by the bit rate and the frame rate-asqB.&7, QP is simply adjusted by
adding 2. Otherwise QP is.unchanged.

by
QP = {QP +2 Tiexture < MINVAL-f, (3.17)
QP otherwise

3.3.7 Frame Skipping

After encoding the current frame, the number ofegated bits is added to the
buffer and the model parameters of the rate commlupdated. If the current buffer
level is above a certain threshold, then the encwdéskip encoding the incoming
frame. The initial buffer sizeBf) is set at 3.044,/f;) for low-bit rate and low delay
application. The buffer occupancy threshold bekkpping a frame is set at 0B
Frame skipping is implemented by performing a ‘taftskip”, that is all the MBs in
the frame are encoded in PSKIP mode. This modergesethe least number of bits

for encoding a macroblock.

3.3.8 Results and Discussion

The PSNR and standard deviation are averagedfatatt rates using 20, 32, 48,
64 and 96 kbps, and also averaged for differentbasmf FMO slice groups i.e. no
FMO and FMO with-2, 4, and 8:slice groups: The ltesare summarized in Table
3.7; it shows that the proposed rate control endiaents can improve the PSNR
especially for sequences with high motion activstych as carphone and foreman
where the average gain in PSNR is 0.19 dB and @B4espectively. The average
PSNR gain for the football sequence, another highian activity. sequence, is 0.02
dB. The small gain achieved for the football seqeeran be attributed to the inherent
complexity of the sequence, from Table 3.7 the ayePSNR for football sequence
is below 30 dB which suggest that the operateddtés (20 kbps — 96 kbps) is not
enough to encode the sequence with significantabiBdelity. This is illustrated by
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observing the first four frames of football andeforan sequence encoded at 32 kbps
is shown inFigure 3.22 The low visual quality due to low bit rate enaagliis

evident from the blurring of the images.

Table 3.7.Comparison of PSNR and PSNR standard deviationsaiged over several
bit rates and different numbers of FMO slice groups
All rates Avg. PSNR (dB) Avg. STD PSNR
Video JM | Proposed Gain | - JM | Proposed
Akiyo " 42.16 0.05+3.37 3.29
Claire 42.67 42.70 0.03 2.99 2.86
Carphoneg 33.49 | 33.69 | 0.19 3.6% 3.21
Foreman [+ 31.28 8192 0.64 3.43 2.11
Football | 26.68 26.70 0N B8 0.77

The foot ball sequence is a high motion activitgsEnce similar to foreman, but
with very different motion characteristics as ithaged by the motion field (the green
lines in the figure) in Figure 3.22. For examplenh the football sequence has a more
localized motion field affecting a few macroblogk the frame due to the motion of
the players with a fixed camera paosition. In cositithe motion field of the foreman
sequence is due to both the movement of the cawlech generates a global motion
field affecting almost all macroblocks in the frammed also to the local motion of the
of the head of foreman. . The presence of both glotzion and local motion fields in
the foreman sequence affects the variation in vigledity as compared to the football
sequence as measured by the PSNR standard devidtioough a comparative study
of the complexity of foreman and football sequersceutside the scope of this study.
From the point 'of view of the proposed rate confesid also the JVT rate control),
the football sequence is easier to manage: smRAENR standard deviation, lesser
number of frames skipped and overall PSNR is loiwerthe foothall sequence as
compared to the other sequences tested. This catirlimited to a higher average QP
values used in encoding the football sequenceltmgguin lower visual quality.

In Table 3.7, the average PSNR. standard deviatiaimeo football. sequence is
also small in comparison with the other four seqesnwhich suggest small.variations
in video quality (also small variations in QP vajethe complex nature of the
football sequence forces the encoder to use highHervalues which significantly
reduce the PSNR.
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Overall the average PSNR standard deviation iscexdifior all sequences tested,
this suggest that the proposed rate control scheige to attain a more stable buffer
management. The complete comparison of PSNR, stndieviation, number of
frames skipped and the total bit rate is shown ppéndix A-3. The results the
comparison of rate control perfgm?a?n?e using tlotkfall sequence is shown in Table
A-3.5. A/ ‘; /

Figure 3.22First four frames of football and foreman sequence
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The proposed rate control enhancements performawélit rates of 20 kbps and
32 kbps for carphone and foreman sequence. Therpehce of the JVT rate control
and the proposed rate control method is almossdinge in the football sequence. The
low PSNR (below 30 dB) achieved using the footlsstjuence suggests that the
sequence is too complex to encode at the operéteatds.

The average PSNR, average standard deviation, gevgenerated bits and total
number of skipped frames over all FMO-slice grosatiisgs are shown in Table 3.8
and Table 3.9 for 20 kbps and 32, kbps respectivelerall, experimental results
suggests significant PSNR gains are achieved arlbw rates when FMO is enabled,
even for the case of sequences with high matiorigethe improvement in PSNR at
greater at lower bit rates.”On the average the atmiubits utilized by the proposed
rate control enhancements is lower compared taltherate control, this indicates
more efficient bit.allocation . The PSNR standaevidtion and number of skipped
frames is also reduces indicating more stable buff@magement. It is worthy to note
that for the football sequence the number of fraskgsped is comparable to the other
low motion sequences like Akiyo and Claire. Agdine likely explanation is that
encoding football at the operated rates resultsnich higher QP values which
significantly affects the PSNR and PSNR standaxaadien.

A comparison of the PSNR performance of the propasge control scheme
compared with the JM 9.2 rate control for carphane foreman at 32 kbps using
FMO with eight slice groups is shown in Figure 3.ZBe PSNR plots for the other
sequences at 20 kbps and 32 kbps are providedpeix B-2.

cwphane at 32 kbps, Fla08 Keemanaed T %hy
T T L T T T ¥ T

i U . - i i A | il AL r .
il ag A {30 8B i B W 0 1] 1 ) 0 W &1
Fram i

Figure 3.23Comparison of PSNR at 32kbps using FMO with eigjbegyroups for
Carphone and Foreman sequence
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A comparison of the PSNR performance of the propaate control and JM 9.2
rate control at different FMO settings and at ddfe rates for the foreman sequence
is shown in

Table 3.10 Improvements are observed at almost all testscad@s is because
the accuracy of the frame complexity model and bedxts model depends on the
motion vector difference when FMO is enabled. TIBNR gains for sequences with
low motion content are comparable with theJM mtetrol but at a slightly lower bit
rate. This means that the proposed,scheme carat@itue bits more efficiently than
the JM rate control. The number of frames skipediso significantly reduced. The
results at higher bit-rates are not shown due @mceponstraints. But it can be
generalized that at higher bit rates the gainsSNR, standard deviation and number
of skipped frames gradually decrease because dieeefiects of using FMO are less
noticeable at higher bit rates. To illustrate #hitect, the R-D curves of carphone and
foreman sequence is shown in Figure 3.24 and Fig2®, the R-D curves of other
sequences are shown in Appendix B-3 for reference.

Table 3.8Comparison of PSNR and PSNR standard deviatiorageerover different
number of FMO slice groups at 20 kbps.

20 kbps Avg. PSNR (dB)| . PSNIR  Avg. PSNR st\d
Video M Proposed Gain JM Proposed
Akiyo 36.76 302 0.25| 247 2.12
Carphone | 37.81 37.96 0.15 2.22 1.64
Claire 28.67 29.24 0.57| 3.88 2.70
Foreman 25.80 26.97 1.17% 4.60 2.35
Football 23.10 23.21 0.11 1. 1.03
Avg. Rate (Kbps) Total Skip
Video JM Proposed JM|  Proposed
Akiyo 20.09 20.01 39 8
Carphone | 20.12 19.98 26 0
Claire 20.30 20.07 86 6
Foreman 20.33 20.19 1438 18
Football 20.19 20.01 59 6
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Table 3.9Comparison of PSNR and PSNR standard deviatiorageedrover different
number of FMO slice groups at 32 kbps.

32 kbps Avg. PSNR (dB)| PSNR  Avg. PSNR st]d
Video JM Proposed Gain JM Proposed
Akiyo 40.15 40.17 0.02 2.70 2.70
Carphone | +40.99 40.96 -0.08 2.36 2.29
Claire 31.56 31.84 0.29| 3.68 2.95
Foreman 28.91 30.21 1.30 4.46 1.94
Football 25.16 2b.15 -0.0%4-.. 0.83 0.82
Avg. Rate (Kbps) Rate Total Skip
Video IM Proposed JM|  Proposed
Akiyo 32.00 31.97 0 0
Carphone | = 32.06 31.98 2 0
Claire 72.33 32.09 2% 1
Foreman 3¥28G S § 77 2
Football 32.08 31.96 0 0

FMO slice groups.

Foreman (PSNR NoFMO FMO?2
Rate (kbps) JM [ Proposed JM | Proposeq
20 27.323 29.041 | 26.034 27.365
32 29.028 31.465 | 28.522 30.621
48 33.043 33.203 | 32.315 -32.753
64 34.306| 34.623 | 33.743 34.121
96 36.473 36.473 | 36.029 36.101

FMO4 FMO8
Rate JM | Proposed JM | Proposec
20 24.063 26.143 | 22.548 23.961
32 27.462 29.957 | 26.454 28.608
48 31 882 37447 #29. 3HN3B6RG
64 3. M3 8CVoll 38 7a §38.388
96 35.612 35.802 | 35.443 35.455

Table 3.10PSNR for foreman sequence at different bit ratesdiffierent number of
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3.3.9 Trade-off of the Proposed Rate Control Enhancements

The proposed rate control enhancements are alaehieve better bit allocation
resulting in improved PSNR, the trade-off in doswgis the additional computation of
modeling the header bits and the delay incurredaithering the motion vector data
after motion estimation. In this section we wilsduss in detail the trade-off of the
proposed rate control enhancements in terms ofdaddenputation and encoding
delay.

The proposed enhancements to the JVT rate corgrdisaussed in Section 3.3.3
consists of target bits computations and QP adgistndepending on the frame
complexity, number-of EMQO slice groups are othde reontrol related parameters.
The rate control enhancement themselves are nopu@tionally expensive, but
rather they depend on parameters that are dernoed &€mpirical experiments and
modeling data. The moest computationally expensiveime in the proposed method is
the modeling of the headers bits using Eq. 3.5 whiequires solving a linear
regression problem in two variables. As opposethé&osimple averaging method of
previous header bits used in the JVT rate control.

In the JVT adaptive rate control, an estimate & tieader bits is derived by

N-1
averaging the header bits used in the previousdsard -ﬁz Ry, - This
i=1

pframe,k —

operation requiresN — 1) additions and one division operation, whélds the
number of frames. In contrast, using Eq. 3.5, asvshbelow requires solving the
model parameters, anda, using linear regression.

Hpframe = @1 Npzmyp + a2 (Nyy + num_slice)

The process of solving the model parametarandos.in Eq. 3.5 is a two step
process. The first step is to gather the experiaiatdta after the motion estimation
process and motion vector encoding for each mascébin the frame to get the
number of header bits, number-of non-zero moticctaredifference and number of
motion vectors for each macroblock. The amount e&der bits contributed by
residual eoding of the macroblock is negligiblecsint contains only the macroblock
mode, hence the macroblock header bits is mosté tduthe motion related side
information. The process of data gathering incunsoding delay penalty, since
motion estimation have to be done twice, the fiass the gather the data and the

second pass during the frame encoding.
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As an example, a table of computed motion estimaiimes and total encoding
time for the sequences under test with 100 frans@sgudifferent number of slice
groups is shown in Table 3.11 at 20 kbps bit rate.

Table 3.11Computed motion estimation times (ME) and encodiimgs at 20 kbps

20 kbps Motion Estimation Time (sec)
Video NoFMO| FMO2 | EMO4 | FMO8 | Avg.
Akiyo 8.02 8.19 7.88 8.03] 8.03
Claire 8.35 8.26 8.16 8.21 8.25
Carphone 8.23 8.22 8.29 8.3p 8.28
Foreman 8.24 8.30 8.2( 8.3+ 8.27
Football 8.86 8.76 8.91 8.8 8.85

Encoding Time (sec)

Video NoFMO| FMOZ2 | FMO4 | EMOS8 | Avg.
Akiyo 38.54 | 32.21( 2957 29.10 32.86
Claire B8.5D 8 88 AN, 29. 7N 29.11 3264
Carphone 37.81] .,32.04 2994 " 29.Y8 32.39
Foreman 39.49| 3146 30.13 29.97 32,76
Football 37.58 | 31.37 30.78 29.83 32/39

The motion estimation times-are roughly 25% of toéal encoding time,
regardless of the video sequence and FEMO slicepgrolihis means that on the
average the incurred delay penalty due to the mogstimation process needed to
gather modeling data for the proposed rate. cor@nblancements is approximately
25% additional encoding time. This is just a rowgtimate since motion estimation
times depends other factors such as number ofereferframes, size of search space
and other encoder related parameters.

After the experimental data needed for modeling leen gathered from motion
estimation of each macroblock in the frame, thesdcstep is to solve for the values
of the model parametera; and ap. The model parameters. can be solved by
minimizing the error between the model estimates @@ experimental data using

linear regression which requires solving a set of linear equatiofithe form.

N N 2 N
El(H pframei Navmvb;i ) : EI(N nVMVD,i ) El(’\‘ nvMVD, i E(N MV it S“CE)) {0’1}
igl(H pirame E(N mv,i S”CQ)) ig]_(N nvMVDi E(N MV, S'ice)) -gl('\‘ Mv,i * S“CE)Z 3

We estimate the computational complexity by assgnthmt a multiplication

operation is the same complexity as a division afp@n, and that an addition

! http://en.wikipedia.org/wiki/Regression_analysis
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operation is the same complexity as a subtractperaiion. There are six elements in
the matrix of linear equations; each element carcdoaputed at most by using
multiplications andN addition operations. To solve for the model paranmseusing
Cramer’s rule requires solving the determinantwad tmatrices followed by a division
operations. We can assume that the cost of congptii@ matrix determinants are
negligible compared to computing the elements dfima

Hence, the simple averaging method used by JVTinexi(N-1) and one division
operation. Whereas the proposed rate control emnagat requires multiplication
operations andM addition-operations. Roughly an increase in moaa twelve times
in the computation of‘the header bits using a limegression model as compared to
averaging. This does not immediately conclude thatincurred delay will also be
twelve times, other factors should be taken intostberation.

It should be noted that we only estimate the nundfezlementary operations
involved, the process of computing or executingséhelementary operations must
also be considered. As an example, if we consideergium I\ processor operating
at 2.4 GHz as the computing engine, it can easdyfopm 7,295 Millions of
Instruction per second (MIPS). Considering thas gviocessors have several parallel
computation capabilities, a separate floating painit (FPU), special multimedia
hardware support such ‘as a multiply and accumulate (MMX), cache memory
performance and SIMD. (Single Instruction Multipleatd) architecture. It can be
concluded that the overhead of more thaxd @wultiplication and 61 addition
operations incurred by the modeling effort is ngiglie. The more important impact
of the proposed rate control enhancement is tharied delay of the additional

motion estimation operation.

3.3.10 Summary

We have presented some improvements to the H.284/Adme layer rate
contral with consideration of using"FMO for addetoe resiliency. We propose a
new header bits model that uses the number of motextor difference to more
accurately model the header bits. A new frame cerifyl measure is proposed also
using the number of motion vector difference to aane the existing MAD-based
frame complexity measure. We propose some targst roiodification and QP

adjustment schemes considering buffer fullnessndéracomplexity and number of

2 http://en.wikipedia.org/wiki/Pentium_4
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FMO slice groups to generate QP that better alksctite bits for encoding the current
frame.

It has been shown that the implemented FMO-bassddrlayer enhancements
improves the PSNR significantly and can achievet#éinget bit rates more accurately
as compared to the current H.264/AVC rate contolsequences with high motion
and at low bit rates. The performance for sequenaés low motion content is
comparable to the JM rate control but achieveshsiigower bit rates. A smoother
video quality is achieved because of a more stabifer management. The number of
skipped frames is also significantly reduced at lbivrates and for high motion
sequences, thus improving the overall PSNR. Thpgs®ed scheme is very useful for
low-bit rate video streaming for wired and wirelesstworks. The computational
overhead is negligible, but an incurred additiodellay of roughly 25% in the total

encoding time due to the motion estimation opematiogather the modeling data.

| R-D curves for Carphone

38.00 +—
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Figure 3.24Comparison of R-D curve with JVT reference ratetoa for Carphone
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3.4 Feedback based FMO selection strategy

In order to minimize the overheads incurred by g$tviO under fading channel
conditions with low-delay and low bandwidth consits it is prudent to apply FMO
only to certain frames that will most likely sufférom burst errors. Based on
feedback information from the channel, in the foom ACK/NACK packets, the
number of FMO slice groups that will be 'used in aging the current frame and
succeeding frame is adjusted to anticipate thetfiaf burst errors.

In order to “incorporate the FMO selection stratelggsed on feedback
information, certain assumptions must be made ath@utideo transmission system.
First, it is assumed that a dedicated error freglifack channel is available from the
decoder to the encoder to report the number ofgiadkst or received during video
transmission.” This' can be accomplished by utiliziag number of network
transmission protocals, for example using ARQ prot® but without the option to
retransmit the packets but only the protocols pmrethe lost packets. Another option
is to use RTCP protocols for the feedback systennfonitoring the transmission
statistics to determine the conditions of the wveisel channel. Second, it is assumed
that the intended application is for low-bit ratedalow-delay video transmission
systems, where the round trip delay time is onigvamilliseconds. This is necessary
to allow for some time delay incurred in predictitige channel and make the
necessary adjustments on the encoder without exgeetde required end-to-end
transmission delay. Many low-tier radio transmissgystems such as the Personal
Access Communication Systems (Noerpel, 1996) (PAG@Sgd for personal
communications services (PCS) satisfy the low-badthy low-delay application
requirement.

Thus in the context of a low-delay, low-bandwiditleo transmission system for
personal communications services, where the chastastics are monitored in the
form.of ACK/NACK packets we develop a feedback lobE® O-selection strategy to
improve performance of using FMO for wireless videmnsmission. The feedback
information is'used to monitor the packet erroerahd instead of retransmitting the
packets with error, we re-encode the frame with Féfabled using different number

of slice groups and retransmit the whole frame.
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3.4.1 Simulated Video Transmission System

In this work we investigate the transmission ofeddsequences in a typical PCS
environment such as the PACS system which is atiewsadio system with
throughput of 32 kbps. The payload of a PACS frasn80 bits per packet and the
roundtrip delay is in the order of a few tens ofliseconds suitable to simulate a low-
delay, low bandwidth video transmission systemthis work we assume a fixed
round-trip delay of 30 milliseconds. We assume refree feedback information is
available from the decoder to encoder to reporntimaber of packets lost in the form
of NACK/ACK packets.

A wireless channel simulator is used to simulatgl@gh fading channels using
the techniques as described.in Section 2.6. Tolatma slow fading wireless channel
conditions the maximum.Doppler frequency is set tdz. The simulator outputs an
error pattern corresponding to the simulated wa®lkhannel conditions.

We use the JM reference software version 9.2 asitle® codec. A non-motion
compensated error concealment process is simukttetde decoder by discarding
macroblocks that have an error until the end ofsliee regardless of the macroblock
coding mode. Several video sequences are encodeglthe baseline profile at level
3.0. The GOP structure iEPPP... with one reference frame, each sequence is
encoded for a total of 100 frames at a frame rhf@drames per second. The encoder
is modified to encode the macroblock-to-slice groupp in the PPS header and
inserted into the bit stream each time a framended with explicit FMO enabled.
Rate control is enabled and the bit rate is s@0&bps and 32 kbps for low bit rate
transmission.

3.4.2 Proposed FMO-selection strategy

The objective is to estimate the severity of chamading based on the number
of packets lost during transmission. If many paslae lost during the transmission
of the first few packets of the frame, then instehdetransmitting the lost packets,
the frame is re-encoded with FMO enabled and rsirgited to provide some error
resiliency. This is done to help the error concemiimscheme at the decoder to
minimize the degradation in visual quality duerBmsmission errors.

Initially, all frames are encoded with no FMO theased on the feedback
information, for each frame we compute the rai@g6) of the number of packets
transmitted with error to the total number of paskieansmitted. We then.compute
the average of this ratidf,) in the pastN frames including the eurrent frame. If the
average ratio is greater than a threshold, we ddtidt the channel condition is bad;
otherwise the channel condition is good statehdfchannel condition is bad because
of the high number of packets with error, the cotrfeame is re-encoded with FMO
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enabled with different number of slice groupinSice) depending on the threshold
as given in Eq 3.18. These threshold values arerm@ted by experiment and
correspond toN=2, that is the average packet error ratio of theent and the
previous frame. In anticipation of possible bunsbes the next frame is also marked
to be encoded with FMO corresponding to the nunddeslice group used in the
current frame.

N
Eavg = g Eratio,i
i=1

8. 0.05< Egyy < 0.1

4 0<Egyy < 005 (3.18)

NumSlice; 41 = {

3.4.3 Experimental Results

We encode and transmit “several video sequencesg wsdeo transmission
system and video codec settings as discussed trosee We measure the PSNR of
our proposed adaptive FMO (adFMO) selection schemmpared with videos
encoded with no FMO and 2 (FMO2), 4 (FMQO4) and 81(8) number of slice
groups respectively. The summary of PSNR is showrable 3.12.

Table'3.12Average PSNR (dB) at 20 Kbps
NoFMO | FMO2 | FMO4 | FMO8 | AdFMO
Akiyo 30.32 | 30.22|] 30.43 30.3L. 30.9%
Claire 26.83 | 27.93 2841 29.11 - 29.6/
Carphone 21.03 | 21.89| 2291 2316  23.84
Foreman| 15.42| 17.14 1780 18.74 18.94

The average PSNR gain of our propased scheme leb@@0is 0.5 dB compared
to using fixed number of slice groups. The gaifPBNR is due to the reallocation of
bits used for source coding during periods of efre@ transmission that are otherwise
allocated for FMO overheads if FMO selection is need. A plot of the channel
condition prediction, the packet errors per frame ghe level of FMO protection
assigned.to each framethe carphone sequencewsiisiragure 3.26.
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Figure 3.27Comparison of PSNR of Caprhone sequence at 20udipg different
number of FMO slice groups and the adaptive selectiethod.
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The use of FMO only during periods of burst errargl to minimize its use
during periods of error free transmission as shawfrigure 3.26 can improve the
overall PSNR. A comparison of the PSNR performancehe Carphone sequence at
20 kbps using different number of FMO slice grogpsnpared the adaptive FMO-
selection method is shown in Figure 3.27. By restrg the use of FMO only to
frames that are experiencing burst errors, sigaifiamprovements in video quality
can be obtained. But the trade-off is that the dants of the channel must be
accurately predicted from the feedback informatidfhen the channel conditions is
not accurately prediction, the frame will be enabdaethout FMO then the visual
quality of the video will-degrade because the frahave no protection against
transmission errors, moreover the effect of propageerror is severely felt. This is
illustrated Figure 3.28; for-the carphone sequeaatcg? kbps and the comparison of
PSNR plot is shown in Figure 3.29.
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carphone at 32 kbps
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Figure 3.29Camparison of PSNR of Carphone sequence at 32udipg different
number of FMO slice groups and the adaptive saectiethod.

The degradation in PSNR is'due to a small packet @r frames 25, 26 and 30
which were not accurately predicted by the propasethod, because the error ratio
is below the threshold. This small amount of packebrs can result in large visual
degradation in the current frame due to the largaber of undecodable macroblocks
and the degradation also propagations to the sdicgpdrames due to motion
prediction.

In such cases, the reconstruction quality of theoded video largely depends on the
performance of the non-motion compensated erroce&ament method.

3.4.4 ‘Summary

We have presented a feedback based FMO selectategt where the number
of FMO slice groups that will be used to encode ftiaene depends on the average
ratio of packet errors. The proposed scheme workd ¥or slow fading low
bandwidth channel conditions where the channelrere characterized as having
mare ' burst errors and less isolated random: erfe. improvement in PSNR is
mainly due to the reallocation of source coding liitat are otherwise used for error
resiliency by using FMO. Also, the proposed metdegends on the accuracy of the
channel prediction. In cases where there are herésolated errors that are cannot
be accurately predicted, the performance of thegsed scheme will depend ' more on
the error concealment method used at the decoder.



CHAPTER IV

CONCLUSION AND FUTURE WORKS
4.1 Summary and Conclusion

In this work, we present creative and practicilitsons to improve the quality
and error resiliency of transmitting compressed ewidover wireless channel
environments.

In Section 3.1, we introduce the use FMO as anreresilient tool in
H.264/AVC. Although a lot of research has been daipeut FMO, the issue of how
to suitably arrange the.macroblocks for effectr@msmission over wireless channels
still requires significant research. There is naayal framework available to analyze
the effectiveness of a particular explicit FMO mamder different application and
transmission constraints. And because of an almdstite number of possible
macroblock-to-slice group mapping permutations, ngsipractical macroblock
importance parameters can help reduce the numhbmssible mappings to those that
can theoretically improve the decoded video qualliye proposediistortion-from-
propagation measure, using both spatial and temporal infolmnatof macroblock
importance gives a more accurate assessment ofmgatance of a macroblock in
modeling the effect of error propagation and isduas a parameter for classifying
macroblocks to slice groups. A novel explicit FM®nrapping scheme is also
proposed to generate a new slice group map thathieapotential to perform better
than the initial FMO map. The proposed STI-FMO suheis shown to be more
effective in improving the video quality as comghte other explicit FMO mappings
based on spatial and temporal information alone@kas the fixed FMO mappings
available in the H.264/AVC standard.

In Section 3.2, we focus on the development ofva macroblock classification
process for explicit FMO. The problem of how toigssthe macroblocks to slice
groups to satisfy a certain criteria, for examphiave.a minimum total distortion per
slice, is also a very difficult problem to solveoiin @ computational point of view.
Exhaustive brute force minimization algorithms nmt be practical considering.the
complexity involved and the potential gains that¢ achievable. Practical and yet
effective macroblock classification schemes thatrast too computationally complex
are desirable. The proposed macroblock classificagcheme is an improvement of
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the simple interleave sorting algorithm but alsanpatationally simple and yet
effective in achieving modest gains. The proposedroblock classification scheme
uses a divide-and-conquer approach to minimize vidméance of the macroblock
importance parameter among different slice groufss has been found to be
effective in achieving modest gains in PSNR andicedy the number of undecodable
macroblocks without necessarily changing the mdookbimportance parameter, and
thus extendable to other macroblock parameterselis w

In Section 3.3, the trade-offs in using FMO'in teraf reduced coding efficiency
and overhead bits are addressed. An analysis adgbeations of the FMO seeks to
identify the primary.sources of the reduction indiog efficiency as well as the
overhead in bits. The operations of the adaptive cantrol of the H.264/AVC are
also analyzed to find ways to improve the bit alimn scheme and at the same time
taking into considerations the effect of FMO on tla&e control. Based on the
analysis, an improvement to the H.264/AVC frameetayte control are proposed and
consists of a new header bits model, an enhan@edefrcomplexity measure, an
improved target allocation and QP adjustment schdimeas been shown that the
proposed FMO-based frame layer rate control enlmects improves the PSNR
significantly and achieves the target bits moreuaaiely as compared to the current
H.264/AVC rate control specially for sequences withh motion content and at low
bit rates.

In Section 3.4, we highlight the importance of nmakijudicious use of FMO
under slow fading wireless channel environment® itlea is to maximize the use of
the bit budget by not using FMO during periods mbefree transmission, and enable
the use of FMO only when the transmission chamne&xperiencing burst errors. A
feedback based FMO mode selection scheme is propbaemakes us of a dedicated
low-bandwidth feedback channel to monitor the cledupacket error statistics. Based
on the packet error statistics the channel conitie predicted to be gooed or bad, and
a decision is made to encode the frame with FMlexaor disabled using different
number of slice groups. The proposed scheme hasfbaad to be effective for slow
fading channels characterized by long but infredjueemst errors-and small isolated
random errors. In cases where the channel predi€aits to accurately determine the
condition of the channel the performance of theppsed scheme will depend more

on the error concealment method implemented ad¢lceder.
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4.2 Future Works

The proposed methods of developing a more errdienesvideo transmission
system for wireless environments presents soménefpbssible practical solutions
that are achievable within the given transmissiad application constrains. Some
other aspects of the work can be further explosetliture studies.

The analysis and usefulness of explicit FMO mapnveless video transmission
have not been thoroughly investigated yet. We mtesesome possible alternative
ways to define a_macroblock importance parametgngubit count and distortion,
and an improved sorting method as macroblock dleagon scheme. There are many
other possible maeroblock importance parametersdha be used considering for
example, effects of error propagation, error. colmeat, macroblock coding modes,
motion vectorinformation, mation content, textw@nplexity, edge information, etc.
Some other macroblock importance parameters canuderl that takes into
consideration channel/network related parameteth sis packetization scheme and
the use of FEC or ARQ protocols. Although we hawespnted a simple framework
that uses feedback information that decides thebeunof FMO slice groups per
frame it is also possible to use feedback inforomatio dynamically change the
MBAmap each frame depending on the channel, icv sIr fast fading, conditions.
Also the method macroblock classification is stdkgely unexplored and many
classification schemes .are heuristics and compuiaty complex, ultimately the
classification scheme must depend also on netwondkagpplication constraints and
not only on the chosen macroblock importance pat@ame

The proposed rate control scheme is able to prpgemloit the weakness of the
adaptive rate control when FMO is enabled by makusg of the motion vector
difference information that is found to be corretatwith FMO. Another possible
improvement is to consider the use of the MBAmdprmation itself either in rate
control, RDO or-some other encoding decisions, lisedéhe map information directly
affects the encoding and error resilient propenig$e video encoder.

In this work -we assume some rudimentary- transmmssionstraints, fixed
packetization, fixed delay and simple point-to-pi@nansmission. Having a.complete
knowledge of the underlying transport/network comists and analyzing its effects
on FMO and rate control will be a step in the righiection in achieving a better joint

source channel error resilient video transmissier avireless channels.
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APPENDIX A

A-1 Motion Vector Difference Data from Encoded Seqgances
Table A-1.1 Motion Vector Difference Data from four video seques encoded at

different QP and different number of FMO slice grsu

Akiyo %MVD
QP NoFMO | FMO2 | FMO4 | FMO8 NoFMO | FMO2 | FMO4 | FMO8
8 14797 15273 | 15300 | 15746 0.00 3.22 3.40 6.41
16 11602 (12039 | 12163 | 12307 0.00 3.77 4.84 6.08
24 8441 9012 | 8954 || 9094 0.00 6.76 6.08 7.74
32 4310 44561 4524 | 4609 0.00 3.39 4.97 6.94
40 1489 1649.| /1653 | 1745 0.00 10.75 | 11.01 | 17.19
48 134 162 147 140 0.00 20.90 | 9.70 4.48
Carphone
QP NoFMO | FMO2 | FMO4 | FMO8 NoFMO | FMO2 | FMO4 | FMOS8
8 60552 | 65613 | 67828 | 70269 0.00 8.36 | 12.02 | 16.05
16 46192 | 48123 | 48969 | 49604 0.00 4.18 6.01 7.39
24 30549 | 32648 | 33266 | 33761 0.00 6.87 8.89 | 10.51
32 16134 | 17480 | 18161 | 18739 0.00 8.34 12.56 | 16.15
40 6636 7586 7876 8178 0.00 14.32 | 18.69 | 23.24
48 1438 1666 1693 1778 0.00 15.86 | 17.73 | 23.64
Claire
QP NoFMO | FMO2 | FMO4 | FMO8 NoFMO | FMO2 | FMO4 | FMO8
8 41561 | 44488 | 48024 | 49727 0.00 7.04 15.55 | 19.65
16 18594 | 19249 | 19372 | 19636 0.00 3.52 4.18 5.60
24 11307 | 12035 | 12212 | 12476 0.00 6.44 8.00 10.34
32 5737 6026 | 6170 | 6265 0.00 5.04 7.55 9.20
40 2283 2520 | 2561 | 2594 0.00 10.38 | 12.18 | 13.62
48 507 522 503 524 0.00 2.96 -0.79 3.35
Foreman
QP NoFMO | FMO2 | FMO4 | FMOS8 NoFMO | FMO2 | FMO4 | FMO8
8 66021 | 69069 | 71937 | 73353 0.00 4.62 8.96 11.11
16 59033 | 62042 | 64286 | 64982 0.00 5.10 8.90 10.08
24 39903 | 43760 | 44428 | 45394 0.00 9.67 11.34 | 13.76
32 20868 | 23311 | 24216 | 24407 0.00 11.71 | 16.04 | 16.96
40 10175 | 11664 | 12459 | 12900 0.00 14.63 | 22.45 | 26.78
48 2827 3642 | 4057 | 4287 0.00 28.83 | 43.51 | 51.64
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A-2 Comparison of R values at different QP and at different Rates.

Table A-2.1Comparison of Rvalues of the proposed header bits model as catpar

with (Kwon, 2007) from four video sequences encodedifferent QP and different

number of FMO slice groups.

Akiyo NoFMO FMO2 FMO4 FMO8
QP Proposed | Kwon | Proposed | Kwon | Proposed | Kwon | Proposed | Kwon
8 0.956 0.950 0.958 0.953 0.949 0.942 0.930 0.914
16 0.965 0.961 0.959 0.951 0.958 0.948 0.925 0.900
24 0.943 0.937 0.945 0.938 0.938 0.923 0.905 0.862
32 0.806 0.797 0.791 0.770 0.796 0.738 0.723 0.489
40 0.320 0.282 0.375 0.259 0.291 -0.225 0.298 -1.941
Ave 0.798 0.785 0.806 0.774 0.787 0.665 0.756 0.245
Carphone NoFMO FMO2 FMO4 FMOS8
QP Proposed | Kwon | Proposed | Kwon | Proposed | Kwon | Proposed | Kwon
8 0.909 0.820 0.915 0.818 0.920 0.843 0.923 0.850
16 0.937 0.896 0.944 0.913 0.954 0.924 0.957 0.930
24 0.947 0.931 0.950 0.927 0.948 0.941 0.950 0.939
32 0.927 0.910 0.9 0.916 0.938 0.923 0.947 0.934
40 0.866 0.853 0.875 0.858 0.896 0.876 0.909 0.879
Ave 0.917 0.882 0.922 0.887 0.931 0.901 0.937 0.907
Claire NoFMO FMO2 FMO4 FMO8
QP Proposed | Kwon | Proposed | Kwon | Proposed | Kwon | Proposed | Kwon
8 0.939 0.922 0.929 0.904 0.945 0.923 0.939 0.915
16 0.909 0.884 0.905 0.883 0.906 0.877 0.900 0.866
24 0.883 0.862 0.887 0.864 0.886 0.850 0.879 0.832
32 0.835 0.811 0.850 0.825 0.856 0.825 0.827 0.746
40 0.647 0.621 0.710 0.658 0.676 0.468 0.667 -0.190
Ave 0.843 0.820 0.856 0.827 0.854 0.789 0.842 0.634
Foreman NoFMO FMO2 FMO4 FMOS8
QP Proposed | Kwon | Proposed | Kwon | Proposed!| Kwon | Proposed | Kwon
8 0.884 0.792 0.850 0.740 0.840 0.726 0.823 0.695
16 0.854 0.758 0.812 0.701 0.835 0.727 0.817 0.726
24 0.813 0.708 0.771 0.644 0.798 0.716 0.791 0.715
32 0.639 0.520 0.677 0.543 0.667 0.590 0.691 0.625
40 0.577 0.564 0.465 0.408 0.549 0.533 0.629 0.578
Ave 0.753 0.668 0.715 0.607 0.738 0.658 0.750 0.668
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Table A-2.1Comparison of Rvalues of the proposed header bits model as caupar

with (Kwon, 2007) from four video sequences encodeddifferent Rates and

different number of FMO slice groups.

Akiyo NoFMO FMO2 FMO4 FMO8
Rate Proposed | Kwon | Proposed | Kwon | Proposed | Kwon | Proposed | Kwon
20 0.871 0.869 0.848 0.841 0.832 0.809 0.792 0.686
32 0.902 0.896 0.904 0.894 0.893 0.876 0.878 0.830
48 0.929 0.923 0.933 0.928 0.926 0.915 0.906 0.873
64 0.920 0.912 0.928 0.921 0.937 0.928 0.916 0.891
96 0.947 0.942 0.945 0.937 0.941 0.931 0.918 0.894
Carphone NoFMO FMO2 FMO4 FMO8
Rate Proposed | Kwon | Proposed | Kwon | Proposed | Kwon | Proposed | Kwon
20 0.773 0.763 0.843 0.832 0.856 0.840 0.847 0.776
32 0.832 0.823 0.878 0.861 0.849 0.828 0.832 0.792
48 0.875 0.867 0.838 0.814 0.841 0.823 0.785 0.736
64 0.909 0.903 0.888 0.867 0.872 0.854 0.843 0.808
96 0.915 0.906 0.902 0.882 0.897 0.874 0.880 0.860
Claire NoFMO FMO2 FMO4 FMOS8
Rate Proposed | Kwon | Proposed | Kwon | Proposed | Kwon | Proposed | Kwon
20 0.840 0.831 0.870 0.853 0.885 0.868 0.845 0.773
32 0.878 0.855 0.875 0.853 0.899 0.878 0.844 0.794
48 0.894 0.874 0.888 0.872 0.899 0.881 0.911 0.887
64 0.908 0.884 0.915 0.900 0.913 0.894 0.901 0.869
96 0.907 0.879 0.904 0.889 0.908 0.887 0.893 0.850
Foreman NoFMO FMO2 FMO4 FMOS8
Rate Proposed | Kwon | Proposed | Kwon | Proposed | Kwon | Proposed | Kwon
20 0.639 0.621 0.606 0.588 0.787 0.768 0.820 0.763
32 0.669 0.591 0.700 0.689 0.740 0.728 0.786 0.758
48 0.659 0.549 0.633 0.549 0.683 0.618 0.605 0.538
64 0.687 0.564 0.630 0.505 0.700 0.616 0.619 0.534
96 0.739 0.669 0.731 0.640 0.758 0.663 0.696 0.614




Table A-3.1Comparison of SNR 'with the JVT Reference Rate @bntr

SNR JVTBaseline SNR Modified Frame Layer RC JVT
Akiyo NoFMO | FMO2 | FMO4 | FMO8 | AvgSNR Akiyo NoFMO | FMO2 | FMO4 | FMO8 | AvgSNR
20 38.37 37.65 | 36.48 | 34.55 36.76 20 38.48 37.77 | 36.82 | 34.99 37.02
32 41.16 | 40.48 | 39.91 | 39.06 | 40.15 32 41.08 40.54 | 40.00 | 39.05 | 40.17
48 43.23 42,92 | 42.48 | 41.91 42.64 48 43.17 42.87 | 42.60 | 41.92 42.64
64 44,81 | 44.47 | 44.25 | 43.76 | 44.32 64 44.76 44,42 | 44.21 | 43.65 | 44.26
96 47.16 46.69 | 46.61 | 46.19 46.66 96 47.17 46.71 | 46.61 | 46.30 46.70
Claire NoFMO | FMO2 | FMO4 | FMOS8 | AvgSNR Claire NoFMO | FMO2 | FMO4 | FMO8 | AvgSNR
20 39.45 38.78 | 37.69 | 35.32 37.81 20 39.57 38.69 | 37.71 | 35.88 37.96
32 4196 | 41.41 | 40.85 | 39.72 | 40.99 32 41.89 41.34 | 40.75 | 39.85 | 40.96
48 43.95 43.49 | 43.11 | 42.54 43.27 48 43.92 4349 | 43.08 | 42.52 43.25
64 4520 | 44.89 | 44.60 | 44.17 | -44.72 64 45.20 4491 | 44.63 | 4421 | 44.74
96 46.89 | 46.67 | 46.46 | 46.22" | 46.56 96 46.91 46.70 | 46.49 | 46.25 | 46.59
Carphone | NoFMO | FMO2 | FMO4 | FMOS8 | AvgSNR Carphone | NoFMO | FMO2 | FMO4 | FMO8 | AvgSNR
20 30.31 | 29.30 | 28.44 | 26.64 | 28.67 20 30.66 | 29.83 | 29.03 | 27.44 | 29.24
32 32.73 | 31.98 | 31.33 | 30.18 | 31.56 32 32.81 32.22 | 31.69 | 30.66 | 31.84
48 3455 | 34.24 | 33.86 | 33.24 | 33.97 48 34.70 34.29 | 33.85 | 33.26 | 34.02
64 36.09 35.73 [:35.40 | 34.85 35.52 64 36.12 35.76 | 35.44 | 3494 35.56
96 38.15 | 37.86 | 37.66 | 37.34 | 37.76 96 38.14 37.89 | 37.64 | 37.36 | 37.76
Foreman | NoFMO | FMO2 | FMO4 | FMOS8 | AvgSNR Foreman | NoFMO | FMO2 | FMO4 | FMO8 | AvgSNR
20 27.88 | 26.60 | 25.15 | 23.57 | 25.80 20 29.06 27.79 | 26.61 | 24.43 | 26.97
32 31.12 29.68 |127.67 | 27.17 28.91 32 31.38 30.65 | 30.09 | 28.73 30.21
48 33.18 | 32.61 | 32.10 | 29.94 | 31.95 48 33.28 32.74 | 32.12 | 31.61 | 32.44
64 34.62 33.89 | 33.78 | 32.84 33.78 64 34.60 34.15 | 33.83 | 33.36 33.99
96 36.46 | 36.11 | 35.78 | 35.52 35.97 96 36.50 36.11 | 35.82 | 35.51 | 35.99
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Table A-3.2Comparison of SNR standard deviation with the J\éfelRence Rate Control

std SNR JVTBaseline std SNR Modified Frame Layer RC JVT
Akiyo NoFMO | FMO2 | FMO4 | FMO8 | AvgStd Akiyo NoFMO | FMO2 | FMO4 | FMOS8 | AvgStd
20 2.55 2.27 2.76 2.29 2.47 20 2.33 2.23 2.02 1.89 2.12
32 2.96 2.75 2.61 2.47 2.70 32 2.89 2.74 2.65 2.50 2.70
48 3.44 3.38 3.24 3.11 3.29 48 341 3.33 3.29 3.09 3.28
64 3.93 3.84 3.76 369 3.78 64 3.90 3.80 3.73 3.54 3.74
96 4.79 4.61 4.57 4.42 4.60 96 4.78 4.61 4.57 4.46 4.60
Claire NoFMO | FMO2 | FMO4 | FMO8 | AvgStd Claire NoFMO | FMO2 | FMO4 | FMO8 | AvgStd
20 2.22 1.77 2.08 2.81 2,22 20 1.90 1.72 1.58 1.37 1.64
32 2.52 2.38 2.24 2.30 2.36 32 2.50 2.39 2.24 2.04 2.29
48 3.14 3.02 291 2. 2485 48 3.13 3.01 291 2.72 2.94
64 3.53 3.46 3.39 3.28 3.41 64 3.52 3.45 3.38 3.26 3.40
96 4.08 4.05 3.99 3.93 4.01 96 4.08 4.04 4.00 3.91 4.01
Carphone | NoFMO | FMO2 | FMO4 | FMO8 | AvgStd Carphone | NoFMO | FMO2 | FMO4 | FMOS8 | AvgStd
20 3.77 409 | 3.75 | 3.92 3.88 20 2.69 2.68 | 2.65 | 2.79 2.70
32 3.18 3.27 3.90 4.17 3.63 32 2.95 2.93 2.84 3.07 2.95
48 3.56 3.34 3.29 3.24 3.36 48 3.12 3.22 3.18 3.25 3.19
64 3.42 3.54 3.53 3.78 3.57 64 3.39 349 3.36 3.45 3.43
96 3.77 3.84 3.84 3073 3.79 96 3.79 3.82 3.82 3.73 3.79
Foreman | NoFMO | FMO2 | FMO4 | FMO8 | AvgStd Foreman | NoFMO | FMO2 | FMO4 | FMOS8 | AvgStd
20 4.74 4.77 4.82 4.06 4.60 20 2.40 2.34 2.28 2.39 2.35
32 2.82 4.05 5.81 5%l / 4.46 32 212 1.71 1.66 2.25 1.94
48 2.20 2.35 2.71 5.42 3.17 48 1.76 1.80 2.44 1.90 1.98
64 191 3.02 2.06 3.39 2.60 64 1.96 1.94 2.00 1.96 1.96
96 2.34 2.27 2.37 2.30 2.32 96 2.33 2.26 2.31 2.34 2.31
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Table A-3.3Comparison of number of Frame skipped with the Réference Rate Control

Skip JVTBaseline Skip Modified Frame Layer RC JVT
Akiyo NoFMO | FMO2 | FMO4 | FMOS8 Total Akiyo NoFMO | FMO2 | FMO4 | FMO8 | Total
20 3 2 13 21 39 20 0 3 1 4 8
32 0 0 0 0 0 32 0 0 0 0 0
48 0 0 0 0 0 48 0 0 0 0 0
64 0 0 0 0 0 64 0 0 0 0 0
96 0 0 0 0 0 96 0 0 0 0 0
Claire NoFMO | FMO2 | FMO4 | FMOS8 | Total Claire NoFMO | FMO2 | FMO4 | FMO8 | Total
20 2 0 5 19 26 20 0 0 0 0 0
32 0 0 0 2 2 32 0 0 0 0 0
48 0 0 0 0 0 48 0 0 0 0 0
64 0 0 0 0 0 64 0 0 0 0 0
96 0 0 0 0 0 96 0 0 0 0 0
Carphone | NoFMO | FMO2 | FMO4 | FMO8 | Total Carphone | NoFMO | FMO2 | FMO4 | FMOS8 | Total
20 11 15 19 41 86 20 0 1 1 4 6
32 1 3 7 12 23 32 0 0 0 1 1
48 1 0 0 0 1 48 0 0 0 0 0
64 0 0 0 1 1 64 0 0 0 0 0
96 0 0 0 0 0 96 0 0 0 0 0
Foreman | NoFMO | FMO2 | FMO4 | FMO8 | Total Foreman | NoFMO | FMO2 | FMO4 | FMO8 | Total
20 21 30 42 50 143 20 3 3 4 8 18
32 4 12 32 20 77 32 i 0 0 1 2
48 1 1 2 20 24 48 0 0 1 3 4
64 2 2 0 4 8 64 0 0 0 1 1
96 0 0 0 0 0 96 0 0 0 0 0
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Table A-3.4Comparison-of Bit rates with the JVT Reference Fadatrol

Rate JVTBaseline Rate Modified Frame Layer RC JVT
Akiyo NoFMO | FMO2 | FMO4 | FMOS8 | AvgRate Akiyo NoFMO | FMO2 | FMO4 | FMO8 | AvgRate
20 199944 | 200296 | 201832 | 201656, 200932 20 201344 | 200304 | 199816 | 198960 | 200106
32 320160 | 319768 | 320512 | 319472 | 319978 32 319888 | 319480 | 319584 | 319816 | 319692
48 480600 | 480208 | 480088 | 480280 | 480294 48 479968 | 479592 | 480896 | 479736 | 480048
64 641728 | 640248 | 639800 | 639424 | 640300 64 641400 | 641712 | 639240 | 639768 | 640530
96 958928 | 960216 | 959224 | 960016 | 959596 96 960912 | 959408 | 962352 | 959024 | 960424
Claire | NoFMO | FMO2 | FMO4 | FMO8 | AvgRate Claire | NoFMO | FMO2 | FMO4 | FMO8 | AvgRate
20 200208 | 201008 | 201096 | 202376 | 201172 20 200296 | 199568 | 199328 | 200104 | 199824
32 320152 | 320720 | 320472 | 320984 | 320582 32 319824 | 319976 | 319688 | 319584 | 319768
48 481072 | 479384 | 479096 | 482592 | 480536 48 481288 | 480416 | 479840 | 481216 | 480690
64 639064 | 639632 | 639840 | 638864 | 639350 64 638536 | 639552 | 639800 | 639304 | 639298
96 959120 | 957880 | 959024 | 958408 | 958608 96 958560 | 958896 | 959272 | 959184 | 958978
Carphone | NoFMO | FMO2 | FMO4 | FMOS8 | AvgRate Carphone | NoFMO | FMO2 | FMO4 | FMO8 | AvgRate
20 202472 | 203496 | 203184 | 202816 | 202992 20 200288 | 200440 | 201256 | 200904 | 200722
32 322424 | 320816 | 321792 | 324176 | 322302 32 320024 | 320424 | 321328 | 321840 | 320904
48 480064 | 480400 | 481936 | 479752 | 480538 48 480480 | 480776 | 480744 | 480576 | 480644
64 640616 | 639840 | 639832 | 642920 | 640802 64 640520 | 640912 | 639976 | 640184 | 640398
96 960408 | 959392 | 960752 | 957456 | 959502 96 961048 | 961072 | 959144 | 959096 | 960090
Foreman | NoFMO | FMO2 | FMO4 | FMO8 | AvgRate Foreman | NoFMO | FMO2 | FMO4 | FMO8 | AvgRate
20 203288 | 202760 | 203880:| 203216 | 203286 20 201536 | 201632 | 201336 | 203088 | 201898
32 319880 | 319640 | 324344 | 325240 | 1322276 32 321320 | 320664 | 321920 | 321096 | 321250
48 480992 | 480160 | 486152 | 487368 | 483668 48 482264 | 480832 | 480248 | 480840 | 481046
64 641120 | 640536 | 638360 | 643480 | 640874 64 641296 | 645280 | 644696 | 644656 | 643982
96 960016 | 964664 | 958664 | 963448 | 961698 96 961736 | 967800 | 965536 | 967072 | 965536
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Table A-3.5Comparison of Rate Control Performance with JVhgstootball Sequence

JVTBaseline Modified Frame Layer RC JVT
PSNR NoFMO | FMO2 FMO4 FMOS8 Avg. PSNR NoFMO | FMO2 FMO4 FMOS8 Avg.
20 24.33 23.54 22.80 21.73 23.10 20 24.30 23.63 22.98 21.91 23.21
32 25.92 25.41 24.99 24.33 25.16 32 25.93 25.42 25.01 24.26 25.15
48 27.47 27.10 26.75 26.28 26.90 48 27.48 27.09 26.76 26.24 26.89
64 28.64 28.33 28.05 27.70 28.18 64 28.63 28.33 28.04 27.70 28.18
96 30.43 30.19 29.98 29.71 30.08 96 30.42 30.20 30.00 29.73 30.09
PSNRstd | NoFMO | FMO2 | FMO4 | FMOS8 Avg. PSNRstd | NoFMO | FMO2 | FMO4 | FMOS8 Avg.
20 0.91 1.26 1.48 1.56 1.30 20 0.86 1.01 1.07 1.18 1.03
32 0.75 0.79 0.86 0.91 0.83 32 0.73 0.77 0.82 0.95 0.82
48 0.66 0.63 0.63 0.68 0.66 48 0.63 0.61 0.66 0.72 0.66
64 0.62 0.62 0.62 0.66 0.63 64 0.63 0.60 0.58 0.64 0.61
96 0.73 0.73 0.73 0.70 0.73 96 0.72 0.75 0.78 0.64 0.72
Skip NoFMO | FMO2 | FMO4 | FMOS8 Total Skip NoFMO | FMO2 | FMO4 | FMOS8 Total
20 1 6 16 36 59 20 0 1 2 3 6
32 0 0 0 0 0 32 0 0 0 0 0
48 0 0 0 0 0 48 0 0 0 0 0
64 0 0 0 0 0 64 0 0 0 0 0
96 0 0 0 0 0 96 0 0 0 0 0
Rate NoFMO | FMO2 | FMO4 | FMOS8 Avg. Rate NoFMO | FMO2 | FMO4 | FMOS8 Avg.
20 202208 | 201000 | 201976 | 202352 | 201884 20 200032 | 199640 | 200472 | 200240 | 200096
32 319712 | 320944 | 320224 | 322184 | /320766 32 319984 | 319936 | 319496 | 319120 | 319634
48 479464 | 479456 | 479672 | 480672 | 479700 48 479088 | 479848 | 479184 | 479624 | 479436
64 639680 | 638960 | 639656 | 638608 | 639226 64 639040 | 639080 | 639592 | 641120 | 639708
96 961864 | 958864 | 960256 | 959320 | 960076 96 960128 | 960648 | 960304 | 961864 | 960736
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APPENDIX B

B-1. Comparison of Complexity measure and Generatedits for Akiyo, Claire
and Carphone and Foreman sequences, Figures B-1.Figure B-1.16
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claire QCIF at 10 fps, NoFMO,QP=24
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carphone QCIF at 10 fps, NoFMO,QP=32
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carphone QCIF at 10 fps, FMO4,QP=32
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foreman QCIF at 10 fps, FMO4,QP=32
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B-2. Comparison of PSNR with JVT Rate Control at 20kbps and 32 kbps for
Akiyo, Claire, Carphone and Foreman sequences, TablB-2.1 — Table B-2.4
Table B-2.1 Comparison of SNR for Akiyo sequence at 20 an&tgs
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Table B-2.4 Comparison of SNR for Foreman sequence at 2@arkibps
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Table B-2.5 Comparison of SNR for Football sequence at 203hkbps
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R-D curves for Akiyo
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