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CHAPTER I 

 

INTRODUCTION 

 

1.1 Motivation 

In today’s multimedia communication systems, the transmission of video over 

mobile radio channels is the most demanding in terms of bit rate and presents many 

technically challenging issues that have not been completely addressed. Robustness of 

video transmission systems through error prone environments is the one of the most 

difficult things to achieve in video communications technology. Even with state-of-

the-art compression technique, compressed video signals still require a significant 

amount of transmission bandwidth. Video coding at “low-bit rate” involves video 

compression at bit rates ranging from a few tens to a few hundreds of kilobits per 

second and is inherently a variable-rate process. Although, transmission of low 

resolution and limited motion video sequences typical in video phone applications are 

now made possible due to the developments in higher bandwidth networks such as 

UMTS (Universal Mobile Telecommunication Systems). The transmission of high 

quality video signals is still beyond the practical capacities of existing wireless 

communication networks. The demand for higher bandwidths in the wireless 

communications segment have spin-off new technologies to deliver very high speed 

data services for fixed and mobile locations such as WiMAX (Worldwide 

Interoperability for Microwave Access) and LTE (Long Term Evolution). But 

because of the hostile propagating environments inherent in wireless communication 

systems, characterized by high error rates caused by the combined effects of 

attenuation and multi-path fading, coupled with the requirements of user mobility and 

multiple access will likely reduce the throughput of any wireless communication 

system. In general, the available bandwidths over radio links will always be limited 

and low bit rates video transmissions are likely to be typical, thus achieving very high 

compression efficiency is necessary for successful video transmission in a wireless 

mobile environment. 

In order to achieve very high compression efficiencies, modern video 

compression technologies exploit both temporal and spatial redundancies in the video 
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signal. The previously encoded and reconstructed video frames are used to predict the 

next frames. This inter frame coding mechanism is combined with very efficient 

entropy coding techniques to generate highly compressed video streams. Efficient 

encoding of video signals renders the compressed bit stream highly prone to 

transmission errors. Loss of information on one frame has the potential to degrade the 

video quality of succeeding frames due to the temporal and spatial propagation of 

errors in the video sequence. This makes the compressed video signals extremely 

vulnerable to transmission errors under fading wireless channels. Although traditional 

channel coding schemes can detect and correct some errors, this often leads to 

reduced channel throughput because of the added redundant information. 

In any video transmission system there is an inherent trade-off in coding 

efficiency and error-resiliency. Because of the hostile propagation environments 

inherent in mobile radio link channels, video compression algorithms must not only 

be very efficient but error-resilient as well. Aside from the limited available bit rate, 

the most difficult issue in wireless video transmission is the error-prone characteristic 

of wireless channels. Transmission errors on mobile wireless radio channels range 

from random bit errors to frequent burst errors and high bit error rates occur during 

fading periods. Even with the use of common transmission error protection schemes 

such as FEC (Forward Error Correction) and ARQ (Automatic Repeat reQuest), 

transmission errors cannot be avoided. The design of wireless video transmission 

systems always involves a trade-off between channel coding redundancy to protect 

the bit stream and source coding redundancy to provide greater error resiliency to the 

video decoder (Girod, 2000).  

Thus successful video communication in the presence of errors requires careful 

design strategies at the encoder, decoder and other system layers. However, most 

error control schemes developed so far are pragmatic engineering solution to a 

problem at hand and are not based on a generalized framework. The trade-off in 

designing the overall transmission system chains are not yet fully understood and still 

needs further study. Ultimately, the end goal is to achieve a more generalized 

theoretical framework for joint optimization of source coding parameters, channel 

coding, transmission protocols, rate and complexity constraints that makes most 

efficient use of the limited wireless network resources. In the meantime, we are 

content to be able to achieve more modest goals. This research contributes to the 

development of an error-resilient video transmission system by making more effective 
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use of the tools available at the encoder and considering channel information to make 

more intelligent encoder decisions. 

The need for error-resilient tools at the encoder and coordinated error control 

strategies are some of the motivations in the development of the latest video coding 

standard. To date, the H.264/AVC is the best candidate codec for video 

communications because of its high coding efficiency and error robustness features. 

The H.264/AVC also known as MPEG-4 Part 10 is the latest international video 

coding standard developed by the Joint Video Team (JVT). The novel features of the 

H.264/AVC have significantly improved the coding efficiency and provide support 

for enhanced error resiliency compared to previous coding standards. Error resilient 

tools such as Flexible Macroblock Ordering (FMO), Data partitioning, Arbitrary Slice 

Ordering (ASO) and redundant slice are just some of the enhancements in the new 

standard. In this work we focus on the use of FMO for wireless video transmission. 

Using FMO allows partitioning a frame into several slices, and each slice into several 

slice groups. The standard allows full flexibility in assigning macroblocks to slice 

groups at the expense of reduced coding efficiency because of the additional overhead 

bits incurred for the slice group header bits, signaling and macroblock-to-slice group 

map information. 

In this research we develop methods on how best to use FMO for wireless video 

transmission. One approach to effectively use FMO is to classify important 

macroblocks in the video sequence and assign them to slice groups in such a way that 

loss of a particular slice during transmission will not be too detrimental to the quality 

of the decoded video. Based on temporal and spatial characteristics of the video 

sequence, we develop a suitable mapping of macroblocks to slice groups that make 

the video sequence more error resilient to transmission errors in both slow and fast 

fading wireless channel conditions compared with the predefined FMO mappings in 

H.264/AVC. In line with this, we also develop an improved sorting algorithm for 

classifying macroblocks into slice groups. The improved sorting algorithm takes into 

consideration the macroblock importance parameter that is used, either spatial or 

temporal information, then classifies the macroblocks such that the statistical 

properties of the macroblock parameter is more or less equal across all slices. 

Using FMO as an error-resilient tool also serves as a macroblock level 

interleaving tool that has the ability to stop the spatial propagation of error within the 

frame.  FMO also helps the decoder make use of the available macroblock spatial 
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information to design better error concealment algorithms. However, overhead 

incurred by using FMO becomes prohibitive at low bit rate, and judicious use of FMO 

is required to meet the target rate and still provide sufficient error resiliency. To 

improve the coding efficiency when FMO is enabled at the encoder we propose FMO-

based enhancements to the frame layer rate control of the H.264/AVC. By using a 

new header bits model, an improved frame complexity measure, target bit allocation 

and a quantization parameter (QP) adjustment scheme that takes into consideration 

the buffer fullness, available bandwidth and number of slice groups a more efficient 

frame layer bit allocation scheme is achieved compared to the existing adaptive rate 

control in H.264/AVC. 

The problem of successful video communication over wireless networks have 

been partially addressed with our proposed explicit FMO mapping strategy and 

improved sorting algorithm, combined with the proposed enhancements to the frame 

layer rate control, improvements in video quality and coding efficiency have been 

achieved. The burst error nature of the wireless channel however presents a difficult 

problem to address. Burst errors can affect consecutive packets that have the potential 

to damage several frames. At low bit rates the effects of burst errors is severe 

degradation in the decoded video quality. To address this problem we develop a 

feedback-based FMO mode selection scheme to efficiently select the frames that will 

be encoded with FMO. By making use of feedback information to predict the 

conditions of the channel a decision is made to enable FMO only to certain frames 

that are likely to suffer from burst errors. This scheme has been found to be effective 

in mitigating the effects of burst errors for low bit rate applications with certain 

wireless transmission constraints. 

The organization of the dissertation is as follows: Chapter 2 we discuss some 

basic video compression concepts, some background about the H.264/AVC video 

codec, some error resilient tools in H.264/AVC and the issues about rate control. In 

Chapter 3 we discuss the proposed techniques to make more effective use of explicit 

FMO in wireless channel environments, our proposed rate control enhancements and 

FMO selection scheme for low bandwidth systems under slow fading environments. 

In Chapter 4 we make some conclusions and recommendations for future works. 

 
 

 



 

 
CHAPTER II 

 

BACKGROUND 

 

In this chapter we give an overview of some video compression concepts and the 

latest H.264/AVC video coding standard. A discussion on the trade-offs of using 

FMO as an error-resilient tool is presented and also the importance of rate control in 

any video coding system. The characteristic of the mobile wireless channel is 

presented to provide some basic understanding of the nature of errors in fast and slow 

fading channel conditions. Finally, some discussion about wireless channel simulation 

and modeling. 

2.1 Video Compression Concepts 

One way to achieve video compression is to code each image frame using 

standard image coding scheme such as JPEG. The most common JPEG compression 

scheme is to segment the image frame into smaller units, usually into 8x8 blocks of 

samples, these are also called macroblocks. Each macroblock is transformed using 

Discrete Cosine Transform (DCT) to reduce spatial redundancy. The transform 

coefficients are then quantized; this quantization process results in some loss of 

spatial details depending on the preferred quality of the decoded picture. The amount 

of spatial detail that is retained in the decoded picture depends on a quantization 

parameter (QP) used in the quantization process. The QP also determines the desired 

level of compression, using higher QP values will result in less compression but more 

spatial detail and lower QP values will result in greater compression but degrades the 

picture quality. Afterwards, the quantized coefficients are entropy coded to reduce 

statistical redundancy. This form of coding is called INTRA-coding, since the picture 

is coded without referring to other pictures in the video sequence.  

Improved coding performance can be achieved by exploiting the large amount of 

temporal redundancy in the video content. Much of the depicted scene is essentially 

repeated in succeeding pictures with small significant change. By coding only the 

changes in the scene as compared to coding each picture separately the video content 

can be represented more efficient. The difference or change in the scene is called 

residual information, and the technique of coding only the residual information is 

called INTER-coding. The ability to use temporal redundancy to improve coding
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efficiency is what fundamentally distinguishes video compression from still-image 

compression. 

Further improvement in coding efficiency can be achieved by exploiting the 

temporal dependence in the video signal. This technique is called motion compensated 

prediction (MCP). The motivation in using MCP is that most changes in the video 

content are typically due to the motion of objects in the depicted scene relative to the 

image plane. A small amount of motion can result in a large difference in values of 

the samples in the picture. By predicting an area of the current picture from a region 

in the previous picture that is displaced by a few samples in spatial location can 

reduce the amount of residual information. The use of spatial displacement motion 

vectors to form a prediction is called motion compensation (MC). And the encoder’s 

search for the best motion vector (MV) is called motion estimation (ME). The coding 

of the resulting residual information is called MCP residual coding. The use of two 

redundancy reduction techniques using prediction and transformation leads to the 

basic design of the hybrid video encoder. The technologies applied to the 

development and design of efficient hybrid video encoders, as shown in Figure 2.1, 

form the basic building blocks of most video coding standards. 

 

 

Figure 2.1 Block Diagram of a hybrid video encoder 

 
The operations of the hybrid video encoder are described as follows. When the 
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encoder operates in the INTRA mode, each macroblock in the image is transformed 

(DCT), quantized and entropy coded. The usual entropy coding scheme uses Variable 

Length Coding (VLC), but more recent standards use Arithmetic coding. At the 

decoder, the inverse operations are performed, Variable Length Decoding (VLD), 

followed by inverse quantization and inverse transform (IDCT).  

But when the encoder operates in INTER mode, each macroblock is compared 

with the previously reconstructed frame stored in the frame memory and motion 

estimation is performed to find the best motion vector that will be used for motion 

compensation. The output of motion compensation block is a motion compensated 

prediction of each macroblock. The difference between the motion compensated 

prediction and the original macroblock is computed to generate the prediction error, 

or residual information. The residual information is encoded, quantized, and entropy 

coded together with the motion vectors as side information. At the decoder the motion 

vectors are used in motion estimation to recover the motion compensated prediction 

information and the residual information is added to reconstruct the original image. 

The subsequent improvements in motion compensated prediction are the main 

reasons for the improved coding efficiency in modern video coding standards from 

generation to generation. More sophisticated motion compensated prediction 

techniques also requires increased computational complexity. The improvements in 

motion compensated prediction that eventually found their way into the latest video 

coding standard, H.264/AVC, are fractional-sample-accurate motion compensation, 

motion vectors over picture boundaries. There are also bi-predictive, variable block 

size, multi-picture, multi-hypothesis and weighted motion compensated prediction. 

 

2.2 The H.264/AVC video coding standard 

The H.264/AVC or MPEG-4 Part 10 was recently developed by the JVT (Joint 

Video Team) consisting of experts from VCEG (Video Communication Experts 

Group) and MPEG (Moving Picture Experts Group) to improve the video 

compression of the previous standards. The H.264/AVC is conceptually divided into 

two layers, the Video Coding Layer (VCL) and the Network abstraction layer (NAL). 

The VCL is responsible for the efficient representation of the source signal achieved 

through significant improvements in the encoding process.  The design of the NAL 

allows improved network adaptation that allows seamless and easy integration of the 
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coded video signals into all current and possible future protocol and multiplex 

architecture. Thus H.264/AVC can support various applications like video 

broadcasting, video conferencing, video streaming over fixed and wireless networks, 

and over different transport protocols. 

Similar to previous standards the H.264/AVC shares the same basic building 

blocks of a hybrid video encoder as discussed in the previous section. Some of the 

main features of H.264/AVC that highlights the features of the video coding layer are 

given here. A more detail discussion of the source coding tools in H.264/AVC can be 

found in (Weigand, 2003). It should be noted that there is no single component of the 

H.264/AVC that can be attributed to the dramatic increase in coding performance. 

Rather it is due to the combination of small performance improvements in each of the 

functional components of the system.  

The improvements in the prediction method are as follows: 

• Adaptive block size for motion compensation: the standard supports more 

flexibility in the selection of motion compensation block sizes and shapes, 

with a minimum luminance motion compensation block size as small as 4x4. 

• Quarter-sample-accurate motion compensation: The H.264/AVC allows 

quarter-sample motion vector accuracy, and also further reduces the 

complexity of the interpolation process compared to previous standards. 

• Multiple Reference Picture Motion Compensation: The H.264/AVC allows the 

encoder to select among a large number of pictures that have been decoded 

and stored in the decoder for motion compensation purposes.  

• Directional spatial prediction for Intra coding: a new technique of 

extrapolating the edges of previously-decoded parts of the current picture is 

applied in regions of pictures that are Intra coded. This improves the quality of 

the prediction signal and also allows prediction from neighboring areas that 

were not coded using intra coding. 

• In-loop deblocking filter: Block-based video coding produces artifacts known 

as blocking artifacts. The artifacts can originate from both the prediction and 

residual difference coding stages of the decoding process. Application of a 

deblocking filter is a well-known method of improving the quality of the 

decoded signal. The H.264/AVC deblocking filter is brought within the 

motion-compensated prediction loop, so that the improvement in quality can 
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be used in inter-picture prediction to improve the ability to predict other 

pictures as well.  

 
Other improvements that contribute to improved coding efficiency are the 

following: 

• Small block-size transforms: the H.264/AVC design is based on 4x4 

transform, this allows the encoder to represent signals in a more locally-

adaptive fashion.  

• Short-word length transform: prior standards designed generally require that 

encoder and decoder use 32-bit processing, the H.264/AVC only requires 16-

bit arithmetic. 

• Exact-match inverse transform: In previous video coding standards, the 

transform used for representing the video was generally specified only within 

an error tolerance bound, due to the impracticality of obtaining an exact match 

to the ideal specified by the inverse transform. The H.264/AVC is the first 

standard to achieve exact equality of decoder video content from all decoders 

by using integer transforms. 

 

The robustness to data errors and losses of the H.264/AVC is enabled by the 

following error resilient tools. 

• Flexible slice structured coding: Slices provide spatially distinct 

resynchronization points within the video data for a single frame. Intra 

prediction and motion vector prediction are not allowed over slice boundaries. 

The slice sizes in H.264/AVC are highly flexible as compared to the rigid slice 

structure found in MPEG-2.  

• Flexible Macroblock Ordering (FMO): A new ability to partition the picture 

into regions called slice groups and each slice becomes an independently-

decodable subset of the slice group. When used effectively, in conjunction 

with an appropriate error concealment method, FMO can significantly enhance 

the robustness of data losses by managing the spatial relationship between 

regions that are coded in each slice.  

• Arbitrary Slice Ordering (ASO): Since each slice of a coded picture can be 

decoded independent of the other slices of the picture, the H.264/AVC design 
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enables sending and receiving the slices of the picture in any order relative to 

each other.  

• Redundant pictures: The enhance the robustness to data loss, the H.264/AVC 

design has a new ability to allow the encoder to send redundant representation 

of regions of pictures, enabling a course representation of regions of pictures 

for which the primary representation has been lost during data transmission 

• Data partitioning: Since the coded information for representation of each 

region is more important than other information for purposes of representing 

the video content, H.264/AVC allows the syntax of each slice to be separated 

into up to three different partitions for transmission.  

• SP/SI synchronization/switching pictures: A new feature in H.264/AVC 

consisting of picture types that allow exact synchronization of the decoding 

process of some decoders with an ongoing video stream produced by other 

decoders without penalizing all decoders with the loss of efficiency resulting 

from sending an Intra-coded picture. This can enable switching a decoder 

between representation of the video content that used different data rates, 

recovery from data losses or errors as well as enabling fast-forward and fast-

reverse playback functionality. 

2.3 Slice Structured Coding and Flexible Macroblock Ordering in H.264/AVC 

The basic motivation in developing FMO as an error resilient tool comes from the 

slice structured coding nature of H.264/AVC. The vulnerability of compressed video 

to transmission error comes from the use of variable length codes in entropy coding. 

The decoder relies on the length of previously decoded symbols to be able to decode 

the current symbol. If all the compressed data belonging to one frame is transmitted as 

a single data unit, then a single bit error in the bit stream can cause loss of 

synchronization in the decoder such that succeeding symbols are rendered 

undecodable until the next synchronization point. To make the compressed video 

frame more resilient to errors, the concept of slices is introduced. Slices provide 

spatially distinct resynchronization points within the frame. Slice header contains 

information about the macroblocks belonging to that slice and also contains syntactic 

and semantic resynchronization information. Thus dividing the compressed data 

within the frame into slices can stop the spatial propagation of error to within the 

slice, at the expense of overhead in slice headers, as illustrated in Figure 2.2. Also, 
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Intra prediction and inter-frame motion vector prediction is restricted to macroblocks 

belonging to the same slice, this makes each slice independently decodable from other 

slices. The concept of slices in H.264/AVC takes their most flexible and advanced 

form with the concept of flexible macroblock ordering. 

 

Figure 2.2 Effect of bit errors on compressed video stream (a) without slices headers 

(b) with slice headers. 

 

Using FMO allows mapping of macroblocks to so-called slice groups. A slice 

group itself may contain several slices; hence a slice group can be thought of as an 

entity similar to a picture consisting of slices when FMO is not used. The mapping of 

the macroblocks to slice group map is specified using the Macroblock Allocation map 

or MBAmap defined in the picture parameter set (PPS). This allows flexibility in 

encoding and transmitting macroblocks other than the normal raster scan order. The 

H.264/AVC supports seven different FMO map types; six are predefined as shown in 

Figure 2.3. For a more detailed discussion of the predefined FMO map types, see 

(Lambert, 2006). 
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Figure 2.3 Different predefined FMO map types in H.264/AVC 

 

The seventh type of FMO map (Type 6), also called the explicit FMO map type, 

allows full flexibility in assigning macroblocks to slice groups as specified in the 

MBAmap through the PPS. An example of an explicit FMO slice group map is 

illustrated in Figure 2.4, extracted from the 8th frame of Akiyo sequence. The standard 

supports a maximum of up to eight slice groups. In this research focused mainly on 

the use of explicit FMO maps, by modifying the macroblock-to-slice group maps we 

can mitigate the effects of transmission errors when transmitting video over wireless 

channels. Nevertheless, because of the non-stationary nature of errors in the wireless 

channel and because of an almost infinite number of ways to assign macroblocks to 

slice groups, the issue of designing appropriate macroblock-to-slice group map for 

purposes of being more error resilient still remains an active research area. 

 

 
Figure 2.4 Example of explicit FMO slice group with eight slice groups 

 

One approach to designing appropriate macroblock-to-slice group maps is to 

specify an importance parameter to a macroblock. Once an importance parameter is 
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defined, macroblocks can then be assigned to slice groups by a classification process 

using the chosen macroblock parameter. Many previous works have investigated on 

how to quantify different macroblock importance parameters. In (J.Lie, 2005), the 

error sensitivity of a macroblock is determined by computing a macroblock PSNR 

parameter. In (Dhondt, 2006), a macroblock impact factor is computed that depends 

on some information from the used pixels. In (N.Thomos, 2005), a distortion measure 

based on the mean square error of the original and reconstructed pixels are used. In 

(Im, 2005), a macroblock importance factor is computed based on two distortion 

measures, a distortion of the coded macroblock and a distortion if the macroblock is 

lost and concealed. In (Hantanong, 2005), the macroblock coded bit-count has been 

used as an indicator of macroblock importance derived from the spatial characteristics 

of the video sequence. In (Panyavaraporn, 2007), a distortion-from-concealment 

measure is used as an importance indicator derived from the temporal characteristics 

of the video. In this work we demonstrate the use of combined spatial and temporal 

indicators of macroblock importance to generate explicit FMO slice group maps for 

H.264/AVC wireless video transmission that works better than the predefined FMO 

map types. We also introduce the concept of remapping an initial macroblock-to-slice 

group map to obtain better performance from an error-concealment point of view.  

The other aspect of using explicit FMO, aside from the importance parameter, is 

the macroblock classification process. Methods of classifying the importance of 

macroblocks have not yet been thoroughly investigated. Different methods have been 

used with varying degrees of complexity. In (Hantanong, 2005) and (Panyavaraporn, 

2007) a simple interleave sorting method is used; the idea is to simply spread the 

seemingly important macroblocks to different slice groups. In (Thomos, 2005), 

dynamic programming technique is used while (Lie, 2005), (Dhondt, 2006), and (Im, 

2005) uses heuristic classification methods. In this work, without adding too much 

complexity we propose an improved sorting algorithm that makes a conscious effort 

to minimize the variations in the statistics of the chosen macroblock parameter. We 

show that by modifying the classification process modest quality improvements can 

be achieved. 

The advantages of slice structured coding and utilizing a highly flexible 

macroblock interleaving tool such as FMO to improve error resiliency however comes 

with certain trade-offs. The main trade-off in using FMO is reduced coding efficiency 

and increased overhead bits. For purposes of error-resiliency, the macroblocks-to-

slice grouping can be arranged such that macroblocks belonging to the same slice 

group are spatially scattered across the frame. This not only helps in limiting the 

effect of spatial error propagation but can also help improve error concealment by 

maximizing the number of macroblocks that are available for interpolation. Having a 
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scattered macroblock arrangement within the frame reduces coding efficiency for 

several reasons: 

• Using FMO disables Intra- and Inter- prediction across slice boundaries, the 

motion vectors are restricted in a way that they refer only to decoded 

macroblocks in the same slice. Therefore, there is loss of coding efficiency 

due to constrained or dispersed search space. 

• If the MBA map is allowed to change every frame, then a PPS header must be 

constructed and inserted to the bit stream. This result in increased overhead 

bits due to slice headers and PPS bits, therefore reducing the bits allocated for 

texture information. 

• Efficiency of the entropy coding is reduced because FMO resets the codeword 

context, in case of Context Adaptive Binary Arithmetic Coding (CABAC) and 

Context Adaptive Variable Length Coding (CAVLC) at each slice. 

 

Another important trade-off of using FMO that is significant with our research is 

the effect on motion vector encoding. Motion vectors of neighboring macroblocks are 

often correlated because object motion may extend over large regions of a frame. 

Video encoders exploit this correlation by encoding only the difference of the actual 

motion vector and motion vector prediction from the available neighboring 

macroblocks. But using FMO changes the encoding order of macroblocks. This 

reordering has an effect on the number macroblocks that will be available for motion 

vector prediction. If FMO is not used macroblock encoding follows a normal raster 

scan ordering starting from the upper leftmost macroblock then proceeding from left 

to right, then top to bottom. In most cases each macroblock (X) would have three 

neighboring macroblocks (A, B and C) available for motion vector prediction as 

shown in Figure 2.5. Because macroblocks A, B and C are already encoded before 

macroblock X, the neighboring motion vectors can be used to reduce the bits needed 

to encode the motion vector of macroblock X. The difference between the prediction 

and the actual motion vector, the motion vector difference, is encoded and transmitted. 

 

 
Figure 2.5 The motion vector for macroblock X is predicted from neighboring 

macroblocks A, B and C  

 



 

The trade-off of reduced coding efficiency and increased overhead bits in using 
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Figure 2.6 Illustration of a Rate Control for H.264/AVC Video Encoder
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An illustration of the rate control for H.264/AVC is shown in Figure 2.6. The rate 

of the compressed video is controlled by estimating the complexity of the frame and 

adjusting the QP parameter to achieve the desired rate. The QP must be dynamically 

adjusted such that the bit rate and the demanded rate and the same. 

With the progress of video coding standardization and various video applications, 

extensive studies on different implementations of rate control have been done. The 

operations of the rate control are not specified in the standards so flexibility in 

implementing efficient rate control algorithms are left to the designers. The video 

standards group only issues non-normative guidance to aid in its implementation 

because it has become an essential component of any video encoding system. The 

performance of the rate-control algorithms to determine the optimal encoder 

parameters and at the same time satisfy the given application and transmission 

constraints has a large impact on the resulting video quality. A properly designed rate 

control algorithm can efficiently enhance the rate-distortion performance of the video 

coding system. Because of the importance of the rate control algorithm in the 

operation of the video encoder, we are motivated to improve the existing rate control 

algorithm in H.264/AVC in combination with FMO and wireless channel information. 

The challenge in rate control is to determine a combination of suitable encoding 

parameters, such as quantization step size, macroblock mode, motion search, etc., that 

achieves the best overall video quality and at the same time satisfying the network and 

application constraints. Block-based hybrid video encoding schemes such as 

H.264/AVC achieve compression not only by removing truly redundant information 

but also by making small quality compromises in ways that are intended to be 

minimally perceptible. In particular, the quantization parameter (QP) regulates how 

much spatial detail is saved. When QP is very small almost all of the detail is retained. 

As QP is increased, some of that detail is aggregated so that the bit rate drops, but at 

the expense of increased distortion and some loss of quality. The rate and distortion 

relationship of a particular input picture is illustrated in Figure 2.7, lowering the bit 

rate can be achieved by increasing QP at the cost of increased distortion. The figure 

also illustrates that the rate-distortion relationship varies depending on the source 

complexity. The rate control algorithm also takes into consideration the buffer 

fullness, the available channel bandwidth and the video frame complexity in 

determining QP. 
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Figure 2.7 Rate and Distortion relationship of hybrid video encoders 

 
To achieve good video quality, one approach in rate control algorithms is to use 

mathematical modeling of the source statistics combined with rate-distortion 

optimization techniques to find the optimal quantizer that satisfies the given 

constraints (Ortega, 1994). In the H.264/AVC the assumption is that the source 

statistics follow a Laplacian distribution (Chiang, 1997) and apply Lagrange 

optimization techniques to find the optimal or nearly-optimal bit allocation for each 

frame or macroblock. One difficulty in this method is the computational complexity 

involved in finding the optimal solutions. With information such as current buffer 

fullness, frame complexity, bandwidth, coding mode, etc. mathematical formulas are 

used to determine the quantization parameter for rate control. 

 

2.5 Rate Control in H.264/AVC 

The H.264/AVC has adopted some new coding techniques such as rate-distortion 

(R-D) optimized motion estimation and mode decision, also called RDO, with various 

intra- and inter-prediction modes and support for multiple reference frames have 

significantly increases coding efficiency. This also makes the H.264/AVC rate control 

more complicated. In the H.264/AVC rate control, the quantization parameter is used 

in both the rate control algorithm and the RDO process. To perform RDO for each 

macroblock in the current frame a QP must first be determined for each macroblock 

by using the mean absolute difference (MAD) of the current frame or macroblock. 

However, the MAD of the current frame or macroblock is only available after the 

RDO process. The inter-dependency between RDO and rate control creates a “chicken 

and egg” dilemma (Li, 2003), and makes the H.264/AVC rate control more 
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challenging and more complicated than previous standards. 

The H.264/AVC rate control uses a fluid flow traffic model and linear tracking 

theory to compute the target bits. The frame complexity, measured in terms of MAD, 

of the current frame is computed by using a linear MAD model from the previous 

frames to solve the “chicken and egg” dilemma. A quadratic rate-distortion model is 

used to compute the quantization parameter for RDO of each frame or macroblock.  

A brief overview of the operations of the rate control as described in (Li, 2003) is 

presented here. The main objective of the adaptive rate control in the H.264/AVC is to 

compute the target bits and map the target bits to an appropriate QP. The adaptive rate 

control consists of three interrelated components. 

1. GOP level rate control. Calculate the available bits for the remaining frames 

in the GOP and initialize the QP of the first Intra and Inter frame of the GOP.  

2. Frame level rate control. The quantization step Qstep is computed using the 

quadratic rate model (Chiang, 1997) and then used to perform Rate Distortion 

Optimization (RDO) (Weigand, 2003) for each macroblock in the frame. The 

quadratic rate model is given by Eq. 2.1. 
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Where h is the number of bits for header and motion vectors, a1 and a2 are 

model parameters estimated by linear regression and S is the mean absolute 

difference (MAD) of the current stored picture which is predicted by a linear 

model according to the actual MAD of previous stored picture given by Eq. 

2.2. 
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Where b1 and b2 are the model parameters updated by linear regression. The 

corresponding QP is then calculated according to Qstep. Afterwards the number 

of frames that need to be skipped is calculated to meet the target rate. 

3. Basic Unit level rate control. Operates in the same way as the frame level 

rate control. The basic unit is defined as a picture, slice, macroblock row or a 

set of macroblocks. A linear model is used to predict the mean absolute 

difference (MAD) of the current basic unit in the frame and a quadratic R-D 

model is used to calculate the QP which is used for RDO in the basic unit. The 

basic unit rate control is used to obtain a good trade-off in video quality and 
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bit rate. 

 
The design of the adaptive rate control in the JM reference software still has 

some room for improvement in terms of better buffer managements and better frame 

complexity measures. The computation of the target bits relies on estimation of the 

frame complexity using a linear MAD prediction, from Eq. 2.2, of the previous 

frames. Since the prediction does not consider the complexity of the current frame, 

more often the MAD is not an accurate estimate of the frame complexity especially in 

complex sequences containing a lot of motion. The mapping of the target bits to the 

frame QP uses a quadratic model; and the number of bits allocated for texture depends 

on the computed target bits and the average header bits used in the previous frames. 

For low-bit rate applications and complex sequences the target bits and header bits are 

not accurately predicted, thus the resulting QP assignment for the current frame may 

not be optimal. Also the design of the rate control does not consider the overhead of 

using FMO; so whenever FMO is enabled the adaptive rate control cannot accurately 

meet the target bits. 

Many studies have been done to improve the existing adaptive rate control in 

H.264/AVC but very few have addressed the issues associated with FMO and rate 

control. In (Wu, 2006), the optimal frame selection of using FMO is based on a rate-

distortion analysis and rate constraints, but implemented with constant QP and 

variable rate. In (Ha, 2009), bit rate reduction is accomplished by classifying 

macroblocks into two slice groups with similar transform coefficient distributions, 

this however limits the usefulness of FMO to only two slice groups. In (Kannue, 

2008), FMO is used to classify macroblocks according to a region of interest and 

assigns different QP to different slice groups. The approach taken in the studies 

mentioned modifies the FMO map to minimize the over head in bits; the rate control 

essentially remains the same.  

In this work we propose enhancements to the H.264/AVC frame layer rate 

control regardless of the FMO mapping, using the explicit FMO map type, to better 

control the rate when FMO is enabled. The approach is similar to other studies that 

improve the H.264/AVC rate control. Several researches have been done to improve 

the frame complexity measure and QP adjustments to improve the rate control. In 

(Lee, 2006), (Jiang, 2005) and (Jiang, 2004) for example, enhancements to the 

existing MAD-based frame complexity have been proposed combined with QP 
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adjustment schemes to improve the frame layer H.264/AVC rate control. In (Kwon, 

2007), a header bits model is proposed to better estimate the header bits for rate 

control.  

The approach that we have taken combines several concepts from previous 

studies in improving the rate control and also considers extension to FMO related 

issues. The proposed improvements to the frame layer rate control of H.264/AVC are 

improved bit allocation by modifying the target bit using frame complexity measure, 

enhance the existing MAD complexity measure, a new header bits model and 

adjustment of QP with FMO considerations. 

2.6 Wireless Channel Characteristics 

In this section some important radio channel parameters are presented. The 

understanding of these parameters is essential to the understanding of the 

characteristics of the wireless channel.  

2.6.1 Time Delay Spread and Coherence Bandwidth 

The two parameters that are often used to characterize multipath wireless 

channels are the time delay spread and the coherence bandwidth. The time delay 

spread, Tdelay, is a measure of the length of the impulse response for the multipath 

wireless channel. Time delay spread leads to inter-symbol interference (ISI) and 

degrades the performance of the wireless communication system. One way to define 

the impulse response of a multipath wireless channel is by its maximum time delay 

spread, TD,max, defined as the range of delays over which the delay peaks of the 

channel power delay profile is not less than 30 dB from the peak of the first received 

pulse (Ngan, 2001). An illustration of a typical power delay profile of an indoor 

wireless channel showing the maximum time delay spread is shown in Figure 2.8.  
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Figure 2.8 Maximum time delay spread of a typical indoor wireless channel 

 
As a measure of fading correlation between frequencies, the coherence bandwidth 

is directly related to the time delay spread. For an exponentially distributed delay 

spread power profile, the coherence bandwidth is given as in Eq. 2.3 

delay
coherence T

B
π2

1=                                                       (2.3) 

Two frequencies lying within the coherence bandwidth are likely to experience 

correlated fading. Such a channel is frequency non-selective and all frequency 

components are subject to the same attenuation, phase shift and time delay. 

Narrowband wireless channels are usually characterized as a frequency non-selective 

channel, the bandwidth of the channel is sufficiently narrow that its frequency 

response can be considered “flat” or non-selective. It also implies that bandwidth of 

the transmitted signal is less than the coherence bandwidth of the channel.  

On the other hand if two frequencies are separated by more than the coherence 

bandwidth, they are affected differently by the channel. When the coherence 

bandwidth is small compared to the bandwidth of the transmitted signal, the channel 

is frequency selective. This is usually the case for wideband communications systems 

where the signal bandwidth significantly exceeds the channels coherence bandwidth. 

2.6.2 Fading, Coherence Time and Doppler Spread 

Fading refers to the deviation in attenuation experienced by a carrier-modulated 

TDmax 
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signal across a certain propagation media. The fading may vary with time, position 

and frequency and is usually modeled as a random process. A fading channel is a 

communication channel that experiences fading. In wireless systems, fading can be 

due to multi-path propagation referred to as multi-path fading or due to shadowing of 

obstacles affecting wave propagation referred to as shadow fading. In a typical indoor 

wireless environment, signal reflections create multiply signal paths from the 

transmitter to receiver. Superposition of the received signal traversing different paths 

can lead to destructive interference causing multi-path induced fading. 

Slow and fast fading refers to the rate at which the magnitude and phase change 

imposed by the channel on the signal changes and is related to the coherence time. 

Coherence time is a measure of the minimum time required for the magnitude change 

of the channel to become uncorrelated from its previous value. Slow fading arises 

when the coherence time of the channel is relatively large compared to the delay 

constraints of the channel such that that amplitude and phase change imposed by the 

channel is roughly constant over the period of use. Fast fading occurs when the 

coherence time of the channel is small relative to the delay constraints of the channel; 

in this case the amplitude and phase change imposed by the channel varies 

considerably over the period of use. 

 Another channel phenomena associated with wireless communications is the 

doppler spread. Doppler spread may be interpreted as the measure of the variation of 

the shift in carrier frequency, or the measure of the rate at which the channel changes. 

Small doppler spreads imply a large coherence time, Tcoherence, or a slowly changing 

channel. Wireless channel characterized by small Doppler shifts (0.3 – 6.1 Hz) are 

often called slow fading channels. If the wireless communication channel symbol 

duration, Tsymbol, is large compared to the coherence time then the channel is subject to 

fast fading. 

The change in the carrier frequency because of the doppler spread (or Doppler 

shift) is mainly due to the mobility of the receiver relative to the transmitter. A fast 

moving receiver, mobile user in a car, or train, will experience high doppler frequency 

shifts and hence subject to fast fading channel conditions. While a slow moving 

receiver, walking or in an elevator, are usually subject to slow fading channel 

conditions. 
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2.6.3 Wireless Channel Simulator 

Wireless channel measurements under different possible environments can be 

difficult and time consuming. However, a wireless channel can be reasonably 

modeled using a multipath Rayleigh fading model. The effects of the channel under 

different environments can then be easily studied through computer simulations by 

varying the appropriate parameters. An example of the wireless channel simulator that 

can be used for this purpose is described in (Chen, 1995) with the block diagram as 

shown in Figure 2.9.  

 

 

Figure 2.9 Schematic of the wireless channel simulator 

 
The parameters that can be changed in the simulator are the maximum doppler 

frequency (fD), the propagation power delay profile (modeled as n-rays with different 

inter-path delay and power), signal power and antenna diversity. The data rate is fixed 

at 256 kbps. A coherent receiver, with optimal symbol timing recovery and perfect 

carrier recovery is assumed. An ideal maximal ratio combiner for antenna diversity 

combining is used.  

The wireless channel simulator is used to study the average bit-error rates (BER) 

at different signal-to-noise ratios (SNR) ranging from 17 to 25 dB, and the effects of 

different Doppler frequencies (fD = 1Hz, 2Hz, 5Hz, 16Hz and 40Hz),  inter-path delay 

(τ=0, T/16, T/8 and T/4) and diversity (no diversity, two-branch and three-branch) are 

investigated.  

The inter-path delay is due to the different distances traveled (multi-path) by the 

scattered rays received at the receiver. The effect of this delay is to increase the spread 

of the channel impulse response which leads to increased ISI and hence increases the 

BER as τ is increased from 0 (flat fading) to τ = T, where T is the symbol duration, as 
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can be seen in Figure 2.10. One way to decrease the BER at a given inter-path delay is 

to increase the transmitted signal power as measure by the SNR. In Figure 2.10, 

increasing the SNR at τ = T/4, T/8 and T/16 decreases the BER. Increasing the signal 

power also has limited effect for a certain value of τ. For example, in Figure 2.10 at τ 

= T/2 and T, increasing the SNR does not significantly reduce the BER, this operating 

point is called irreducible BER.  

 

 
Figure 2.10 Effect of inter-path delay and SNR on BER 

 
One way to improve the BER when τ is at the point of having an irreducible BER 

even at increased SNR is to increase the diversity of the antenna. Increasing the 

number of receiver antennae that are spaced at a certain distance apart (antenna array) 

from each other is a well-known technique (space diversity combining) to combat the 

effects of multi-path fading. In the absence of antenna diversity, only one antenna at 

the receiver, the rate of fading is highly dependent on the doppler frequency. If there 

is more than one antenna at the receiver, the received signal strength at different 

antennae is relatively uncorrelated. The probability that the signals received in the 

antenna array being under fade decreases as the number of antenna in the array 

increases. A maximal ratio combining of the different signals received at the antenna 

array is a good strategy to reduce the BER. The BER of an N-array antenna (diversity 

N) is of the order (Pe)
N, where Pe is the BER of one antenna. The effect of increasing 

the antenna diversity on the BER at τ = T/4 is shown in Figure 2.11.  
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Figure 2.11 Effect of antenna diversity on BER 

 
The burst error nature of the wireless channel is related to the characteristic of the 

fading signal envelop. The level crossing rate (LCR) is the rate where the fading 

signal crosses a specified threshold L in a positive going direction. TnLCR /= , 

where n is the number of fades and T is the duration of the fade as illustrated in Figure 

2.12. The average duration of fade (ADF) is a measure of the average amount of time 

the fading signal stays below a certain threshold L, ∑
=

=
n

i
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Figure 2.12 Average duration of fade (ADF) and Level crossing rate (LCR) 

 
The average BER is proportional to the product of the ADF and LCR at a given 

power level. The ADF is inversely proportional to the Doppler frequency fD, as 

illustrated in Figure 2.13, at different antenna diversity. On the other hand, the LCR is 

directly proportional to fD, as illustrated in Figure 2.14, at different antenna diversity. 
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Figure 2.13 Effect of Doppler frequency fD on ADF 

 

 
Figure 2.14 Effect of Doppler frequency fD on the frequency of error burst 

 
Hence at a given power level, it is possible that fD has no effect on the BER. 

However since the ADF corresponds to the length of burst errors and the LCR 

corresponds to the frequency of the burst, the Doppler frequency plays an important 

role in understanding the nature of errors in wireless channels. For small values of fD, 

slow fading channel (slow moving receivers), the frequency of the fades are lower but 

the duration of the fades are longer. Thus error burst does not occur frequently in slow 

fading channel conditions but the errors burst have very long durations. For high 

values of fD, fast fading channel (fast moving receivers), error burst occur more 

frequently but the duration of the error bursts are shorter. These effects are illustrated 

in Figure 2.13 and Figure 2.14, the figures also shows that increasing the antenna 

diversity can help reduce the number of times that the channel is under fade.  
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2.6.4 Wireless Channel Prediction and Markov Modeling 

Channel models have been extensively used in communication systems, for 

example to analyze the performance of link-layer protocols, and many different 

models have been used to describe the burst error nature of the wireless channel. To 

obtain accurate channel models requires significant computational complexity to 

capture the non-stationary characteristics inherent in wireless fading channels. Such 

models may not be suitable for low bandwidth and low-delay applications. The two-

state Gilbert model is a tractable channel model have been used extensively and 

successfully in predicting channel condition in a number of different applications.  

For this research we will use a two-state Markov model that is a simplified 

Gilbert-Elliot (Gilbert, 1960) channel model at the packet level; this model has been 

shown to be sufficient in modeling the burst nature of packet errors (Zorzi, 1996) 

(Aramvith, 2002). The model has two states, a good state (G) and a bad state (B) as 

shown in Figure 2.15. If the channel is in the good state, it is assumed that a packet 

can be transmitted successfully, and when the channel is in the bad state, a transmitted 

packet will experience some errors. 
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Figure 2.15 Two-state Markov model of wireless channel 

 
The channel state-transition probability matrix (P) for this model is computed 

using Eq. 2.4, where P00, P01, P10 and P11 are the state transition probabilities. 
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From (Zorzi, 1997), the state transition probabilities, P01 and P10, can be derived 

from the burst statistics of the channel, as in Eq. 2.5.  The assumption is that the 

channel follows a Markov process having geometric distributions of run lengths error-

bursts with mean 1/ P10. 
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In Eq. 2.5, M is the mean burst length in packets and PER is the packet error rate. 
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The packet error rate and mean burst length be computed from the error pattern 

generated by the wireless channel simulator, in order to model the burst error nature 

of channels with memory. 

From the transition state probability matrix and the given initial state, with initial 

state probability (S0), we can calculate the expected channel throughput, i.e. the 

average probability of successful transmission in the next k packets according to the 

method in (Howard, 1971). The channel state probabilities (Sk) at any discrete time 

interval k can be calculate from the initial state probability and the transition 

probability matrix as given by Eq. 2.6. S� = S� ∗ P�       (2.6) S� = �π�	 π��
 = S� ∗ P� 
 

Where S0 = [1 0], if the channel initial state is good and S0 = [0 1] if the channel 

initial state is bad. The probability that the channel is in the good and bad state after k 

time interval is given by πk1 and πk0 respectively. The expected channel throughput 

(pk) in the next k packet interval can be computed by Eq. 2.7.  
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CHAPTER III 

 

Error Resilient Video Coding in H.264 for Wireless Video Transmission  

 

In this work, we propose more efficient use of encoding tools available in the 

H.264.AVC encoder to improve error resiliency in wireless video transmission. 

Furthermore, the adaptive rate control is improved to minimize the impact of rate 

overhead.  

We investigate the use of the explicit FMO as an error resilient tool in 

H.264/AVC for wireless video transmission. By exploiting the location of the 

macroblocks in the slice group, we compute a distortion-from-propagation measure as 

an indicator of macroblock importance. This macroblock importance parameter is 

based on the spatial and temporal characteristics of the video sequence, and 

introduces the idea of remapping an initial slice group map. Using a simple interleave 

sorting algorithm we generate explicit macroblock-to-slice group maps for FMO 

(STI-FMO) that is effective for wireless video transmissions. We also propose 

improvements to the macroblock classification process by adopting an improved 

sorting algorithm that minimizes the variance of a chosen macroblock parameter. 

We propose enhancement to the H.264/AVC adaptive frame layer rate control 

that takes into consideration the trade-off associated with using explicit FMO. Also, a 

feedback based FMO selection scheme is investigated to make use of channel 

information in deciding the amount of FMO protection for a particular frame. 

3.1 Spatial-Temporal Indicator for Explicit FMO (STI-FM O) in H.264/AVC 

In this study we extend the previous works on FMO to propose a novel method, 

the STI-FMO (Cajote, 2007) that combines spatial and temporal indicators of 

macroblock importance. The method is based on the idea that if we have an initial 

macroblock-to-slice group map we can generate another slice group map that will 

have a lower distortion-from-concealment error. From an initial macroblock-to-slice 

group map a new distortion-from-propagation measure is computed using three 

parameters: 1) the individual distortion-from-concealment error of that macroblock, 2) 

the distortion-from-concealment error of the macroblocks in the same slice group and 

3) the estimated probability that a macroblock will have an error within the slice. 
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Previous works on explicit FMO have investigated the use of the macroblock 

coded bit-count as a spatial indicator of macroblock importance (Hantanong, 2005) 

(Aramvith, 2006). Another indicator that was studied is based on the temporal 

characteristic of the video and on the error concealment method used at the decoder 

(Panyavaraporn, 2007). Hence, we call it as a distortion-from-concealment error, or 

simply distortion measure. This distortion measure and the bit-count measure will be 

used to derive a new macroblock importance parameter. 

3.1.1 Effect of errors on FMO slice groups 

In the current implementation of the H.264/AVC reference software that we used 

(JM 9.2); in using the explicit type of FMO we can only specify the assignment of a 

macroblock to a slice group. We cannot specify the order of the macroblock within 

the slice group; the current implementation of the encoder specifies that the 

macroblock within a slice must be arranged in ascending order of macroblock address 

(Wenger, 2002). The order of slice group transmission by default always starts with 

slice group 0, unless arbitrary slice group ordering (ASO) is specified. This 

information is useful in understanding the effect of error propagation in a slice when 

FMO is used.  

Compressed video becomes vulnerable to transmission errors because of variable 

length coding. The operations of the encoder and decoder must be synchronized to 

successfully decode the bit stream. The decoder relies on the length of previously 

decoded symbols to decode the current symbol. A single bit error in the bit stream can 

cause loss of synchronization in the decoder such that succeeding symbols until the 

end of the slice will be in error. The decoder will regain synchronization at the 

beginning of the next slice, because a slice header is designed as a synchronization 

point. This has the effect of having a burst error, affecting several macroblocks due to 

a single bit error in the bit stream. Since we cannot control the arrangement of the 

macroblocks with the slice, we can only characterize its effect on error propagation. 

And effect of error propagation within a slice makes the macroblock at the beginning 

of the slice more important than the macroblock at the end of the slice. 

3.1.2 Limitations of Bit-Count and Distortion Measure for Explicit FMO 

In the previous works that use bit-count and distortion measure, the effect of error 

propagation within the slice has not yet been considered. Using bit-count and 

distortion measure for explicit FMO uses a two-pass encoding process. In the first 
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pass encoding, the video sequence is encoded without FMO and the bit-count and 

distortion measure of each macroblock is computed. The bit-count is the number of 

header and texture bits used to encode the macroblock, while the distortion depends 

on the type of error concealment used at the decoder. If we assume a non-motion 

compensated error concealment method is used at the decoder then the co-located 

macroblocks in the previous frame will be used as the reconstructed pixel value of the 

concealed macroblock in the current frame. During the decoding process of each 

macroblock, if a macroblock is in error or is undecodable it will be concealed using 

the co-located macroblock in the previous frame. The distortion incurred by error 

concealment, DCE, is computed based on the sum of absolute difference (SAD) using 

Eq. 3.1. 

( ) ( )
( )
∑

∈
−−=

Lyx
kkCE yxfyxfD

,
1 ,,     (3.1) 

In Eq. 3.1, frame k and k-1 are the current and previous frame, f(x,y) is the 

reconstructed pixel value at the coordinate (x,y) and L is area of the damaged MB. 

The macroblocks with high bit count and high distortion values are classified as 

important macroblocks. A simple interleave sorting method is used to assign the 

macroblocks to slice groups. The macroblocks are sorted in descending order 

according to their bit count of distortion measure, and then macroblocks are assigned 

to different slice groups following the order of the sorted list. This is to spread the 

important macroblocks to different slice groups. 

To illustrate the limitations when we do not consider the effect of error 

propagation, the distortion data for the 6th frame of Akiyo sequence is shown in 

Figure 3.16 for example.  

0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 623 1118 566 0 0 0 0 

0 0 0 12 1485 2305 1032 5 0 0 0 

0 0 0 4 4228 3362 1627 283 3 0 0 

0 0 0 0 1018 3363 1159 358 0 0 0 

0 0 0 337 863 2868 2208 808 980 3 0 

0 1 566 15 318 1589 1216 495 204 702 0 

0 126 533 277 227 1573 782 607 250 929 0 

0 156 542 151 6 753 1313 695 1127 332 0 

Figure 3.16 Distortion measure, 6th frame of Akiyo sequence 

 



32 

 
Applying interleave sorting method to the distortion data in Figure 3.16, the 

resulting macroblock-to-slice group assignment is shown in Figure 3.17. In can be 

seen that although macroblock address 37 has the highest distortion measure (DCE = 

4228 in Figure 3.16) and is assigned to slice group 0, but because of the ascending 

order of macroblock address in the slice the macroblock with the highest distortion 

measure is the 5th macroblock in the slice. As a consequence, macroblock with 

address 4, 12, 23 and 36 are now more important than MB 37, because an error in 

these MBs can propagate until the end of the slice. This is also the case for the MB 

address 49 (DCE = 3363) and MB address 38 (DCE = 3362).  

Slice group Macroblocks 

0 4 12 23 36 37 42 48 51 54 74 82 87 95 

1 5 13 15 24 26 41 43 49 55 58 63 88 89 

2 6 14 30 38 44 56 64 84 86 91 94 97 98 

3 7 17 18 31 45 57 59 60 67 70 72 78 

4 0 8 19 27 32 40 46 50 62 65 68 69 

5 1 9 20 25 33 47 61 66 80 83 90 96 

6 2 10 16 21 34 39 52 76 79 85 92 93 

7 3 11 22 28 29 35 53 71 73 75 77 81 

Figure 3.17 Macroblock-to-slice group assignment, 6th frame of Akiyo 

 

3.1.3 Combining Spatial and Temporal Indicators 

The previous method, that uses bit-count and distortion measure, relies only on 

the individual characteristics of the macroblock and does not consider the effect of 

error propagation in a slice. In order to consider the effect of error propagation, we 

need to consider the location of the macroblock within the slice group and use this 

added information in computing a new distortion-from-propagation measure. The 

location of the macroblock within a slice is determined by an initial macroblock-to-

slice group mapping, which can be derived using either bit-count or distortion 

measure. For this work we used as our initial map the slice group mapping derived 

from the distortion measure. The bit-count information, which is our spatial indicator, 

is used as a means to estimate the probability that a macroblock will be in error during 

transmission. These new set of information, the location of a macroblock in a slice 

group and the probability of error of a macroblock, are combined with the distortion 

measure of the macroblock within a slice group, to compute the distortion-from-
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propagation measure and uses both spatial and temporal information, and is the 

macroblock importance parameter for the STI-FMO method. 

3.1.3.1. Using the Initial Slice map 

Because the encoder by default will arrange the macroblock within a slice in 

increasing macroblock address and considering the effect of error propagation on 

variable-length codes, the perceived importance of a macroblock now changes when it 

becomes a member of a slice group. The importance of a macroblock does not solely 

depend on the individual characteristics of a macroblock, such as bit-count or 

distortion, but on other macroblock in the same slice group. By first using an initial 

macroblock-to-slice group map, we can now determine a more accurate distortion-

from-concealment error of a particular macroblock by taking into consideration its 

position in a slice group and the distortion measure of the other macroblock in the 

slice. This new distortion-from-concealment measure can now be used to generate a 

new slice group mapping. 

3.1.3.2. Loss probability of a macroblock 

First, we assume that single bit errors occur independently in the bit stream and 

we estimate the probability that the error will occur in a particular macroblock in a 

slice group. This assumption is valid because of the burst effect of a single bit error 

due to error propagation. The probability that the macroblock as position j, (MBj) will 

be in error in the event that a single bit error occurred during the transmission of one 

slice is estimated as using Eq 3.2. 
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In Eq. 3.2, m is the bit-count of MBj and k is the total number of bits in the slice. 

3.1.3.3. Distortion-from-propagation measure 

Given the propagating effect of a single bit error to a macroblock that is assigned 

to a particular slice group and an estimate of the probability that a single bit error will 

affect a particular macroblock, we now compute a distortion-from-propagation, Dprop, 

measure that takes into consideration the initial slice group mapping using Eq. 3.3 
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In Eq. 3.3, i denote the set of MBs in the slice group at position j up to N, where 

N is the last macroblock in the slice. DCEi is the individual distortion of the 

macroblock computed using Eq. 3.1 and P(MBi error | single bit error) is the 

probability the macroblocks will be in error as computed from Eq. 3.2. 

The distortion-from-propagation measure using Eq. 3.3 are computed for all the 

macroblock in the frame, and the macroblock are also sorted in descending order and 

assigned to slice groups following the order of the sorted list to generate the new slice 

group map. One important issue at this point is that there is no guarantee that our new 

slice map will always perform better than our initial slice map. For this case we derive 

a single figure of merit to determine if the slice group that we derived using the 

distortion-from-propagation measure is better than our initial slice map. For 

simplicity we just compute the sum of distortion measure, using Eq. 3.3, for all 

macroblock in the frame using the initial map and the new slice group map. The slice 

map that will give a lower value will be used for that particular frame. 

3.1.3.4. Experimental Set-up 

To analyze the effectiveness of using STI-FMO for wireless video transmission 

and to provide fair comparison with our other previous works, we used the same 

reference software, H.264/AVC JM 9.2. The decoder is modified to simulate non-

motion compensated error concealment. The decoder simulates the effect of error 

propagation due to variable-length coding in the slice by discarding macroblocks 

starting from the macroblock that has error until the end of the slice, regardless of the 

coding mode of the macroblock. 

Four standard video sequences are encoded: akiyo, foreman, claire and carphone, 

using the baseline profile at level 3.0. Each sequence is encoded for a total of 100 

frames at a frame rate of 10 frames per second. Rate control is enabled and the bit rate 

is set at 32 kbps. The default encoder parameters are used with the exception of the 

FMO related parameters; see (Michael, 2004) for detailed information about the 

H.264/AVC JM encoder parameters.  

To investigate the benefits of using FMO on wireless channel, the Rayleigh 

fading wireless channel simulator as described in the previous chapter is used in our 

simulation. The details of the simulator can be found in (Chen, 1995). To simulate the 
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effects of slow and fast fading channels, the maximum Doppler frequency parameter 

is set to 1 Hz, for slow-fading and 40 Hz, for fast-fading, respectively. The average bit 

error rate (BER) and average packet error rate (PER) for an 80-bit packet frame, are 

0.06 and 0.09, respectively both for fast and slow fading channel conditions. 

The PSNR and the total number of undecodable macroblock were used as the 

performance metrics to qualify the effectiveness of STI-FMO. PSNR is an objective 

measure of video quality, while the number of undecodable macroblocks is a 

quantitative measure of performance. Minimizing the number of undecodable 

macroblocks indicates robustness to transmission and propagation errors, but it does 

not necessarily translate to higher PSNR, because not all macroblocks have the same 

effect on the PSNR. The performance of the STI-FMO is compared with other works 

that uses the spatial and temporal indicator separately 

3.1.3.5. Results and Analysis 

The following results compared the performance of our proposed STI-FMO with 

our works using explicit FMO. This is the only fair comparison to evaluate our 

proposed method since the previous works (Hantanong, 2005) have provided 

comparative results with the standard H.264/AVC FMO schemes.  

Table 3.1 and Table 3.2 gives a comparison of the number of undecodable 

macroblock and average PSNR of the test video sequences under slow and fast fading 

conditions. The results show that using STI-FMO can effectively reduce the number 

of undecodable MBs under fast fading conditions. The distortion-from-propagation 

model correlates well with the error propagation effects of burst errors under fast 

fading conditions. 

Table 3.1 Comparison of Number of Undecodable Macroblocks 

Loss 

macroblock 

Akiyo Foreman Claire Carphone 

slow fast slow Fast slow fast slow Fast 

No FMO 1547 5367 1499 5740 1346 5269 1380 5634 

Bit count 758 1210 712 1243 780 1257 742 1329 

Distortion 701 1210 746 1187 833 1182 651 1202 

STI-FMO 750 1153 734 1185 833 1147 622 1176 
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Table 3.2 Comparison of Average PSNR (dB) 

PSNR 

(dB) 

Akiyo Foreman Claire Carphone 

slow fast slow fast slow fast slow Fast 

No FMO 30.71 27.63 17.11 15.12 30.82 24.31 23.04 19.01 

Bit count 34.46 32.17 20.61 18.19 31.12 30.07 23.29 21.94 

Distortion 34.75 31.58 20.62 19.81 30.66 29.59 25.49 22.62 

STI-FMO 35.03 32.37 20.34 19.40 31.79 29.89 26.45 23.06 
 

From the comparison of the average PSNR, the STI-FMO helps improve visual 

quality by reducing the number of undecodable macroblocks. But having a lower 

number of undecodable MBs does not directly translate to having lower average 

PSNR, because not all MBs have the same effect on the PSNR. A plot of the PSNR 

for carphone sequence under slow and fast fading is show in Figure 3.18 and Figure 

3.19 respectively. 

 
Figure 3.18 Comparison of PSNR using carphone sequence under slow fading 

 

 
Figure 3.19 Comparison of PSNR using carphone sequence under fast fading 
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3.1.3.6. Summary 

The method of using both spatial and temporal information, the STI-FMO, to 

quantify the importance of a macroblock for use with explicit FMO has been shown to 

be effective in mitigating errors in wireless transmission of H.264/AVC video 

streams. The proposed method performs better than the works that use bit-count and 

distortion measure in terms of average PSNR and number of undecodable MBs. Using 

the new distortion-from-propagation measure gives a more accurate assessment of the 

importance of a macroblock from an error propagation point of view as compared to 

using the individual distortion measure. From the given initial slice group map, the 

proposed method takes into consideration the position of a macroblock within a slice 

group and uses this information to generate a new slice map that has the potential to 

perform better than the initial map. 

The next step in the development of an error resilient video coding using explicit 

FMO is to improve the macroblock classification process, other than the interleave 

sorting method, to further improve the performance. 

 

3.2 Improved Sorting Algorithm for Explicit FMO in H.26 4/AVC 

This study focuses on the macroblock classification process of using FMO in 

designing macroblock-to-slice group maps in H.264/AVC. The motivation is to 

improve on the previous works that use interleave sorting algorithm, but also to make 

the classification process not too complex. The interleave sorting process used in 

(Hantanong, 2005) (Panyavaraporn, 2007) makes no consideration on the nature of 

macroblock importance parameters used, or on the effect of the classification on the 

resulting slice group map, we propose to make improvements on this aspect of the 

classification process.  

3.2.1 Independence of Slice groups in Slice Structured Coding of H.264/AVC 

The concept of using slices as a tool to stop spatial error propagation, it also 

promotes the concept of independence among slice groups. We are motivated to find a 

macroblock classification process that also adheres to the concept of slice 

independence. The interleave sorting method used in previous studies takes no 

consideration about the macroblock importance parameter or on the effect of the 

assignment on the slice groups.  
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Consider the case of using the macroblock coded bit-count as a parameter for 

explicit FMO, then by using interleave sorting method the resulting slice groups will 

have variable lengths. If the probability of a random bit error occurring in the bit 

stream is assumed to be independent. Then longer (more bits) slice group will 

naturally have a higher probability of error compared to a shorter (less bits) slice 

group. One way to improve the macroblock classification process is to assign 

macroblocks to slice groups in such a way that the number of bits representing the 

slice groups (the total bit-count of the macroblocks in the slice) should be more or less 

equal across all groups.  

Consider another case where distortion, DCE, is used as a parameter for explicit 

FMO. A certain distortion is incurred in the event that a MB is deemed undecodable 

due to transmission errors. If somehow we desire that the loss of any particular slice 

group due to transmission error will have more or less the same effect on the 

perceived distortion of the decoded output signal. Then the classification process must 

be designed to classify the MB into slice groups such that the total, DCE, measure of 

the MBs within the slice must be equal among different slice groups. 

3.2.2 Divide and Conquer Approach to Classification Process 

The two cases mentioned earlier outlines the design objective of the classification 

process of assigning macroblocks to slice groups. In theory, we want to be able to 

classify macroblocks into slice groups that satisfied a certain criteria. To simplify the 

problem, we want to satisfy the criteria that the sum (or mean) of the chosen 

parameter (bit-count or distortion) must be more or less the same for all slice groups. 

Although we have defined a simple criterion, the task of finding the optimal grouping 

that will satisfy this criterion is still very difficult.  

Consider the case of a QCIF resolution video input (144 x 176 pixels per picture), 

segmented into 16x16 pixel macroblocks, this will result in 99 different macroblocks 

for the QCIF image and each macroblock has either a bit-count or distortion 

parameter. For the simple case that we want to group the 99 different MBs into two 

slice groups such that the total number of bits (or distortion) in each group are equal is 

not as straight forward. There are many possible groupings that can satisfy the 

requirement of having equal number of bit per slice. In that case we can have several 

possible solutions, and how to choose among the possible solutions poses another 

problem. Compounded by the fact that we need to be able to group the macroblock 
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into eight different slice groups in order to be effective for FMO. The complexity of 

the grouping problem increases as the number of objects to group increases, but for 

our cases we restrict ourselves to QCIF video sequences so that we only have 99 

different macroblock to process. Although the proposed solution will still work with 

any arbitrary number of macroblocks, having 99 different macroblocks to group is 

still a large number. The complexity of the problem also increases as the number of 

groupings is increased, for our case we want to be able to assign macroblocks of up to 

eight groups. 

Finding the optimal grouping of 99 different macroblocks into eight slice groups 

such that the number of bits in each slice are more or less equal, is the ideal problem 

that we want to solve. An elegant algorithmic solution that is simple and tractable is 

needed since the brute force iterative method of grouping (and checking if the 

criterion is satisfied) is not advisable even with the use of sophisticated computer, 

because of the large number possible groupings. To make the problem tractable and 

solvable, we have to make simplifications on the requirements of the problem.  

First, to be able to satisfy the requirement of assigning macroblocks to eight 

groups that satisfies the equal number of bits (or whatever parameter is available) per 

slice criteria, we must be able to satisfy the requirement for the simple case of having 

only two groups. That is we want to be able to classify MBs into two slice groups 

(group A and B) such that the number of bits in each slice are more or less equal. If 

we can solve this simplified problem, we can apply the same solution to each of the 

groups (group A and B) in order to have four groupings. And then apply the same 

solution again to each of the four groupings in order to satisfy the requirement of 

having eight groups. This is a divide-and-conquer approach, and it makes the solution 

for the case of having two groups scalable to the problem of having N groups, where 

N is a multiple of 2. Thus, if we can obtain an optimal solution for the classification 

problem with two groups, we can obtain an optimal or near optimal solution for the 

case of eight groups. So our classification problem is simplified to the case of having 

two groups. 

Second, if finding the optimal solution is exhaustive and difficult, we can opt for 

a simpler and tractable sub-optimal solution. For the case of our two group 

classification problem, we want to assign macroblock into two different slice groups 

such that the number of bits in each slice is equal. If it is difficult to satisfy the “equal 

number of bits” criteria, we can opt to find a sub-optimal grouping that only 
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approximates the equality criterion. This sub-optimal classification problem is the 

basis for the modified sorting algorithm for assigning macroblocks to eight slice 

groups. 

3.2.3 Improved Sorting Algorithm for FMO 

At this point, our objective is to group the M number macroblocks (where M ∈ I, 

8 ≤ M ≤ 99) into two (group A and B) slice groups. The lower bound for M is eight 

since we want to classify the macroblocks into eight slice groups so that we have at 

least one macroblock per slice group. The upper bound for M is 99 for a QCIF video 

sequence input. We want the two slice groups, A and B, to have approximately the 

same number of bits per slice.  

The proposed approximate solution to the problem is a modification of the 

sorting algorithm. Instead of just assigning MBs in the sorted list to slice groups 

alternately in an interleaving fashion we impose a rule on how to assign the current 

MB being classified to either group A or B. The assignment rule is that the current 

MB being classified will be assigned to a slice group with the lower total MB bit 

count.  

The algorithm is outlined as follows (Cajote, 2008): 

1. Sort the macroblocks in descending order of bit count. Macroblocks with 
high bit counts must be on the top of the list, and macroblocks with lower 
bit-count at the bottom of the list 

2. Assign the first two elements of the sorted list as the first elements of Group 
A and Group B and remove them from the sorted list 

3. Compute the total bit count in Group A and B, denoted as SumGrpA  and 
SumGrpB.  

4. Classify the macroblock that is currently at the top of the list, denoted as 
curMB, (the unassigned macroblock with the highest bit count) to either 
Group A or Group B  

5. IF (SumGrpA < SumGrpB),  

then curMB is assigned to Group A 

 ELSE  

  curMB is assigned to Group B 
6. Remove the classified macroblock from the sorted list 
7. Repeat (Steps 3) to (Step 6) until all macroblocks in the sorted list have been 

processed 
 

By continually assigning the macroblock with the next highest bit-count to the 

slice group that has the lower running total of bit-count, the resulting slice group maps 

(group A and B) will have total number of bits to be approximately equal or very 



 
close. Using this modified sorting algorithm the differ

bits between the two slice groups is small when compared interleaving method of 

macroblock assignment.

The modified sorting algorithm provides an approximate solution to the 

classification problem with two groups. The same m

applied to the macroblocks belonging to group A and B, to obtain four slice groups, 

and applying again will assign macroblocks to eight slice groups.

Some other enhancements to the modified sorting algorithm have been 

to deal with macroblocks with 0 bit count; these macroblocks must be equally 

distributed to the eight slice groups, so as to balance the number of macroblocks 

within the slices. 

An example of the MBA map of the 3

count and the improved sorting algorithm is shown in 

MBAmap of using bit count and the interleave sorting algorithm is

3.20(b).  

 

   

Figure 3.20 From the 3

count and the improved sorting algorithm, (b) the MBA map using bit

 

3.2.4 Results and Analysis

We compared four different video sequences and used bit

as the parameters to classify the macroblock for explicit FMO in H.264. We 

compared the performance of the improved sorting algorithm with the interleave 

sorting algorithm used in previous works. 

close. Using this modified sorting algorithm the difference in the resulting number of 

bits between the two slice groups is small when compared interleaving method of 

macroblock assignment. 

The modified sorting algorithm provides an approximate solution to the 

classification problem with two groups. The same modified sorting algorithm can be 

applied to the macroblocks belonging to group A and B, to obtain four slice groups, 

and applying again will assign macroblocks to eight slice groups. 

Some other enhancements to the modified sorting algorithm have been 

to deal with macroblocks with 0 bit count; these macroblocks must be equally 

distributed to the eight slice groups, so as to balance the number of macroblocks 

An example of the MBA map of the 3rd frame of the carphone sequence u

count and the improved sorting algorithm is shown in Figure 3.

MBAmap of using bit count and the interleave sorting algorithm is
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interleave sorting algorithm 

Results and Analysis 
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as the parameters to classify the macroblock for explicit FMO in H.264. We 

compared the performance of the improved sorting algorithm with the interleave 

sorting algorithm used in previous works.  
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compared the performance of the improved sorting algorithm with the interleave 
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First, we gathered the macroblock statistics, mean and standard deviation, using 

the interleave sorting algorithm and compared the macroblock statistics when using 

the proposed improved sorting algorithm. For each frame, we compute the sum of the 

bit count and DCE measure per slice group. We then compute the mean and standard 

deviation of the bit count and DCE measure per frame, and then we compute the mean 

and standard deviation of the two parameters for all frames in the video sequence. We 

compared the statistics of the bit-count and DCE measure using interleave sorting 

method and the proposed improved sorting algorithm. The summary of the statistics 

for four different video sequences is shown in Table 3.3. 

 

Table 3.3. Summary statistics of bit-count and DCE using simple sorting and the 

proposed modified sorting algorithm 

  

Video 

Input 

 Stat 

  

Interleave 

Sort Improved Sort 

Bit 

count DCE 

Bit 

count DCE 

Akiyo 

  

mean 393.9 2969.9 390.11 2957.1 

std 150.71 1029.7 16.24 242.18 

Foreman 

  

mean 424.9 38765 390.71 36418 

std 104.51 2184.8 3.305 121.72 

Claire 

  

mean 392.9 4243.3 390.42 42374 

std 138.45 1336.5 6.032 156.73 

Carphone 

  

mean 397.96 16764 390.11 16505 

std 112.5 2399.4 3.04 196.69 
 
 

From Table 3.3, we can observe that using the improved sorting algorithm, a 

conscious effort is made to decrease the variations in the bit-count and DCE per slice 

group in each frame. This is clearly evident in the large reduction of the standard 

deviation, with almost the same mean, of the bit count and DCE measure when we 

compared the interleave sorting algorithm and the proposed improved sorting method.  

Second, we simulate the transmission of the video sequences over a wireless 

channel by using a wireless channel simulator, using FMO as an error resilient tool to 

combat transmission errors. We compared the performance of two macroblock 

classification algorithm, the interleave sort and the improved sorting algorithm, by 

using different explicit FMO maps. Both slow and fast fading channel conditions are 
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tested, so we have a total of eight different test cases. The average PSNR and number 

of undecodable macroblocks were used as performance metrics. Table 3.4 

summarizes the results of the experiment. The columns labeled as IntSort (Interleave 

Sort) shows the number of undecodable macroblocks and average PSNR in dB of the 

four video sequences under slow and fast fading channel conditions using the 

interleave sorting algorithm. The columns labeled as ImpSort (Improved Sort) shows 

the same but using the proposed improved sorting algorithm.   

Table 3.4 Summary of MB loss count for bit count and Average PSNR for Distortion 

Video 

Input 

   

Bit count Distortion 

MB Loss Count Ave. PSNR (dB) 

IntSort ImpSort IntSort ImpSort 

Akiyo slow 758 693 34.49 34.59 

Akiyo fast 1210 1272 32.63 31.59 

Foreman slow 712 728 20.1 20.43 

Foreman fast 1243 1227 17.72 18.47 

Claire slow 780 763 30.66 30.3 

Claire fast 1257 1292 29.59 29.31 

Carphone slow 742 669 25.49 26.44 

Carphone fast 1329 1200 22.62 23.24 
 
 

From the summary Table 3.4 it can be shown that using the proposed improved 

sorting algorithm can help reduce the number of undecodable MBs in five out of eight 

video sequences tested if the bit count parameter is used for FMO. This follows from 

intuition that by making the slice groups have more or less equal number of bits, they 

have equal probability of having an error. This makes the effect of the random error 

uniform across all slices. Compared with the case where the number of bits in each 

slice is not taken into consideration using the interleave sorting algorithm, then slice 

groups with higher number of bits are have higher probability of error, and thus more 

bits can be affected by an error due to the effect of error propagation. Using the 

proposed improved sorting algorithm somehow reinforces the nature of slice 

structured coding by making the slice groups more or less equally prone to random bit 

errors.  

Also from Table 3.4, it can be shown that using the proposed improved sorting 

algorithm and DCE as the parameter for FMO can help improve the average PSNR in 

five out of eight video sequences tested. This result also follows intuition, by using 
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the modified sorting algorithm; slice groups will have more or less the same 

contribution to the distortion at the output of the decoder due to the non-motion 

compensated error concealment process. Then the expected drop in PSNR will be 

more or less equal if any particular slice group is lost, this makes the effect on the 

distortion and PSNR uniform across all slices. Compared with the case where the total 

distortion contribution of the slice group is not taken into consideration, then slice 

group with higher total distortion will contribute more to the degradation of the output 

(and PSNR) compared to other slice groups. So using the proposed improved sorting 

algorithm also reinforces the independence of slices in slice structured coding by 

making the distortion contribution of each slice more or less equal across all slice 

groups. 

3.2.5 Summary 

An improved sorting algorithm has been presented that attempts to promote the 

independence of slice groups in adherence to the principles of slice structured coding. 

The proposed algorithm does not attempt to find the optimal grouping of the 

macroblocks into slice groups following a certain criteria, but approximates the 

optimal solution and uses a divide-and-conquer approach to make the solution 

scalable and tractable for eight slice groups. The proposed improved sorting algorithm 

that considers the uniformity of the given macroblock parameter (bit count or DCE 

measure) in assigning macroblocks to slice group maps have been shown to provide 

modest gains in PSNR and number of undecodable macroblocks compared to the 

interleave sorting method of macroblock classification.  

The proposed sorting algorithm for macroblock classification not only applies to 

the bit count and DCE parameters used in the experiments but can be extended to any 

macroblock parameter available that can be used for explicit FMO in H.264/AVC.  
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3.3 Improved FMO-based Frame Layer Rate Control for H.264/AVC 

We discussed in the previous chapter the trade-offs in coding efficiency and 

overhead bits when using FMO. The trade-offs are most obvious at low bit rates 

where the header bits occupy a larger portion of the total bit budget compared to the 

source bits. Thus, when using FMO at low bit rates, when error rates are high and 

bandwidth is limited, careful consideration of the trade-off is essential. 

The approach taken by other researchers modifies the FMO map to minimize the 

effect of the overhead bits; the rate control essentially remains the same. In this study 

we take a more pro-active approach by proposing enhancements to the H.264/AVC 

frame layer rate control regardless of the FMO mapping to better control the rate 

when FMO is enabled. 

3.3.1 Proposed Header Bits Model 

Motion vectors of neighboring MBs are often correlated because object motion 

can extend over large regions in the frame. In H.264/AVC, this correlation is 

exploited by computing a motion vector prediction from the macroblocks on the left, 

upper and upper-right location of the current macroblock being encoded, since the 

motion vectors of these macroblocks are already known in a normal raster scan order. 

The motion vector difference between the prediction and the true motion vector of the 

current macroblock is then encoded and transmitted. However, using FMO for 

purposes of error resiliency, the macroblock ordering can be scattered to minimize the 

effect of error propagation.  In most cases neighboring macroblocks are not available 

for inter-prediction if they belong to different slice groups. This affects the 

computation of the motion vector difference and hence affects the coding 

performance. In this paper, we analyze the relationship of the motion vector 

difference and the number of slice groups to develop a new header bits model that 

performs well when FMO is enabled.  

Previous studies investigated the use of motion vectors to model header bits for 

purposes of rate control. In (Kwon, 2007), the motion vectors have been used to 

model the number of header bits of inter-MB and intra-MB. The total number of 

header bits for the frame is computed as the total number of header bits of inter- and 

intra-macroblocks. This has been shown to be an effective and accurate model for 

header bits when FMO is not used. But when FMO is enabled with different number 
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of slice groups the model in (Kwon, 2007) is no longer accurate, since using FMO 

greatly affects the motion vector difference and not the actual motion vector. 

The header bits model in (Kwon, 2007) for inter-MB uses the number of motion 

vectors (NnzMVe) and the number of non-zero motion vectors (NMV) gathered from the 

first pass encoding as shown in Eq. 3.4, where γ and ω are model parameters. 

 ��
�,����� = �������� + � ∙ ����     (3.4) 

It has been observed by comparing the number of non-zero motion vector 

difference in several video sequences encoded with different QP at different number 

of FMO slice groups, the number of total non-zero motion vector difference increases 

as the number of FMO slice group used increases. In Table 3.5, shows the total 

number of non-zero motion vector difference for the carphone sequence and the 

corresponding percentage increase as the number of FMO slice groups increase. The 

table shows that at for the carphone sequence at QP=32, using FMO with eight slice 

groups, the percent increase in the number of non-zero motion vector difference is 

about 16%. This shows that the number of non-zero motion vector difference can be 

used to model the increase in overhead bits when FMO is enabled. The numbers of 

non-zero motion vector difference of the other sequences tested are provided in the 

Appendix A-1.  

Table 3.5 Number of non-zero motion vector difference at different QP and different 

number of FMO slice groups for carphone sequence 
Carphone % Increase 

QP NoFMO FMO2 FMO4 FMO8 FMO2 FMO4 FMO8 
8 60552 65613 67828 70269 8.36 12.02 16.05 

16 46192 48123 48969 49604 4.18 6.01 7.39 

24 30549 32648 33266 33761 6.87 8.89 10.51 

32 16134 17480 18161 18739 8.34 12.56 16.15 

40 6636 7586 7876 8178 14.32 18.69 23.24 

48 1438 1666 1693 1778 15.86 17.73 23.64 
 

In order to address the effect on the loss of coding efficiency when using FMO 

due to the reduced availability of macroblocks for inter motion prediction. We adapt 

the model in Eq. 3.4 to model the header bits of P-frames. The total number of non-

zero motion vector difference (NnzMVD), the total number of motion vectors (NMV) and 

the number of slice groups (num_slice) for a particular frame is used to model the 

frame header bits (HPframe) as shown in Eq. 3.5, where α1 and α2 are model 
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parameters. In this case, the effects of intra-macroblocks are not considered since the 

header information includes only the macroblock modes, they are not crucial to the 

accuracy of the model. � !�"#� = $	�����% + $&���� + '()_+,-./�  (3.5) 

By using the number of non-zero motion vector difference and including the 

effect of slice header overhead in the prediction of the frame header bits, we were able 

to obtain a more accurate header bits model. In order to compare the accuracy of the 

two models the R2 parameter is computed, when R2 is close to 1 then the model data 

correlates well with the actual experimental data. Several QCIF video sequences were 

encoded with QP values from 8 to 40, frame rate of 10 fps for a total of 100 frames 

using different number of FMO slice groups and the average R2 value is computed. A 

comparison of the R2 values between the header models in (Kwon, 2007) using Eq.3.4 

and our proposed model using Eq.3.5 is shown in Table 3.6. The columns labels 

indicate the number of FMO slice groups, i.e., using 2, 4 and 8 slice groups are 

designated as FMO2, FMO4 and FMO8 respectively. The proposed model has higher 

R2 values compared to the model in (Kwon, 2007) and thus can more effectively 

model the number of header bits when FMO is used. The comparison of R2 for 

different QP and different rate is provided in Appendix A-2. 

Table 3.6 Comparison of average R2 values between the model in (Kwon, 2007) and 

the proposed modified header bits model. 

R2
 NoFMO FMO2 

Video Proposed (Kwon, 2007) Proposed (Kwon, 2007) 

Akiyo 0.798 0.785 0.806 0.774 

Carphone 0.917 0.882 0.922 0.887 

Claire 0.843 0.820 0.856 0.827 

Foreman 0.753 0.668 0.715 0.607 

  FMO4 FMO8 

Video Proposed (Kwon, 2007) Proposed (Kwon, 2007) 

Akiyo 0.787 0.665 0.756 0.245 

Carphone 0.931 0.901 0.937 0.907 

Claire 0.854 0.789 0.842 0.634 

Foreman 0.738 0.658 0.750 0.668 
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3.3.2 Proposed Frame Complexity Measure 

The current implementation of the rate control algorithm in the JM reference 

software follow the adaptive scheme as described in JVT-G012r (Li, 2003). There is 

however some limitations on the adaptive rate control algorithm and improvements 

have been proposed by several researchers. In this study we improve the frame layer 

rate control by improving the estimate of the frame complexity and proposing QP 

adjustment schemes for the current frame.  

We have shown previously that the number of non-zero motion vector difference 

is a useful parameter to model the header bits. And that the amount of motion vector 

information is also correlated with the complexity of the frame and consequently to 

the amount of bits used for the texture and motion information. Following the 

framework in (Jiang, 2005) (Jiang, 2004), we compute the ratio (NnzMVDratio,i) of the 

number of non-zero motion vector difference (NnzMVD,i) in the ith frame and the 

average of non-zero motion vector difference of all previously coded frames as shown 

in Eq. 3.6.  

 

    (3.6) 

 

The MAD ratio (MADratio,i) is computed as the ratio of the predicted MAD of the 

current frame (MADPi) to the average MAD of all previously coded P-frames in the 

GOP using Eq.3.7. 

 

        (3.7) 

 

Then the frame complexity (FCi) measure for the ith frame is computed by 

combining the MAD ratio and the NnzMVD ratio as shown in Eq.3.8. The model 

parameter β is set empirically with a value of 0.7 for complex sequences and 0.3 for 

simple sequences. 01� = 2 ∙ 345�"��6,� + �1 − 2� ∙ �����%�"��6,�   (3.8) 

 

To determine the accuracy of the frame complexity model, we compare the actual 

generated bits and the computed frame complexity measure using Eq.3.8 for several 

test sequences. The carphone sequence (complex sequence) was encoded at fixed 
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QP=32 corresponding to a bit rate of approximately 48 kbps, so that the generated bits 

will be proportional to the frame complexity. The generated bits were compared to 

our modified rate control algorithm at a constant rate of 48 kbps and the frame 

complexity is measured using Eq.3.8. The comparison of the normalized generated 

bits and the frame complexity measure generated by a constant QP and constant bit 

rate encoder with no FMO and FMO with eight slice groups is shown in Figure 

3.21(a)-(b). 

As shown in Figure 3.21, the computed frame complexity from Eq. 3.8 correlates 

well with the actual number of generated bits. Similar trend is observed with other test 

sequences with different number of slice groups. Hence, the enhanced frame 

complexity measure using Eq. 3.8 is an accurate measurement of frame complexity 

and can be used to adjust the QP assignment to improve the frame layer rate control. 

For the complete plot of complexity measure with other sequences, the Figures are 

provided in Appendix B-1. 

 

 

 

Figure 3.21 (a)-(b) Carphone sequence encoded at QP=32 and Rate=48 kbps, no 

FMO and FMO with eight slice groups 

3.3.3 Proposed Frame Layer Rate Control Enhancement 

The purpose of rate control is to compute QP for all frames within the allowable 

rates. It can be assumed, without loss of generality, that the GOP structure is IPPP…, 

where I is an intra-coded picture and P is a forward-predicted picture. The adaptive 

rate control scheme in the H.264/AVC is composed of two layers: the GOP layer rate 

control and the frame layer rate control. For this study, the basic unit it selected as a 

frame so there is no need for an additional basic unit rate control. 

(a) Carphone QP=32 and Rate=48 
kbps, 10 fps, no FMO 

(b) Carphone QP=32 and Rate=48 
kbps, 10 fps, FMO8 
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The operations of the GOP layer rate control is described briefly as follows. At 

the beginning of the GOP, the GOP later rate control computes the total number of 

bits for the GOP and assigns an initial QP for the first I- and P-frame. For the 

succeeding P-frames, the number of remaining bits in the GOP is updated based on 

the generated bits of the previous frame. The details of the GOP layer rate control is 

given in (Li, 2003).  

The frame layer adaptive rate control algorithm in H.264/AVC is composed of 

three parts: determine the target bits for each P-frame, compute the QP, and 

adjustment of QP. The operations of each component are discussed along with the 

proposed enhancements.  

3.3.4 Computation of the Frame Layer Target Bits 

To compute the target bits for each frame, the fluid flow traffic model is used 

based on linear tracking theory (Li, 2003). Target bits (Tbuf) for the ith frame is 

computed based on the current buffer fullness (CBF), target buffer level (TBL), frame 

rate, and available channel bandwidth, as shown in Eq. 3.9. 

9:;!,� = <:=!= − Γ�1?0�@	 − 9?A��B   (3.9) 

In Eq.3.9, br and fr denote the bit rate and frame rate respectively. The current 

buffer fullness and the target buffer level are denoted as CBFi-1 and TBLi respectively.  

In the JM reference software Γ is a constant with typical values of 0.5 and initial 

value for CBFi-1 and TBLi are computed at the GOP layer rate control. 

Target bits (Trem) for the ith frame is also computed based on the remaining bits in 

the GOP, as shown in Eq. 3.10. 9��#,� = ��/��      (3.10) 
 

In Eq.3.10, Ri is the number of remaining bits in the GOP and Ni is the number of 

non-coded P-frames. 

To obtain better estimate of the target bits, we adjust the computation of Trem to 

consider the frame complexity FCi (Section 3.3.2), we denote the modified target bits 

as Tmod and is given by Eq. 3.11. 

9#6
,� = D01� ∙ 9��#,� 0 < 01� < 1.01.1 ∙ 9��#,� 1.0 ≤ 01� < 1.21.2 ∙ 9��#,� 1.2 ≤ 01�
J    (3.11) 
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The parameters in Eq. 3.11 are derived empirically from experiments. The idea is 

to allocate more bits for more complex frames and lower target bits for less complex 

frames.  

The total number of bits allocated for the ith frame (Ti) is computed as a weighted 

combination of the target bits computed from the target buffer level and buffer 

occupancy (Tbuf,i), and target bit computed from the remaining bits in the GOP (Tmod,i) 

as shown in Eq. 3.12. In Eq. 3.12, the typical value of βr in the JM reference software 

is 0.5. 9� = 2� ∙ 9#6
,� + �1 − 2�� ∙ 9:;!,�   (3.12) 

3.3.5 Using the Proposed Header Bits Model 

In the H.264/AVC rate control, after computation of the target bits, the number of 

bits allocated for texture is computed by subtracting from the total bits the estimate 

number of header bits. The estimate number of header bits is computed as the average 

number of the header bits of previously coded P-frames. It has been previously 

studied that the number of header bits varies greatly from frame to frame and a simple 

average is not a good estimate of the header bits (Kwon, 2007).  

The proposed improvements to the frame layer rate control of H.264/AVC is the 

estimate of the header bits is modified to use the proposed header bits model as 

computed using Eq. 3.5 to consider the effect of FMO and slice header overhead. This 

allows more accurate estimate of the header bits and consequently makes the bit 

allocation for the texture bits more accurate as well. The number of bits allocated for 

texture (Ttxt,i)  is computed as in Eq. 3.13.  9�K�,� = 9� − � !�"#�,�    (3.13) 
 

After the estimate header bits are subtracted from the computed target bits, QP 

for the ith frame is computed from the remaining texture bits using the quadratic rate-

distortion model. 

3.3.6 Using Frame Complexity and QP Adjustment 

After computing QP using the quadratic rate-distortion model, QP is further 

adjusted to ±2 of the previous QP to maintain smoothness of visual quality. This kind 

of adjustment is not sufficient in some cases, especially when FMO is used. We 

further adjust QP depending on whether the target bit is positive or negative and a 

lower bound on the texture bits is imposed.  
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When the computed target bits per frame are low (low bit rate and high 

complexity frame) there is high probability that target bits will fall below zero for the 

succeeding frames. In this case, the QP is adjusted to be larger than two from the 

previous frames resulting in poor video quality. The effect is severe when FMO is 

used with eight slice groups where the target bits are observed to be negative most of 

the time, especially in complex sequences. Thus, it is important to prevent negative 

target bits to maintain smooth visual quality. As an improvement, we use the 

computed frame complexity, the buffer status, and the number of slice groups to 

adjust QP to maintain positive target bits for improved performance. 

Depending on the amount of header bits, the remaining bits for texture can be too 

small; in this case a lower bound is imposed on the texture bits given by Eq.3.14. 

9��K�;�� = )LM N9��K�;�� , :=�OP�QR∙!=S   (3.14) 

In the JM reference software MINVAL is a constant with typical value of 4. The 

QP value computed when using the lower bound usually does not meet the target bits 

for the current frame, the mismatch is higher when FMO is enabled with large number 

of slice groups. Thus, it is necessary to further adjust QP for such cases.  

3.3.6.1. Negative Target Bit 

When the frame is complex and FMO is enabled the current buffer fullness tends 

to be significantly larger than the target buffer level. In such cases, the target bits tend 

to be negative, so the current buffer level must be reduced by increasing QP to 

maintain positive target bit levels. The amount of QP adjustment depends on the 

number of slice groups when FMO is used as shown in Eq.3.15. 

TU = VTU + 2 num_slice_grp < 4TU + 3 deℎ/gh-+/ J    (3.15) 

3.3.6.2. Positive Target Bit 

When the computed target bit is positive and the allocated bits for texture is 

greater than the minimum bound using Eq.3.10, then QP is computed using the 

quadratic rate-distortion model. To maintain smoothness of visual quality, QP is 

limited to be within ±2 of the current value between pictures. As an improvement, QP 

is further adjusted depending on the current buffer fullness; frame complexity and the 

number of FMO slice groups as in Eq.3.16. The threshold values are set empirically 

based on the experiments. 
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TU =
ijj
k
jjl

TU − 1 mΓ ∙ �1?0 − 9?A� < :=!=n L'o�01 < 0.4�
TU + 1 mΓ ∙ �1?0 − 9?A� > :=!=n L'o�01 > 1.3�L'o �num_slice_grp < 4�
TU + 2 mΓ ∙ �1?0 − 9?A� > :=!=n L'o�01 > 1.3�L'o �num_slice_grp > 4�

J  (3.16) 

3.3.6.3. Lower Bound on Texture Bit 

When the amount of bits allocated for texture is set to the minimum bound 

dictated by the bit rate and the frame rate as in Eq.3.17, QP is simply adjusted by 

adding 2. Otherwise QP is unchanged. 

TU = qTU + 2 9��K�;�� < :=�OP�QR∙!=TU deℎ/gh-+/ J     (3.17) 

3.3.7 Frame Skipping 

After encoding the current frame, the number of generated bits is added to the 

buffer and the model parameters of the rate control are updated. If the current buffer 

level is above a certain threshold, then the encoder will skip encoding the incoming 

frame. The initial buffer size (Bs) is set at 3.0*(br/fr) for low-bit rate and low delay 

application. The buffer occupancy threshold before skipping a frame is set at 0.8*Bs. 

Frame skipping is implemented by performing a “virtual skip”, that is all the MBs in 

the frame are encoded in PSKIP mode. This mode generates the least number of bits 

for encoding a macroblock.   

3.3.8 Results and Discussion 

The PSNR and standard deviation are averaged at different rates using 20, 32, 48, 

64 and 96 kbps, and also averaged for different number of FMO slice groups i.e. no 

FMO and FMO with 2, 4, and 8 slice groups. The results are summarized in Table 

3.7; it shows that the proposed rate control enhancements can improve the PSNR 

especially for sequences with high motion activity such as carphone and foreman 

where the average gain in PSNR is 0.19 dB and 0.64 dB respectively. The average 

PSNR gain for the football sequence, another high motion activity sequence, is 0.02 

dB. The small gain achieved for the football sequence can be attributed to the inherent 

complexity of the sequence, from Table 3.7 the average PSNR for football sequence 

is below 30 dB which suggest that the operated bit rates (20 kbps – 96 kbps) is not 

enough to encode the sequence with significant visual fidelity. This is illustrated by 
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observing the first four frames of football and foreman sequence encoded at 32 kbps 

is shown in Figure 3.22. The low visual quality due to low bit rate encoding is 

evident from the blurring of the images. 

Table 3.7. Comparison of PSNR and PSNR standard deviations averaged over several 

bit rates and different numbers of FMO slice groups. 

All rates Avg. PSNR (dB) Avg. STD PSNR 

Video JM Proposed Gain JM Proposed 

Akiyo 42.11 42.16 0.05 3.37 3.29 

Claire 42.67 42.70 0.03 2.99 2.86 

Carphone 33.49 33.69 0.19 3.65 3.21 

Foreman 31.28 31.92 0.64 3.43 2.11 

Football 26.68 26.70 0.02 0.83 0.77 

 

The foot ball sequence is a high motion activity sequence similar to foreman, but 

with very different motion characteristics as illustrated by the motion field (the green 

lines in the figure) in Figure 3.22. For example, from the football sequence has a more 

localized motion field affecting a few macroblock in the frame due to the motion of 

the players with a fixed camera position. In contrast the motion field of the foreman 

sequence is due to both the movement of the camera which generates a global motion 

field affecting almost all macroblocks in the frame and also to the local motion of the 

of the head of foreman. The presence of both global motion and local motion fields in 

the foreman sequence affects the variation in video quality as compared to the football 

sequence as measured by the PSNR standard deviation. Although a comparative study 

of the complexity of foreman and football sequence is outside the scope of this study. 

From the point of view of the proposed rate control (and also the JVT rate control), 

the football sequence is easier to manage: smaller PSNR standard deviation, lesser 

number of frames skipped and overall PSNR is lower for the football sequence as 

compared to the other sequences tested. This can be attributed to a higher average QP 

values used in encoding the football sequence, resulting in lower visual quality. 

In Table 3.7, the average PSNR standard deviation of the football sequence is 

also small in comparison with the other four sequences which suggest small variations 

in video quality (also small variations in QP values); the complex nature of the 

football sequence forces the encoder to use higher QP values which significantly 

reduce the PSNR. 



55 

 
Overall the average PSNR standard deviation is reduced for all sequences tested, 

this suggest that the proposed rate control scheme is able to attain a more stable buffer 

management. The complete comparison of PSNR, standard deviation, number of 

frames skipped and the total bit rate is shown in Appendix A-3. The results the 

comparison of rate control performance using the football sequence is shown in Table 

A-3.5. 

 

Figure 3.22 First four frames of football and foreman sequence 
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The proposed rate control enhancements perform well at bit rates of 20 kbps and 

32 kbps for carphone and foreman sequence. The performance of the JVT rate control 

and the proposed rate control method is almost the same in the football sequence. The 

low PSNR (below 30 dB) achieved using the football sequence suggests that the 

sequence is too complex to encode at the operated bit rates.  

The average PSNR, average standard deviation, average generated bits and total 

number of skipped frames over all FMO slice group settings are shown in Table 3.8 

and Table 3.9 for 20 kbps and 32 kbps respectively. Overall, experimental results 

suggests significant PSNR gains are achieved at lower bit rates when FMO is enabled, 

even for the case of sequences with high motion activity the improvement in PSNR at 

greater at lower bit rates. On the average the amount of bits utilized by the proposed 

rate control enhancements is lower compared to the JVT rate control, this indicates 

more efficient bit allocation . The PSNR standard deviation and number of skipped 

frames is also reduces indicating more stable buffer management. It is worthy to note 

that for the football sequence the number of frames skipped is comparable to the other 

low motion sequences like Akiyo and Claire. Again, the likely explanation is that 

encoding football at the operated rates results in much higher QP values which 

significantly affects the PSNR and PSNR standard deviation. 

A comparison of the PSNR performance of the proposed rate control scheme 

compared with the JM 9.2 rate control for carphone and foreman at 32 kbps using 

FMO with eight slice groups is shown in Figure 3.23. The PSNR plots for the other 

sequences at 20 kbps and 32 kbps are provided in Appendix B-2. 

 

Figure 3.23 Comparison of PSNR at 32kbps using FMO with eight slice groups for 

Carphone and Foreman sequence 
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A comparison of the PSNR performance of the proposed rate control and JM 9.2 

rate control at different FMO settings and at different rates for the foreman sequence 

is shown in  

Table 3.10. Improvements are observed at almost all test cases. This is because 

the accuracy of the frame complexity model and header bits model depends on the 

motion vector difference when FMO is enabled. The PSNR gains for sequences with 

low motion content are comparable with the JM rate control but at a slightly lower bit 

rate. This means that the proposed scheme can allocate the bits more efficiently than 

the JM rate control. The number of frames skipped is also significantly reduced. The 

results at higher bit rates are not shown due to space constraints. But it can be 

generalized that at higher bit rates the gains in PSNR, standard deviation and number 

of skipped frames gradually decrease because the side effects of using FMO are less 

noticeable at higher bit rates. To illustrate this effect, the R-D curves of carphone and 

foreman sequence is shown in Figure 3.24 and Figure 3.25, the R-D curves of other 

sequences are shown in Appendix B-3 for reference.  

Table 3.8 Comparison of PSNR and PSNR standard deviation averaged over different 

number of FMO slice groups at 20 kbps. 

20 kbps Avg. PSNR (dB) PSNR Avg. PSNR std 

Video JM Proposed Gain JM Proposed 

Akiyo 36.76 37.02 0.25 2.47 2.12 

Carphone 37.81 37.96 0.15 2.22 1.64 

Claire 28.67 29.24 0.57 3.88 2.70 

Foreman 25.80 26.97 1.17 4.60 2.35 

Football 23.10 23.21 0.11 1.30 1.03 

Avg. Rate (Kbps) Total Skip 

Video JM Proposed JM Proposed 

Akiyo 20.09 20.01 39 8 

Carphone 20.12 19.98 26 0 

Claire 20.30 20.07 86 6 

Foreman 20.33 20.19 143 18 

Football 20.19 20.01 59 6 
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Table 3.9 Comparison of PSNR and PSNR standard deviation averaged over different 

number of FMO slice groups at 32 kbps. 

32 kbps Avg. PSNR (dB) PSNR Avg. PSNR std 

Video JM Proposed Gain JM Proposed 

Akiyo 40.15 40.17 0.02 2.70 2.70 

Carphone 40.99 40.96 -0.03 2.36 2.29 

Claire 31.56 31.84 0.29 3.63 2.95 

Foreman 28.91 30.21 1.30 4.46 1.94 

Football 25.16 25.15 -0.01 0.83 0.82 

Avg. Rate (Kbps) Rate Total Skip 

Video JM Proposed JM Proposed 

Akiyo 32.00 31.97 0 0 

Carphone 32.06 31.98 2 0 

Claire 32.23 32.09 23 1 

Foreman 32.23 32.13 77 2 

Football 32.08 31.96 0 0 

 

Table 3.10 PSNR for foreman sequence at different bit rates and different number of 

FMO slice groups. 

Foreman (PSNR) NoFMO FMO2 

Rate (kbps) JM Proposed JM Proposed 

20 27.323 29.041 26.034 27.365 

32 29.028 31.465 28.522 30.621 

48 33.043 33.203 32.315 32.753 

64 34.306 34.623 33.743 34.121 

96 36.473 36.473 36.029 36.101 

FMO4 FMO8 

Rate JM Proposed JM Proposed 

20 24.063 26.143 22.548 23.961 

32 27.462 29.957 26.454 28.608 

48 31.882 32.142 29.315 31.626 

64 33.739 33.761 32.767 33.338 

96 35.612 35.802 35.443 35.455 
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3.3.9 Trade-off of the Proposed Rate Control Enhancements 

The proposed rate control enhancements are able to achieve better bit allocation 

resulting in improved PSNR, the trade-off in doing so is the additional computation of 

modeling the header bits and the delay incurred in gathering the motion vector data 

after motion estimation. In this section we will discuss in detail the trade-off of the 

proposed rate control enhancements in terms of added computation and encoding 

delay. 

The proposed enhancements to the JVT rate control as discussed in Section 3.3.3 

consists of target bits computations and QP adjustment depending on the frame 

complexity, number of FMO slice groups are other rate control related parameters. 

The rate control enhancement themselves are not computationally expensive, but 

rather they depend on parameters that are derived from empirical experiments and 

modeling data. The most computationally expensive routine in the proposed method is 

the modeling of the headers bits using Eq. 3.5 which requires solving a linear 

regression problem in two variables. As opposed to the simple averaging method of 

previous header bits used in the JVT rate control. 

In the JVT adaptive rate control, an estimate of the header bits is derived by 

averaging the header bits used in the previous frames: ∑
−

=
−=

1

1
,1

1
,

N

i
ihdrNkpframe RH . This 

operation requires (N – 1) additions and one division operation, where N is the 

number of frames. In contrast, using Eq. 3.5, as shown below requires solving the 

model parameters α1 and α2 using linear regression. � !�"#� = $	�����% + $&���� + '()_+,-./� 

The process of solving the model parameters α1 and α2 in Eq. 3.5 is a two step 

process. The first step is to gather the experimental data after the motion estimation 

process and motion vector encoding for each macroblock in the frame to get the 

number of header bits, number of non-zero motion vector difference and number of 

motion vectors for each macroblock. The amount of header bits contributed by 

residual coding of the macroblock is negligible since it contains only the macroblock 

mode, hence the macroblock header bits is mostly due to the motion related side 

information. The process of data gathering incurs encoding delay penalty, since 

motion estimation have to be done twice, the first pass the gather the data and the 

second pass during the frame encoding. 
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As an example, a table of computed motion estimation times and total encoding 

time for the sequences under test with 100 frames using different number of slice 

groups is shown in Table 3.11 at 20 kbps bit rate. 

Table 3.11 Computed motion estimation times (ME) and encoding times at 20 kbps 
20 kbps Motion Estimation Time (sec) 

Video NoFMO FMO2 FMO4 FMO8 Avg. 

Akiyo 8.02 8.19 7.88 8.03 8.03 

Claire 8.35 8.26 8.16 8.21 8.25 

Carphone 8.23 8.22 8.29 8.39 8.28 

Foreman 8.24 8.30 8.20 8.34 8.27 

Football 8.86 8.76 8.91 8.89 8.85 

Encoding Time (sec) 

Video NoFMO FMO2 FMO4 FMO8 Avg. 

Akiyo 38.54 32.21 29.57 29.10 32.36 

Claire 38.59 33.11 29.77 29.11 32.64 

Carphone 37.81 32.01 29.94 29.78 32.39 

Foreman 39.49 31.46 30.13 29.97 32.76 

Football 37.58 31.37 30.78 29.83 32.39 
 

The motion estimation times are roughly 25% of the total encoding time, 

regardless of the video sequence and FMO slice groups. This means that on the 

average the incurred delay penalty due to the motion estimation process needed to 

gather modeling data for the proposed rate control enhancements is approximately 

25% additional encoding time. This is just a rough estimate since motion estimation 

times depends other factors such as number of reference frames, size of search space 

and other encoder related parameters. 

After the experimental data needed for modeling has been gathered from motion 

estimation of each macroblock in the frame, the second step is to solve for the values 

of the model parameters α1 and α2. The model parameters can be solved by 

minimizing the error between the model estimates and the experimental data using 

linear regression1, which requires solving a set of linear equations of the form. 

( )
( )( )

( ) ( )( )
( )( ) ( ) 






















=















∑
=

+∑
=

+⋅

∑
=

+⋅∑
=

∑
=

+⋅

∑
=

⋅

2

1

1

2
,1 ,,

1 ,,1

2
,

1 ,,

1 ,,

α
α

N

i
sliceiMVN

N

i
sliceiMVNinvMVDN

N

i
sliceiMVNinvMVDN

N

i invMVDN

N

i
sliceiMVNipframeH

N

i invMVDNipframeH

  

We estimate the computational complexity by assuming that a multiplication 

operation is the same complexity as a division operation, and that an addition 

                                                 
1 http://en.wikipedia.org/wiki/Regression_analysis 
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operation is the same complexity as a subtraction operation. There are six elements in 

the matrix of linear equations; each element can be computed at most by using N 

multiplications and N addition operations. To solve for the model parameters using 

Cramer’s rule requires solving the determinant of two matrices followed by a division 

operations. We can assume that the cost of computing the matrix determinants are 

negligible compared to computing the elements of matrix.  

Hence, the simple averaging method used by JVT requires (N-1) and one division 

operation. Whereas the proposed rate control enhancement requires 6N multiplication 

operations and 6N addition operations. Roughly an increase in more than twelve times 

in the computation of the header bits using a linear regression model as compared to 

averaging. This does not immediately conclude that the incurred delay will also be 

twelve times, other factors should be taken into consideration. 

It should be noted that we only estimate the number of elementary operations 

involved, the process of computing or executing these elementary operations must 

also be considered. As an example, if we consider a Pentium IV2 processor operating 

at 2.4 GHz as the computing engine, it can easily perform 7,295 Millions of 

Instruction per second (MIPS). Considering that this processors have several parallel 

computation capabilities, a separate floating point unit (FPU), special multimedia 

hardware support such as a multiply and accumulate unit (MMX), cache memory 

performance and SIMD (Single Instruction Multiple Data) architecture. It can be 

concluded that the overhead of more than 6N multiplication and 6N addition 

operations incurred by the modeling effort is negligible. The more important impact 

of the proposed rate control enhancement is the incurred delay of the additional 

motion estimation operation. 

3.3.10 Summary 

We have presented some improvements to the H.264/AVC frame layer rate 

control with consideration of using FMO for added error resiliency. We propose a 

new header bits model that uses the number of motion vector difference to more 

accurately model the header bits. A new frame complexity measure is proposed also 

using the number of motion vector difference to enhance the existing MAD-based 

frame complexity measure. We propose some target bits modification and QP 

adjustment schemes considering buffer fullness, frame complexity and number of 

                                                 
2 http://en.wikipedia.org/wiki/Pentium_4 
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FMO slice groups to generate QP that better allocates the bits for encoding the current 

frame.  

It has been shown that the implemented FMO-based frame layer enhancements 

improves the PSNR significantly and can achieve the target bit rates more accurately 

as compared to the current H.264/AVC rate control for sequences with high motion 

and at low bit rates. The performance for sequences with low motion content is 

comparable to the JM rate control but achieves slightly lower bit rates. A smoother 

video quality is achieved because of a more stable buffer management. The number of 

skipped frames is also significantly reduced at low bit-rates and for high motion 

sequences, thus improving the overall PSNR. The proposed scheme is very useful for 

low-bit rate video streaming for wired and wireless networks. The computational 

overhead is negligible, but an incurred additional delay of roughly 25% in the total 

encoding time due to the motion estimation operation to gather the modeling data. 

 

Figure 3.24 Comparison of R-D curve with JVT reference rate control for Carphone 
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Figure 3.25 Comparison of R-D curve with JVT reference rate control for Foreman
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3.4 Feedback based FMO selection strategy 

In order to minimize the overheads incurred by using FMO under fading channel 

conditions with low-delay and low bandwidth constraints it is prudent to apply FMO 

only to certain frames that will most likely suffer from burst errors. Based on 

feedback information from the channel, in the form of ACK/NACK packets, the 

number of FMO slice groups that will be used in encoding the current frame and 

succeeding frame is adjusted to anticipate the effects of burst errors. 

In order to incorporate the FMO selection strategy based on feedback 

information, certain assumptions must be made about the video transmission system. 

First, it is assumed that a dedicated error free feedback channel is available from the 

decoder to the encoder to report the number of packets lost or received during video 

transmission. This can be accomplished by utilizing a number of network 

transmission protocols, for example using ARQ protocols but without the option to 

retransmit the packets but only the protocols to report the lost packets. Another option 

is to use RTCP protocols for the feedback system for monitoring the transmission 

statistics to determine the conditions of the wireless channel. Second, it is assumed 

that the intended application is for low-bit rate and low-delay video transmission 

systems, where the round trip delay time is only a few milliseconds. This is necessary 

to allow for some time delay incurred in predicting the channel and make the 

necessary adjustments on the encoder without exceeding the required end-to-end 

transmission delay. Many low-tier radio transmission systems such as the Personal 

Access Communication Systems (Noerpel, 1996) (PACS) used for personal 

communications services (PCS) satisfy the low-bandwidth, low-delay application 

requirement. 

Thus in the context of a low-delay, low-bandwidth video transmission system for 

personal communications services, where the channel statistics are monitored in the 

form of ACK/NACK packets we develop a feedback based FMO-selection strategy to 

improve performance of using FMO for wireless video transmission. The feedback 

information is used to monitor the packet error rate and instead of retransmitting the 

packets with error, we re-encode the frame with FMO enabled using different number 

of slice groups and retransmit the whole frame. 
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3.4.1 Simulated Video Transmission System 

In this work we investigate the transmission of video sequences in a typical PCS

environment such as the PACS system which is a low-tier radio system with 

throughput of 32 kbps. The payload of a PACS frame is 80 bits per packet and the 

roundtrip delay is in the order of a few tens of milliseconds suitable to simulate a low-

delay, low bandwidth video transmission system. In this work we assume a fixed 

round-trip delay of 30 milliseconds. We assume error free feedback information is 

available from the decoder to encoder to report the number of packets lost in the form 

of NACK/ACK packets.  

A wireless channel simulator is used to simulate Rayleigh fading channels using 

the techniques as described in Section 2.6. To simulate a slow fading wireless channel 

conditions the maximum Doppler frequency is set to 1 Hz. The simulator outputs an 

error pattern corresponding to the simulated wireless channel conditions. 

We use the JM reference software version 9.2 as the video codec. A non-motion 

compensated error concealment process is simulated at the decoder by discarding 

macroblocks that have an error until the end of the slice regardless of the macroblock 

coding mode. Several video sequences are encoded using the baseline profile at level 

3.0. The GOP structure is IPPP… with one reference frame, each sequence is 

encoded for a total of 100 frames at a frame rate of 10 frames per second. The encoder 

is modified to encode the macroblock-to-slice group map in the PPS header and 

inserted into the bit stream each time a frame is encoded with explicit FMO enabled. 

Rate control is enabled and the bit rate is set at 20kbps and 32 kbps for low bit rate 

transmission.  

3.4.2 Proposed FMO-selection strategy 

The objective is to estimate the severity of channel fading based on the number 

of packets lost during transmission. If many packets are lost during the transmission 

of the first few packets of the frame, then instead of retransmitting the lost packets, 

the frame is re-encoded with FMO enabled and retransmitted to provide some error 

resiliency. This is done to help the error concealment scheme at the decoder to 

minimize the degradation in visual quality due to transmission errors. 

Initially, all frames are encoded with no FMO then based on the feedback 

information, for each frame we compute the ratio (Eratio) of the number of packets 

transmitted with error to the total number of packets transmitted. We then compute 

the average of this ratio (Eavg) in the past N frames including the current frame. If the 

average ratio is greater than a threshold, we decide that the channel condition is bad; 

otherwise the channel condition is good state. If the channel condition is bad because 

of the high number of packets with error, the current frame is re-encoded with FMO 
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enabled with different number of slice groups (NumSlice) depending on the threshold 

as given in Eq 3.18. These threshold values are determined by experiment and 

correspond to N=2, that is the average packet error ratio of the current and the 

previous frame. In anticipation of possible burst errors the next frame is also marked 

to be encoded with FMO corresponding to the number of slice group used in the 

current frame.  

 

r"st = u r�"��6,�
P

�v	  

 �()w,-./�,�x	 = V8 0.05 < r"st < 0.14 0 < r"st ≤ 0.05 J   (3.18) 

 

3.4.3 Experimental Results 

We encode and transmit several video sequences using video transmission 

system and video codec settings as discussed in Section 3. We measure the PSNR of 

our proposed adaptive FMO (adFMO) selection scheme compared with videos 

encoded with no FMO and 2 (FMO2), 4 (FMO4) and 8 (FMO8) number of slice 

groups respectively. The summary of PSNR is shown in Table 3.12. 

 

Table 3.12 Average PSNR (dB) at 20 Kbps 

  NoFMO FMO2 FMO4 FMO8 AdFMO 

Akiyo 30.32 30.22 30.43 30.31 30.95 

Claire 26.83 27.93 28.41 29.11 29.67 

Carphone 21.03 21.89 22.91 23.16 23.84 

Foreman 15.42 17.14 17.80 18.74 18.94 

 

The average PSNR gain of our proposed scheme at 20 kbps is 0.5 dB compared 

to using fixed number of slice groups. The gain in PSNR is due to the reallocation of 

bits used for source coding during periods of error free transmission that are otherwise 

allocated for FMO overheads if FMO selection is not used. A plot of the channel 

condition prediction, the packet errors per frame and the level of FMO protection 

assigned to each frame the carphone sequence is show in Figure 3.26.  



67 

 

 
Figure 3.26 Plots of Error ratio, packet errors and FMO mode selection for carphone 

sequence at 20 kbps. 

 

 
Figure 3.27 Comparison of PSNR of Caprhone sequence at 20 kbps using different 

number of FMO slice groups and the adaptive selection method. 
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The use of FMO only during periods of burst errors and to minimize its use 

during periods of error free transmission as shown in Figure 3.26 can improve the 

overall PSNR. A comparison of the PSNR performance for the Carphone sequence at 

20 kbps using different number of FMO slice groups compared the adaptive FMO-

selection method is shown in Figure 3.27. By restricting the use of FMO only to 

frames that are experiencing burst errors, significant improvements in video quality 

can be obtained. But the trade-off is that the conditions of the channel must be 

accurately predicted from the feedback information. When the channel conditions is 

not accurately prediction, the frame will be encoded without FMO then the visual 

quality of the video will degrade because the frame have no protection against 

transmission errors, moreover the effect of propagation error is severely felt. This is 

illustrated Figure 3.28, for the carphone sequence at 32 kbps and the comparison of 

PSNR plot is shown in Figure 3.29.  

 

 
Figure 3.28 Plots of Error ratio, packet errors and FMO mode selection for carphone 

sequence at 32 kbps. 
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Figure 3.29 Comparison of PSNR of Carphone sequence at 32 kbps using different 

number of FMO slice groups and the adaptive selection method. 

 

The degradation in PSNR is due to a small packet error in frames 25, 26 and 30 

which were not accurately predicted by the proposed method, because the error ratio 

is below the threshold. This small amount of packet errors can result in large visual 

degradation in the current frame due to the large number of undecodable macroblocks 

and the degradation also propagations to the succeeding frames due to motion 

prediction. 

In such cases, the reconstruction quality of the decoded video largely depends on the 

performance of the non-motion compensated error concealment method. 

 

3.4.4 Summary 

We have presented a feedback based FMO selection strategy where the number 

of FMO slice groups that will be used to encode the frame depends on the average 

ratio of packet errors. The proposed scheme works well for slow fading low 

bandwidth channel conditions where the channel error are characterized as having 

more burst errors and less isolated random errors. The improvement in PSNR is 

mainly due to the reallocation of source coding bits that are otherwise used for error 

resiliency by using FMO. Also, the proposed method depends on the accuracy of the 

channel prediction.  In cases where there are there are isolated errors that are cannot 

be accurately predicted, the performance of the proposed scheme will depend more on 

the error concealment method used at the decoder. 
 



 

 
CHAPTER IV 

 

CONCLUSION AND FUTURE WORKS 

4.1 Summary and Conclusion 

 In this work, we present creative and practical solutions to improve the quality 

and error resiliency of transmitting compressed video over wireless channel 

environments. 

In Section 3.1, we introduce the use FMO as an error resilient tool in 

H.264/AVC. Although a lot of research has been done about FMO, the issue of how 

to suitably arrange the macroblocks for effective transmission over wireless channels 

still requires significant research. There is no general framework available to analyze 

the effectiveness of a particular explicit FMO map under different application and 

transmission constraints. And because of an almost infinite number of possible 

macroblock-to-slice group mapping permutations, using practical macroblock 

importance parameters can help reduce the number of possible mappings to those that 

can theoretically improve the decoded video quality. The proposed distortion-from-

propagation measure, using both spatial and temporal information, of macroblock 

importance gives a more accurate assessment of the importance of a macroblock in 

modeling the effect of error propagation and is used as a parameter for classifying 

macroblocks to slice groups. A novel explicit FMO remapping scheme is also 

proposed to generate a new slice group map that has the potential to perform better 

than the initial FMO map. The proposed STI-FMO scheme is shown to be more 

effective in improving the video quality as compared to other explicit FMO mappings 

based on spatial and temporal information alone as well as the fixed FMO mappings 

available in the H.264/AVC standard. 

In Section 3.2, we focus on the development of a new macroblock classification 

process for explicit FMO. The problem of how to assign the macroblocks to slice 

groups to satisfy a certain criteria, for example achieve a minimum total distortion per 

slice, is also a very difficult problem to solve from a computational point of view. 

Exhaustive brute force minimization algorithms may not be practical considering the 

complexity involved and the potential gains that are achievable. Practical and yet 

effective macroblock classification schemes that are not too computationally complex 

are desirable. The proposed macroblock classification scheme is an improvement of 
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the simple interleave sorting algorithm but also computationally simple and yet 

effective in achieving modest gains. The proposed macroblock classification scheme 

uses a divide-and-conquer approach to minimize the variance of the macroblock 

importance parameter among different slice groups. This has been found to be 

effective in achieving modest gains in PSNR and reducing the number of undecodable 

macroblocks without necessarily changing the macroblock importance parameter, and 

thus extendable to other macroblock parameters as well. 

In Section 3.3, the trade-offs in using FMO in terms of reduced coding efficiency 

and overhead bits are addressed. An analysis of the operations of the FMO seeks to 

identify the primary sources of the reduction in coding efficiency as well as the 

overhead in bits. The operations of the adaptive rate control of the H.264/AVC are 

also analyzed to find ways to improve the bit allocation scheme and at the same time 

taking into considerations the effect of FMO on the rate control. Based on the 

analysis, an improvement to the H.264/AVC frame layer rate control are proposed and 

consists of a new header bits model, an enhanced frame complexity measure, an 

improved target allocation and QP adjustment scheme. It has been shown that the 

proposed FMO-based frame layer rate control enhancements improves the PSNR 

significantly and achieves the target bits more accurately as compared to the current 

H.264/AVC rate control specially for sequences with high motion content and at low 

bit rates. 

In Section 3.4, we highlight the importance of making judicious use of FMO 

under slow fading wireless channel environments. The idea is to maximize the use of 

the bit budget by not using FMO during periods of error free transmission, and enable 

the use of FMO only when the transmission channel is experiencing burst errors. A 

feedback based FMO mode selection scheme is proposed that makes us of a dedicated 

low-bandwidth feedback channel to monitor the channel packet error statistics. Based 

on the packet error statistics the channel conditions is predicted to be good or bad, and 

a decision is made to encode the frame with FMO enabled or disabled using different 

number of slice groups. The proposed scheme has been found to be effective for slow 

fading channels characterized by long but infrequent burst errors and small isolated 

random errors. In cases where the channel prediction fails to accurately determine the 

condition of the channel the performance of the proposed scheme will depend more 

on the error concealment method implemented at the decoder. 
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4.2 Future Works 

The proposed methods of developing a more error-resilient video transmission 

system for wireless environments presents some of the possible practical solutions 

that are achievable within the given transmission and application constrains. Some 

other aspects of the work can be further explored as future studies. 

The analysis and usefulness of explicit FMO map for wireless video transmission 

have not been thoroughly investigated yet. We presented some possible alternative 

ways to define a macroblock importance parameter, using bit count and distortion, 

and an improved sorting method as macroblock classification scheme. There are many 

other possible macroblock importance parameters that can be used considering for 

example, effects of error propagation, error concealment, macroblock coding modes, 

motion vector information, motion content, texture complexity, edge information, etc. 

Some other macroblock importance parameters can be used that takes into 

consideration channel/network related parameters such as packetization scheme and 

the use of FEC or ARQ protocols. Although we have presented a simple framework 

that uses feedback information that decides the number of FMO slice groups per 

frame it is also possible to use feedback information to dynamically change the 

MBAmap each frame depending on the channel, i.e. slow or fast fading, conditions. 

Also the method macroblock classification is still largely unexplored and many 

classification schemes are heuristics and computationally complex, ultimately the 

classification scheme must depend also on network and application constraints and 

not only on the chosen macroblock importance parameter. 

The proposed rate control scheme is able to properly exploit the weakness of the 

adaptive rate control when FMO is enabled by making use of the motion vector 

difference information that is found to be correlated with FMO. Another possible 

improvement is to consider the use of the MBAmap information itself either in rate 

control, RDO or some other encoding decisions, because the map information directly 

affects the encoding and error resilient properties of the video encoder. 

In this work we assume some rudimentary transmission constraints, fixed 

packetization, fixed delay and simple point-to-point transmission. Having a complete 

knowledge of the underlying transport/network constraints and analyzing its effects 

on FMO and rate control will be a step in the right direction in achieving a better joint 

source channel error resilient video transmission over wireless channels. 
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APPENDIX A 

 
A-1 Motion Vector Difference Data from Encoded Sequences 

Table A-1.1 Motion Vector Difference Data from four video sequences encoded at 

different QP and different number of FMO slice groups. 

Akiyo 

     

%MVD 

   QP NoFMO FMO2 FMO4 FMO8 

 

NoFMO FMO2 FMO4 FMO8 

8 14797 15273 15300 15746 

 

0.00 3.22 3.40 6.41 

16 11602 12039 12163 12307 

 

0.00 3.77 4.84 6.08 

24 8441 9012 8954 9094 

 

0.00 6.76 6.08 7.74 

32 4310 4456 4524 4609 

 

0.00 3.39 4.97 6.94 

40 1489 1649 1653 1745 

 

0.00 10.75 11.01 17.19 

48 134 162 147 140 

 

0.00 20.90 9.70 4.48 

          Carphone  

     

 

  QP NoFMO FMO2 FMO4 FMO8 

 

NoFMO FMO2 FMO4 FMO8 

8 60552 65613 67828 70269 

 

0.00 8.36 12.02 16.05 

16 46192 48123 48969 49604 

 

0.00 4.18 6.01 7.39 

24 30549 32648 33266 33761 

 

0.00 6.87 8.89 10.51 

32 16134 17480 18161 18739 

 

0.00 8.34 12.56 16.15 

40 6636 7586 7876 8178 

 

0.00 14.32 18.69 23.24 

48 1438 1666 1693 1778 

 

0.00 15.86 17.73 23.64 

          Claire 

         QP NoFMO FMO2 FMO4 FMO8 

 

NoFMO FMO2 FMO4 FMO8 

8 41561 44488 48024 49727 

 

0.00 7.04 15.55 19.65 

16 18594 19249 19372 19636 

 

0.00 3.52 4.18 5.60 

24 11307 12035 12212 12476 

 

0.00 6.44 8.00 10.34 

32 5737 6026 6170 6265 

 

0.00 5.04 7.55 9.20 

40 2283 2520 2561 2594 

 

0.00 10.38 12.18 13.62 

48 507 522 503 524 

 

0.00 2.96 -0.79 3.35 

          Foreman 

         QP NoFMO FMO2 FMO4 FMO8 

 

NoFMO FMO2 FMO4 FMO8 

8 66021 69069 71937 73353 

 

0.00 4.62 8.96 11.11 

16 59033 62042 64286 64982 

 

0.00 5.10 8.90 10.08 

24 39903 43760 44428 45394 

 

0.00 9.67 11.34 13.76 

32 20868 23311 24216 24407 

 

0.00 11.71 16.04 16.96 

40 10175 11664 12459 12900 

 

0.00 14.63 22.45 26.78 

48 2827 3642 4057 4287 

 

0.00 28.83 43.51 51.64 
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A-2 Comparison of R2 values at different QP and at different Rates.  

Table A-2.1 Comparison of R2 values of the proposed header bits model as compared 

with (Kwon, 2007) from four video sequences encoded at different QP and different 

number of FMO slice groups. 

Akiyo NoFMO FMO2 FMO4 FMO8 

QP Proposed Kwon Proposed Kwon Proposed Kwon Proposed Kwon 

8 0.956 0.950 0.958 0.953 0.949 0.942 0.930 0.914 

16 0.965 0.961 0.959 0.951 0.958 0.948 0.925 0.900 

24 0.943 0.937 0.945 0.938 0.938 0.923 0.905 0.862 

32 0.806 0.797 0.791 0.770 0.796 0.738 0.723 0.489 

40 0.320 0.282 0.375 0.259 0.291 -0.225 0.298 -1.941 

Ave 0.798 0.785 0.806 0.774 0.787 0.665 0.756 0.245 

         Carphone NoFMO FMO2 FMO4 FMO8 

QP Proposed Kwon Proposed Kwon Proposed Kwon Proposed Kwon 

8 0.909 0.820 0.915 0.818 0.920 0.843 0.923 0.850 

16 0.937 0.896 0.944 0.913 0.954 0.924 0.957 0.930 

24 0.947 0.931 0.950 0.927 0.948 0.941 0.950 0.939 

32 0.927 0.910 0.927 0.916 0.938 0.923 0.947 0.934 

40 0.866 0.853 0.875 0.858 0.896 0.876 0.909 0.879 

Ave 0.917 0.882 0.922 0.887 0.931 0.901 0.937 0.907 

         Claire NoFMO FMO2 FMO4 FMO8 

QP Proposed Kwon Proposed Kwon Proposed Kwon Proposed Kwon 

8 0.939 0.922 0.929 0.904 0.945 0.923 0.939 0.915 

16 0.909 0.884 0.905 0.883 0.906 0.877 0.900 0.866 

24 0.883 0.862 0.887 0.864 0.886 0.850 0.879 0.832 

32 0.835 0.811 0.850 0.825 0.856 0.825 0.827 0.746 

40 0.647 0.621 0.710 0.658 0.676 0.468 0.667 -0.190 

Ave 0.843 0.820 0.856 0.827 0.854 0.789 0.842 0.634 

         Foreman NoFMO FMO2 FMO4 FMO8 

QP Proposed Kwon Proposed Kwon Proposed Kwon Proposed Kwon 

8 0.884 0.792 0.850 0.740 0.840 0.726 0.823 0.695 

16 0.854 0.758 0.812 0.701 0.835 0.727 0.817 0.726 

24 0.813 0.708 0.771 0.644 0.798 0.716 0.791 0.715 

32 0.639 0.520 0.677 0.543 0.667 0.590 0.691 0.625 

40 0.577 0.564 0.465 0.408 0.549 0.533 0.629 0.578 

Ave 0.753 0.668 0.715 0.607 0.738 0.658 0.750 0.668 

 
 

 

 

 

 



79 

 

 

 

Table A-2.1 Comparison of R2 values of the proposed header bits model as compared 

with (Kwon, 2007) from four video sequences encoded at different Rates and 

different number of FMO slice groups. 

Akiyo NoFMO FMO2 FMO4 FMO8 

Rate Proposed Kwon Proposed Kwon Proposed Kwon Proposed Kwon 

20 0.871 0.869 0.848 0.841 0.832 0.809 0.792 0.686 

32 0.902 0.896 0.904 0.894 0.893 0.876 0.878 0.830 

48 0.929 0.923 0.933 0.928 0.926 0.915 0.906 0.873 

64 0.920 0.912 0.928 0.921 0.937 0.928 0.916 0.891 

96 0.947 0.942 0.945 0.937 0.941 0.931 0.918 0.894 

         Carphone NoFMO FMO2 FMO4 FMO8 

Rate Proposed Kwon Proposed Kwon Proposed Kwon Proposed Kwon 

20 0.773 0.763 0.843 0.832 0.856 0.840 0.847 0.776 

32 0.832 0.823 0.878 0.861 0.849 0.828 0.832 0.792 

48 0.875 0.867 0.838 0.814 0.841 0.823 0.785 0.736 

64 0.909 0.903 0.888 0.867 0.872 0.854 0.843 0.808 

96 0.915 0.906 0.902 0.882 0.897 0.874 0.880 0.860 

         Claire NoFMO FMO2 FMO4 FMO8 

Rate Proposed Kwon Proposed Kwon Proposed Kwon Proposed Kwon 

20 0.840 0.831 0.870 0.853 0.885 0.868 0.845 0.773 

32 0.878 0.855 0.875 0.853 0.899 0.878 0.844 0.794 

48 0.894 0.874 0.888 0.872 0.899 0.881 0.911 0.887 

64 0.908 0.884 0.915 0.900 0.913 0.894 0.901 0.869 

96 0.907 0.879 0.904 0.889 0.908 0.887 0.893 0.850 

         Foreman NoFMO FMO2 FMO4 FMO8 

Rate Proposed Kwon Proposed Kwon Proposed Kwon Proposed Kwon 

20 0.639 0.621 0.606 0.588 0.787 0.768 0.820 0.763 

32 0.669 0.591 0.700 0.689 0.740 0.728 0.786 0.758 

48 0.659 0.549 0.633 0.549 0.683 0.618 0.605 0.538 

64 0.687 0.564 0.630 0.505 0.700 0.616 0.619 0.534 

96 0.739 0.669 0.731 0.640 0.758 0.663 0.696 0.614 

 

 

 

 

 

 

 



 

 

80 

 

80 

Table A-3.1 Comparison of SNR with the JVT Reference Rate Control 
SNR JVTBaseline 

    

SNR Modified Frame Layer RC JVT 

 Akiyo NoFMO FMO2 FMO4 FMO8 AvgSNR 

 

Akiyo NoFMO FMO2 FMO4 FMO8 AvgSNR 

20 38.37 37.65 36.48 34.55 36.76 

 

20 38.48 37.77 36.82 34.99 37.02 

32 41.16 40.48 39.91 39.06 40.15 

 

32 41.08 40.54 40.00 39.05 40.17 

48 43.23 42.92 42.48 41.91 42.64 

 

48 43.17 42.87 42.60 41.92 42.64 

64 44.81 44.47 44.25 43.76 44.32 

 

64 44.76 44.42 44.21 43.65 44.26 

96 47.16 46.69 46.61 46.19 46.66 

 

96 47.17 46.71 46.61 46.30 46.70 

             Claire NoFMO FMO2 FMO4 FMO8 AvgSNR 

 

Claire NoFMO FMO2 FMO4 FMO8 AvgSNR 

20 39.45 38.78 37.69 35.32 37.81 

 

20 39.57 38.69 37.71 35.88 37.96 

32 41.96 41.41 40.85 39.72 40.99 

 

32 41.89 41.34 40.75 39.85 40.96 

48 43.95 43.49 43.11 42.54 43.27 

 

48 43.92 43.49 43.08 42.52 43.25 

64 45.20 44.89 44.60 44.17 44.72 

 

64 45.20 44.91 44.63 44.21 44.74 

96 46.89 46.67 46.46 46.22 46.56 

 

96 46.91 46.70 46.49 46.25 46.59 

             Carphone NoFMO FMO2 FMO4 FMO8 AvgSNR 

 

Carphone NoFMO FMO2 FMO4 FMO8 AvgSNR 

20 30.31 29.30 28.44 26.64 28.67 

 

20 30.66 29.83 29.03 27.44 29.24 

32 32.73 31.98 31.33 30.18 31.56 

 

32 32.81 32.22 31.69 30.66 31.84 

48 34.55 34.24 33.86 33.24 33.97 

 

48 34.70 34.29 33.85 33.26 34.02 

64 36.09 35.73 35.40 34.85 35.52 

 

64 36.12 35.76 35.44 34.94 35.56 

96 38.15 37.86 37.66 37.34 37.76 

 

96 38.14 37.89 37.64 37.36 37.76 

             Foreman NoFMO FMO2 FMO4 FMO8 AvgSNR 

 

Foreman NoFMO FMO2 FMO4 FMO8 AvgSNR 

20 27.88 26.60 25.15 23.57 25.80 

 

20 29.06 27.79 26.61 24.43 26.97 

32 31.12 29.68 27.67 27.17 28.91 

 

32 31.38 30.65 30.09 28.73 30.21 

48 33.18 32.61 32.10 29.94 31.95 

 

48 33.28 32.74 32.12 31.61 32.44 

64 34.62 33.89 33.78 32.84 33.78 

 

64 34.60 34.15 33.83 33.36 33.99 

96 36.46 36.11 35.78 35.52 35.97 

 

96 36.50 36.11 35.82 35.51 35.99 
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Table A-3.2 Comparison of SNR standard deviation with the JVT Reference Rate Control 
std SNR JVTBaseline 

    

std SNR Modified Frame Layer RC JVT 

 Akiyo NoFMO FMO2 FMO4 FMO8 AvgStd 

 

Akiyo NoFMO FMO2 FMO4 FMO8 AvgStd 

20 2.55 2.27 2.76 2.29 2.47 

 

20 2.33 2.23 2.02 1.89 2.12 

32 2.96 2.75 2.61 2.47 2.70 

 

32 2.89 2.74 2.65 2.50 2.70 

48 3.44 3.38 3.24 3.11 3.29 

 

48 3.41 3.33 3.29 3.09 3.28 

64 3.93 3.84 3.76 3.59 3.78 

 

64 3.90 3.80 3.73 3.54 3.74 

96 4.79 4.61 4.57 4.42 4.60 

 

96 4.78 4.61 4.57 4.46 4.60 

             Claire NoFMO FMO2 FMO4 FMO8 AvgStd 

 

Claire NoFMO FMO2 FMO4 FMO8 AvgStd 

20 2.22 1.77 2.08 2.81 2.22 

 

20 1.90 1.72 1.58 1.37 1.64 

32 2.52 2.38 2.24 2.30 2.36 

 

32 2.50 2.39 2.24 2.04 2.29 

48 3.14 3.02 2.91 2.73 2.95 

 

48 3.13 3.01 2.91 2.72 2.94 

64 3.53 3.46 3.39 3.28 3.41 

 

64 3.52 3.45 3.38 3.26 3.40 

96 4.08 4.05 3.99 3.93 4.01 

 

96 4.08 4.04 4.00 3.91 4.01 

             Carphone NoFMO FMO2 FMO4 FMO8 AvgStd 

 

Carphone NoFMO FMO2 FMO4 FMO8 AvgStd 

20 3.77 4.09 3.75 3.92 3.88 

 

20 2.69 2.68 2.65 2.79 2.70 

32 3.18 3.27 3.90 4.17 3.63 

 

32 2.95 2.93 2.84 3.07 2.95 

48 3.56 3.34 3.29 3.24 3.36 

 

48 3.12 3.22 3.18 3.25 3.19 

64 3.42 3.54 3.53 3.78 3.57 

 

64 3.39 3.49 3.36 3.45 3.43 

96 3.77 3.84 3.84 3.73 3.79 

 

96 3.79 3.82 3.82 3.73 3.79 

             Foreman NoFMO FMO2 FMO4 FMO8 AvgStd 

 

Foreman NoFMO FMO2 FMO4 FMO8 AvgStd 

20 4.74 4.77 4.82 4.06 4.60 

 

20 2.40 2.34 2.28 2.39 2.35 

32 2.82 4.05 5.81 5.17 4.46 

 

32 2.12 1.71 1.66 2.25 1.94 

48 2.20 2.35 2.71 5.42 3.17 

 

48 1.76 1.80 2.44 1.90 1.98 

64 1.91 3.02 2.06 3.39 2.60 

 

64 1.96 1.94 2.00 1.96 1.96 

96 2.34 2.27 2.37 2.30 2.32 

 

96 2.33 2.26 2.31 2.34 2.31 
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Table A-3.3 Comparison of number of Frame skipped with the JVT Reference Rate Control 
Skip JVTBaseline 

    

Skip Modified Frame Layer RC JVT 

 Akiyo NoFMO FMO2 FMO4 FMO8 Total 

 

Akiyo NoFMO FMO2 FMO4 FMO8 Total 

20 3 2 13 21 39 

 

20 0 3 1 4 8 

32 0 0 0 0 0 

 

32 0 0 0 0 0 

48 0 0 0 0 0 

 

48 0 0 0 0 0 

64 0 0 0 0 0 

 

64 0 0 0 0 0 

96 0 0 0 0 0 

 

96 0 0 0 0 0 

             Claire NoFMO FMO2 FMO4 FMO8 Total 

 

Claire NoFMO FMO2 FMO4 FMO8 Total 

20 2 0 5 19 26 

 

20 0 0 0 0 0 

32 0 0 0 2 2 

 

32 0 0 0 0 0 

48 0 0 0 0 0 

 

48 0 0 0 0 0 

64 0 0 0 0 0 

 

64 0 0 0 0 0 

96 0 0 0 0 0 

 

96 0 0 0 0 0 

             Carphone NoFMO FMO2 FMO4 FMO8 Total 

 

Carphone NoFMO FMO2 FMO4 FMO8 Total 

20 11 15 19 41 86 

 

20 0 1 1 4 6 

32 1 3 7 12 23 

 

32 0 0 0 1 1 

48 1 0 0 0 1 

 

48 0 0 0 0 0 

64 0 0 0 1 1 

 

64 0 0 0 0 0 

96 0 0 0 0 0 

 

96 0 0 0 0 0 

             Foreman NoFMO FMO2 FMO4 FMO8 Total 

 

Foreman NoFMO FMO2 FMO4 FMO8 Total 

20 21 30 42 50 143 

 

20 3 3 4 8 18 

32 4 12 32 29 77 

 

32 1 0 0 1 2 

48 1 1 2 20 24 

 

48 0 0 1 3 4 

64 2 2 0 4 8 

 

64 0 0 0 1 1 

96 0 0 0 0 0 

 

96 0 0 0 0 0 
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Table A-3.4 Comparison of Bit rates with the JVT Reference Rate Control 
Rate JVTBaseline 

    

Rate Modified Frame Layer RC JVT 

 Akiyo NoFMO FMO2 FMO4 FMO8 AvgRate 

 

Akiyo NoFMO FMO2 FMO4 FMO8 AvgRate 

20 199944 200296 201832 201656 200932 

 

20 201344 200304 199816 198960 200106 

32 320160 319768 320512 319472 319978 

 

32 319888 319480 319584 319816 319692 

48 480600 480208 480088 480280 480294 

 

48 479968 479592 480896 479736 480048 

64 641728 640248 639800 639424 640300 

 

64 641400 641712 639240 639768 640530 

96 958928 960216 959224 960016 959596 

 

96 960912 959408 962352 959024 960424 

             Claire NoFMO FMO2 FMO4 FMO8 AvgRate 

 

Claire NoFMO FMO2 FMO4 FMO8 AvgRate 

20 200208 201008 201096 202376 201172 

 

20 200296 199568 199328 200104 199824 

32 320152 320720 320472 320984 320582 

 

32 319824 319976 319688 319584 319768 

48 481072 479384 479096 482592 480536 

 

48 481288 480416 479840 481216 480690 

64 639064 639632 639840 638864 639350 

 

64 638536 639552 639800 639304 639298 

96 959120 957880 959024 958408 958608 

 

96 958560 958896 959272 959184 958978 

             Carphone NoFMO FMO2 FMO4 FMO8 AvgRate 

 

Carphone NoFMO FMO2 FMO4 FMO8 AvgRate 

20 202472 203496 203184 202816 202992 

 

20 200288 200440 201256 200904 200722 

32 322424 320816 321792 324176 322302 

 

32 320024 320424 321328 321840 320904 

48 480064 480400 481936 479752 480538 

 

48 480480 480776 480744 480576 480644 

64 640616 639840 639832 642920 640802 

 

64 640520 640912 639976 640184 640398 

96 960408 959392 960752 957456 959502 

 

96 961048 961072 959144 959096 960090 

             Foreman NoFMO FMO2 FMO4 FMO8 AvgRate 

 

Foreman NoFMO FMO2 FMO4 FMO8 AvgRate 

20 203288 202760 203880 203216 203286 

 

20 201536 201632 201336 203088 201898 

32 319880 319640 324344 325240 322276 

 

32 321320 320664 321920 321096 321250 

48 480992 480160 486152 487368 483668 

 

48 482264 480832 480248 480840 481046 

64 641120 640536 638360 643480 640874 

 

64 641296 645280 644696 644656 643982 

96 960016 964664 958664 963448 961698 

 

96 961736 967800 965536 967072 965536 
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Table A-3.5 Comparison of Rate Control Performance with JVT using Football Sequence 

 

JVTBaseline 

     

Modified Frame Layer RC JVT 

 PSNR NoFMO FMO2 FMO4 FMO8 Avg. 

 

PSNR NoFMO FMO2 FMO4 FMO8 Avg. 

20 24.33 23.54 22.80 21.73 23.10 

 

20 24.30 23.63 22.98 21.91 23.21 

32 25.92 25.41 24.99 24.33 25.16 

 

32 25.93 25.42 25.01 24.26 25.15 

48 27.47 27.10 26.75 26.28 26.90 

 

48 27.48 27.09 26.76 26.24 26.89 

64 28.64 28.33 28.05 27.70 28.18 

 

64 28.63 28.33 28.04 27.70 28.18 

96 30.43 30.19 29.98 29.71 30.08 

 

96 30.42 30.20 30.00 29.73 30.09 

             PSNR std NoFMO FMO2 FMO4 FMO8 Avg. 

 

PSNR std NoFMO FMO2 FMO4 FMO8 Avg. 

20 0.91 1.26 1.48 1.56 1.30 

 

20 0.86 1.01 1.07 1.18 1.03 

32 0.75 0.79 0.86 0.91 0.83 

 

32 0.73 0.77 0.82 0.95 0.82 

48 0.66 0.63 0.63 0.68 0.66 

 

48 0.63 0.61 0.66 0.72 0.66 

64 0.62 0.62 0.62 0.66 0.63 

 

64 0.63 0.60 0.58 0.64 0.61 

96 0.73 0.73 0.73 0.70 0.73 

 

96 0.72 0.75 0.78 0.64 0.72 

             Skip NoFMO FMO2 FMO4 FMO8 Total 

 

Skip NoFMO FMO2 FMO4 FMO8 Total 

20 1 6 16 36 59 

 

20 0 1 2 3 6 

32 0 0 0 0 0 

 

32 0 0 0 0 0 

48 0 0 0 0 0 

 

48 0 0 0 0 0 

64 0 0 0 0 0 

 

64 0 0 0 0 0 

96 0 0 0 0 0 

 

96 0 0 0 0 0 

             Rate NoFMO FMO2 FMO4 FMO8 Avg. 

 

Rate NoFMO FMO2 FMO4 FMO8 Avg. 

20 202208 201000 201976 202352 201884 

 

20 200032 199640 200472 200240 200096 

32 319712 320944 320224 322184 320766 

 

32 319984 319936 319496 319120 319634 

48 479464 479456 479672 480672 479700 

 

48 479088 479848 479184 479624 479436 

64 639680 638960 639656 638608 639226 

 

64 639040 639080 639592 641120 639708 

96 961864 958864 960256 959320 960076 

 

96 960128 960648 960304 961864 960736 
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APPENDIX B 
B-1. Comparison of Complexity measure and Generated bits for Akiyo, Claire 

and Carphone and Foreman sequences, Figures B-1.1 – Figure B-1.16 

 

Figure B-1.1 Akiyo sequence, NoFMO, Generated bits at QP=24 and Frame 

Complexity measure at Bit rate = 32 kbps 

 

Figure B-1.2 Akiyo sequence, FMO2, Generated bits at QP=24 and Frame 

Complexity measure at Bit rate = 32 kbps 
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Figure B-1.3 Akiyo sequence, FMO4, Generated bits at QP=24 and Frame 

Complexity measure at Bit rate = 32 kbps 

 

 

Figure B-1.4 Akiyo sequence, FMO8, Generated bits at QP=24 and Frame 

Complexity measure at Bit rate = 32 kbps 
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Figure B-1.5 Claire sequence, NoFMO, Generated bits at QP=24 and Frame 

Complexity measure at Bit rate = 32 kbps 

 

 
Figure B-1.6 Claire sequence, FMO2, Generated bits at QP=24 and Frame 

Complexity measure at Bit rate = 32 kbps 
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Figure B-1.7 Claire sequence, FMO4, Generated bits at QP=24 and Frame 

Complexity measure at Bit rate = 32 kbps 

 

 
Figure B-1.8 Claire sequence, FMO8, Generated bits at QP=24 and Frame 

Complexity measure at Bit rate = 32 kbps 
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Figure B-1.9 Carphone sequence, NoFMO, Generated bits at QP=32 and Frame 

Complexity measure at Bit rate = 48 kbps 

 

  

Figure B-1.10 Carphone sequence, FMO2, Generated bits at QP=32 and Frame 

Complexity measure at Bit rate = 48 kbps 

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frame Number

F
ra

m
eC

om
pl

ex
ity

/G
en

er
at

ed
B

its

carphone QCIF at 10 fps, NoFMO,QP=32 

 

 
FrameComplexity

GeneratedBits

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frame Number

F
ra

m
eC

om
pl

ex
ity

/G
en

er
at

ed
B

its

carphone QCIF at 10 fps, FMO2,QP=32 

 

 
FrameComplexity

GeneratedBits



90 

 

 

 

Figure B-1.11 Carphone sequence, FMO4, Generated bits at QP=32 and Frame 

Complexity measure at Bit rate = 48 kbps 

 

 

Figure B-1.12 Carphone sequence, FMO8, Generated bits at QP=32 and Frame 

Complexity measure at Bit rate = 48 kbps 
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Figure B-1.13 Foreman sequence, NoFMO, Generated bits at QP=32 and Frame 

Complexity measure at Bit rate = 48 kbps 

 

  
Figure B-1.14 Foreman sequence, FMO2, Generated bits at QP=32 and Frame 

Complexity measure at Bit rate = 48 kbps 
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Figure B-1.15 Foreman sequence, FMO4, Generated bits at QP=32 and Frame 

Complexity measure at Bit rate = 48 kbps 

 
Figure B-1.16 Foreman sequence, FMO8, Generated bits at QP=32 and Frame 

Complexity measure at Bit rate = 48 kbps 
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B-2. Comparison of PSNR with JVT Rate Control at 20 kbps and 32 kbps for 

Akiyo, Claire, Carphone and Foreman sequences, Table B-2.1 – Table B-2.4 

Table B-2.1. Comparison of SNR for Akiyo sequence at 20 and 32 kbps 

PSNR Akiyo, 20 Kbps Akiyo, 32 Kbps 

 

No 

FMO 

 

FMO2 

 

FMO4 
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FMO8 

 

Table B-2.2. Comparison of SNR for Claire sequence at 20 and 32 kbps 

PSNR Claire, 20 Kbps Claire, 32 Kbps 
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FMO 
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Table B-2.3. Comparison of SNR for Carphone sequence at 20 and 32 kbps 

PSNR Carphone, 20 Kbps Carphone, 32 Kbps 
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Table B-2.4. Comparison of SNR for Foreman sequence at 20 and 32 kbps 

PSNR Foreman, 20 Kbps Foreman, 32 Kbps 
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Table B-2.5. Comparison of SNR for Football sequence at 20 and 32 kbps 

PSNR Football, 20 Kbps Football, 32 Kbps 
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Figure B.3  R-D curves comparison with JVT Rate Control for Akiyo and Claire 
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