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CHAPTER1

Introduction

1.1 Background

Nanostructure science and technology is a broad and interdisciplinary area of research
and development activity that has been growing explosively worldwide in the past
decade years. It has the potential for, evolution the ways in which materials and
products are created and the range and nature of functionalities that can be accessed.
A worldwide study of research and development status and trends in nanoparticles,
nanostructure materials, and nano-devices (or more concisely, nanostructure science
and technology) have been-eartied out in the past few years, since the realization that
creating new materials and deviges from nanoscale building blocks could access new

and improved properties and functionalities [1].

The new direction foy' semig¢onductor ) _héterojunctions was first envisioned by
Gubanov, Schokley and Herbert Kroemer more than fifty years before back in 1950’s.
However, the practical implementation ojf-':“-het.erojunction devices was not reported
until the development of new “‘deposition téciiﬁiques, first liquid phase epitaxy and
then followed with molecular bean epitaxy (MBE) and metal-organic chemical vapor
deposition (MOCVD). Film-depesition-by-melecular beam technique was initiated by
Cho in 1971 (Cho,~1971). In 1974, Raymond Dingle of Bell Laboratories
demonstrated quantum confinement of charge carriers for the first time, and in 1979,
Won-Tien Tsang, alsorof the BellsLabs; butltythefirst'semiconductor laser based on
quantum confingment [2]. Since then, quantum welllasers have become the backbone
of fiber optic. communication systems. Quantum’ wire_lasers were-studied in the late
eighties. ' However; the ‘early works-of¥asuhito Arakawalat Tokyo University in 1981
[3] and later of Mashahiro Asada at Tokyo Institute of Technology in 1986 [4] have
shifted the interest of the optoelectronic community almost directly from quantum

well to quantum dot lasers in search of better characteristics.

Advanced crystal growth, such as molecular beam epitaxy (MBE) or metal-organic
vapor phase epitaxy (MOVPE), allows artificial III-V materials to be made using

elaborate heterostructures needed for quantum devices. The development of the



physics and technology of semiconductor heterostructures has revolutionized modern
day optoelectronics. Some of the devices that have resulted from semiconductor

heterostructures include lasers, light emitting diodes, solar cells, and photodetectors

5].

Instead of searching for the new materials for new applications and for new
wavelength ranges in this technology, now one tries to use various combinations of
materials, control their composition and thickness or synthesize new materials. Both
lattice match and lattice mismatch pairs: are .now routinely grown and thus it is
impossible to say which material combination.has which specific properties and is
useful in which application. After that Scale consideration became significant role in
fabrication history. Reducing the scale| into nanometer scale exhibits the significant
progress for device applieation. /So' semiconductor nanostructure became crucial in

nowadays technology [6].

Many efforts were spent on/the realizatibn".of formation and physical properties of
SAQDs for a variety of device application‘s',like semiconductor lasers, infrared photo-
detectors and quantum computation etc.f7}e One of the approaches that used to
achieve single-photon generatioit is based oﬁ tﬁe emission of semiconductor QDs [8].
In the future, one can think of a simple 'Q‘D"device for computer or networking
applications. For these purposes,-optically or clectrically addressable single QDs are
needed on a mass production scale which favors metal-organic vapor-phase epitaxy
(MOVPE) due to secveral advantages [9]. Current silicon based single-photon
detectors have~their highest photen, detection,efficiency~in-the red spectral range,
therefore it is preferable-to fabricate-single QDs emitting at such wavelengths [10]. By
using InP QDs embedded in Ing49Gags;P emission in this spéetral range can be
achieved [11]. However, InP/InGaP. SAQDs on GaAs are usually formed with poor
size uniformity compared to that of InAs/GaAs QDs [12]. Especially, inhomogeneous
broadening in optical spectra due to the randomness in the dot size has been a difficult
issue of limiting potential benefits. While in the case MOVPE of InP/ InGaP SAQDs,
a bimodal size distribution for the coherent islands has often been observed at low
coverages of InP [13]. This bimodal size distribution can be overcome by the insertion
of GaP and InGaP insertion layers [14]. Nevertheless, the island size still remain large

and hence the areal density is low [15]. Since large dots may introduce misfit



dislocations and low areal density of dots gives poor optoelectronic efficiency, growth
of small size, high density, and highly uniform InP/InGaP SAQDs becomes

imperative [16].

The size homogeneity and surface density of nanostructure dot ensemble should be
high. The variation in size, shape and composition of self-assembled dots is dictated
largely by random fluctuations during growth and typically gives rise to a Gaussian
variation in the energy position of the electron and hole levels between dots. Finally,
we require that the materials used are defect fiee, such as dislocations. Fortunately,

self-assembled growth appears to provide the-high'material quality needed [17].

Using the Stranski-Krastanow. growth mode, the high quality QD ensembles may be
grown from a large varicty of material systems, for example, InP/GalnP, InAs/GaAs
and Ge/Si [18]. This epitaxial method takes an advantage of the fact that an initially
thin, strained 2-dimensionaldayer will, on. ;eaching a critical thickness (typically 2 to
3 atomic layers), undergos a' phase ﬁ*aﬁéition forming a dense collection of
energetically favourable 3-dimensional islénd-s (QDs) [19]. The driving force behind
this transition is the resulting reduction in the total strain energy of the system. When
compared with other fabrication methods, &Ofgli"'grown in this way exhibit the largest
quantization effects, localization energié"s-;"‘;and inter-sublevel energy spacing.
2

Furthermore, such dots-may be grown with surface densities greater than 10" cm’

and may be reliably preduced [20].

In this work, an interestingscase of the growth of InP self-assembled quantum dots
(QDs) on InGaP mattices by molecular beam ¢pitaxy (MBE) and metal organic vapor
phase epitaxy (MOVPE) on GaAs (100) substrates is observed the effect of insertion
of a thin (a few Mk thick) GaP and InGaP, insertion layers on InP QDs. Research on
InP and related compounds has been increasing exponentially in recent years. This is
due to fact that InP is a key semiconductor for production of optoelectronic and
photonic devices. In particular, InP and related compounds such as InGaAsP are key
semiconductor materials for communications in the 1.3 and 1.55 pum special regions
as well as for many other optoelectronic applications. The applications of InP and
related materials have been extended to other areas that include laser diodes (LDs),

light emitting diodes (LEDs), photodetectors, waveguides, photocathodes, and solar



cells [21]. In reality, high-speed Internet communication systems are now established

wholeover the world based on these devices.

The aim of the research on InP quantum dots was to establish a technology to
fabricate a three dimensional quantum dot composite material, a building block for
future electronic and optoelectronic devices. The InP dots (islands) self-organize due
to lattice mismatch of 3.8% between InP and InGaP. The shape and composition of
InP SAQDs were visualized using a technique called Atomic Force Microscopy
producing photographic images. Meanwhile, photoluminescence (PL) measurement
was used to give valuable information ~abeut the optical properties of the

InP/InGaP/GaAs structure:.

In this contribution, the'efteets of the thip GaP and InGaP insertion layers on size, the
areal density and the.optical properties of the grown InP QDs were systematically
studied. In the theoretigal model of the SwK growth mode, QD growth depends both
on the strain and the susface condition df the layer upon which the dots are grown
[22]. Therefore, the insertion of GaP interf"cice--:layers between Ing 49Gag 51 P matrix and
InP QDs layer were also expected to change the morphology, growth characteristics
and optical properties of the InP-SAQDs. O“"'chéf:{vise, GaP tensile strained material on
GaAs, had been reported to improve the stfﬁc’tﬁral and optical properties of InP QDs.
The GaP and InGaP msertion-layers-also-introduce strain relaxation effect important
for growth monitoring;-and simultaneously create oppoitunities in device processing

based on InP/InGaP/GaAs system.

1.2 Objectives

The main objective,of this workis to observe the effect of GaP-and. InGaP insertion
layers ont InP nanostructures grown by solid-source molecular beam epitaxy and metal

organic vapor phase epitaxy.

The initial objective of this work is to fabricate self-organized InP quantum dots
nanostructures on InGaP insertion layers via stranski-krastanow growth technique
under different growth conditions especially by changing GaP and InGaP insertion

layer thickness.



After the fabrication of InP nanostructures, the next objective is to investigate the
effect of GaP and InGaP insertion layers on structural and optical properties of InP

nanostructures by atomic force microscopy (AFM) and photoluminescence (PL).

1.3 Research Methodology

Fabricaiton of

Changing Thickness of
GaP and InGaP
Insertion Layers

Using Stranski-
Krastanow Growth Mode ¢

MoleculagBeam
Epitaxy (MBE)

4 Metal-Organic Vapor
'* "N Phase Epitaxy (MOVPE)

Atomic Force Microscopy: __N_J Photoluminescence (PL)
(AFM) Measurement measurement

Results and

Discussion

Conclusion

1.4 Overview

This dissertation is to present some approaches of improving the structural and optical
properties of InP nanostructures by insertion of GaP and InGaP layers. The InP QDs
are grown on GaAs (001) substrate by using RIBER 32P Molecular Beam Epitaxy
(MBE) system and AIXTRON AIX200/4 Metal Organic Vapor Phase Epitaxy
(MOVPE) system. After the fabrication of InP QDs, the structural and optical



properties of InP nanostructures aere characterized by using SEIKO SPA 400-AFM
and Nano-R2™, Pacific Nanotechnology atomic force microscopy (AFM) machine
and photoluminescence (PL) measurements by using the 532 nm line of solid state
laser. The characterization of GaP and InGaP insertion layers on InP QDs was carried
out from these results. The main goal of this research is to improve structural and
optical properties of InP nanostructures by analyzing the effect of GaP and InGaP

insertion layers.

The first chapter is meant to make the reader aware of the fact that it is necessary to
introduce semiconductor nanestructures and baekground of nanotechnology. Apart
from introduction, some“other objective and research methodology were briefly
mentioned. An overview of.this thesis work is given.

|
In the second chapterthe reader will get acquainted with theoretical overview of the

self-assembled nanostelictufe S It illustrates the quantum confinement effect,
application of QDs, stiin, defects; gfov{ifh mechanism, growth mode and the
capabilities of other important background .'for--QDs formation in more details.

The third chapter will review the. working principles of the MBE and MOVPE
systems which is used to fabricate all the sam_pl_'e_s needed for this work in terms of the
principle and the funétion of constituent components. The latter is a very important
component organo-metallic sources and characterization techniques used for the

growth of InP QDs. The working principle and measurement procedure for the

mnstruments used in this work will also be deseribed.

Then, the results concerning InP QDs by insertion of GaP and InGaP layers effects
will be-presented in, chapter foury The effect-of GaP rand [InGaP; insertion layers on
structural and optical properties of TnP "QDs" will "be ‘discussed first. Also, some
attention will be given to approach the influence of the other growth parameters such

as temperature, growth rate and I1I/V ratio.

A final chapter will review the results obtained in the thesis and draw some
conclusions. Furthermore, possible future improvements on our own work as well as

an outlook into where InP nanostructures are headed will be given.
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CHAPTER 11

Theoretical Overview of Self-Assembled Nanostructures

2.1 Quantum Confinement in Semiconductors

Quantum dots (QDs) are nanometer-scale semiconductor crystallites. Since the size of
the dots is much less than the exciton Bohr radius, the electron-hole pair in a quantum
dot is tightly confined in all three dimensions, known as quantum confinement, which
produces a number of pronounced modifications in the optical properties of the
semiconductor. To have a better understanding.of quantum confinement, we will start
with a discussion of the propeities of the bulk Materials. In bulk semiconductor
materials, the energy levels.of both conduction band and valence band are continuous,
with electrons and holessmoving freely in all dircetions. As the dimensions of the
material shrink, effect ofsquantum confinement will easily be seen. Three different
types of confinement‘that‘haye been reéiizpd among inorganic semiconductors are

described below.

=

2.1.1 Bulk materials #2204

In bulk, the conduction electrons are delijééﬁzed in the plane or plate and their
wavefunctions spread-in-three-dimensions-By-consideting the electrons in bulk as
free electron gas, the electrons are free to wander around the crystal without being
influenced by the potential of the atomic nuclei. A free electron has a velocity (v) and
a momentum (p'=um v).] Its energy consists entirely of kinetic energy; the potential
energy tends to be zero"(V=0). Therefore the total energy (E) of the bulk material can

be considered as

272 2.1
Ebulk:E(k):h k* (2.1
2m
*3 01 2.2
Dbulk :%(2’721 )2E2 22
27 h

where D is the density of states and K is electron wave number, k= (Ky , Ky, k).



2.1.2 Quantum Well

A quantum well (QW) is a sandwich structure with a thin layer of narrower band gap
semiconductor in the middle of two layers of wider band gap semiconductor. There
are two types of quantum wells. In a type I QW, a potential well, which confines the
electrons and the holes in the narrower band gap material region, is formed between
the narrower and wider band gap materials; while in a type II QW, the electrons and

the holes are confined in different layers (see Figure 2.1).

+—— Condunction Band —»
| X ¥ o0

0O <4=— Valence Band —» CO

TypeT QW Type I QW
Figur€ 2. Wllasiration of "type I and Il quantum well

In a QW, the electrons and'holes can only move freely in two dimensions. The model
of “a particle in a one-dimensional*box™ c#h-bg used to provide a first description of
the movement of the carriers. In-the semicbﬁé{lctor, unlike the model, the potential
barriers are finite and are determined by the difference in the band gaps of the two
semiconductors and; whether-the-alignment forms-a-typel or type II QW. Because of
the finite value of thepotential barrier, the wave functions of electrons and holes do
not have to be zero at the boundaries. The wave functions extend into the wider band
gap material, where theyjdeeay) exponentially into thisregtonsAlso, the lowest energy
band-to-band optical fransition is niot equal to the band ‘gap of smaller band gap
semiconductor. It is at a higher energy level determiined by the difference between the
lowest state of the'glectrons in'the conduction band and the corrésponding state of the

holes in valence band.

2.1.3 Quantum Wire

A quantum wire is a structure in which the electrons and holes are confined in two
dimensions. Such confinement allows free electrons and holes behavior in only one

direction, along the length of the wire.
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2.1.4 Quantum Dot

Quantum dot is a brand new development from the nano particle science and the most
useful quantum dot is semiconductor QDs leading to interesting electronic property
for semiconductor devices. Remarkably, dots with well-defined size and spatial
distribution can be formed by simply growing at the proper conditions, without the
need for patterning or targeted deposition. Understanding the mechanism of dot
formation is vital for the production of quantum dots with desired electronic
characteristics. The concept of the QD was originally proposed by Arakawa and

Sakaki in 1982.

The structure was initially known as a three-dimensional QW but later became known
as a quantum box, howewer, an the nineties, the name quantum dot became the
standard, as a result ofthe wide wvariety of possible dot shapes in practice. For
quantum dots to provide propertics-useful'in devices operating at room temperature,
such as lasers, a number of conditions must be fulfilled. First and foremost, the dot
size should be small enough' to obser\;e_ zero-dimensional quantum confinement
effects and the potential offset between thé‘;dat and barrier must be sufficiently deep

to observe such effects.

The requirement that at least ofie electron or hole-energy level be confined sets a
lower limit on QD size-and-is-of course-dependent-on-the-band offset between the dot
and barrier materials. On the other hand, an upper limit on dot size may be thought of
in terms of thermal evaporation of carriers from the dots through higher energy levels.
Ideally, the energy;separatton between levelsishould be greater than kg7, for devices

operating at room tempetature [23].

The seeond/condition is| that the size homogeneity and-surfaceé’ density of the dot
ensemble should be high. The variation in size, shape and composition of self-
assembled dots is dictated largely by random fluctuations during growth and typically
gives rise to a Gaussian variation in the energy position of the electron and hole levels
between dots. Finally, we require that the materials used are free from defects, such as
dislocations. Fortunately, self-assembled growth appears to provide the high material
quality needed. Self-assembled growth has proven to be an extremely fruitful

technique which is now widely used.
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In the self-assembled growth the quantum dots are created from ultrathin layers
(typically about 2 monolayers thick) which spontaneously break up due to strain
between the substrate and the grown film, and minimize their energy by forming
small scale islands. Size quantization in such islands has been demonstrated. In the
last few years, nanostructures have been successfully realized using self-organization
effects, which occur during growth of lattice mismatched heterostructures. These
effects are also called self-ordering or self-assembly. Self-assembled QDs should
fulfill the following requirements in order to make them useful for devices at room

temperature [24]:

 Sufficiently deep localizing potential and small-QD size is a prerequisite for
observation and utilization of Zero-dimensional confinement effects.
* QD ensembles should show high uniformity and a high volume filling factor.

* The material shouldbe coherent without Qefects like dislocations.

The interest in quantum dots was initiallyﬂ, driven by a desire to create a material with
electronic density of states strongly modiﬁe_d by quantum confinement effects (a
reduction in size to less than tens of nanometers) and approaching a delta-like density
of states for a truly zero-dimensional systefh. Such a medium was perceived to offer
significant advantages for exampie in ultra=Jow threshold semiconductor diode lasers,
and also presented.interesting opportunities for fundamental research in the area of

light-matter interaction.

Studies of quantum dots .attract significant interest worldwide, because of their
fascinating new physics and unique potential for [innovative electronic and
optoelectronic devices. Actually, these innovative applications are just beginning to
emergé, One of théin involves-using quantuin‘dots for the detection of infrared light in
devices similar to the previously explored quantum well intersubband detectors. Other
interesting applications include use in quantum gates at the centre of a quantum

computer.

As can be deduced from the above section, the detail and simple explanation of bulk,
quantum well, quantum wire and quantum dots were preferred to understand
background of quantum confinement effect. The following section will be described

briefly about quantum confinement effects.
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2.1.5 Summary of Quantum Confinement Effects

Quantum confinement introduces a number of important modifications in the physical
properties of semiconductors. A brief summary of the quantum confinement effects is

presented below.

First of all, quantum confinement introduces a pronounced change in the density of
states of semiconductor. The density of states g(E) is defined by the number of energy
states between energy E and E+dE, which is derived by dn(E)/dE. For electrons in a

bulk semiconductor, g(E) is zero at the bottom of the conduction band and increases

12
as the energy of the electrons in the conduction band increases, given by £ . Their

confinement result in quantization of carrier energy levels, so-called, discrete energy
level which exhibit delta-like deénsity of state as shown in figure 2.2, which compares
the density of states fowelectron in a q’uantum well (and also in quantum wire and
dot), where the density of states is a stef) ‘%unction because of the discreteness of the

energy levels along the confinement direction.

The density of states for a quantum wire has an inverse energy dependence E™°. For

s -1/2
each sub-band, the density of stafes has a large/value near k =0 and decays as £ as

k has nonzero values for that sub-band. Thg: energy levels for an electron in a

quantum dot have only-disciete-values;-which-inakes-the density of states a series of

delta functions at each-of the allowed energy value, i.e:- g(E) = o(E-E ) (n=1, 2, ...).

Theoretically, this feature gives sharp absorption and emission spectra for quantum
dots even in rgem'temperdture. Quantum confineruent alSo jiftduces a blue shift in the
band gap and appearance of discrete sub-bands corresponding to energy quantization
along the qdireetion, of, confinement.; The squantum; mechanics~description of this
phenomenon ‘will be presented later-in this chapter. As the“dimensions of the material
increase, the energy of the confined states decreases so the inter-band transitions shift
to longer wavelengths. When the dimensions of the material are greater than de
Broglie wavelength, the inter-band transition energy finally approaches the bulk

value.

As mentioned above, the density of states for both a balance band and a conduction

band are significantly modified by the quantum confinement. Instead of a smooth and
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Figure 2.2 Schematic vi ‘graphs of (a) bulk; (b) quantum wells, (c) quantum
wires and (d) gua ots an:d"iheir density of states (D.O.S) [25].
continuous distribution of the eﬂsitﬁly G%Ls't'ates, the energy states are packed in a

narrow energy range as the dimension of-iﬁe'ftnaterial shrink. Discrete energy levels
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Energy
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concentrate oscillator strength to ﬂ;‘de‘lrl-owesiﬁel transitions. The oscillator strength of
an inter-band optical transition**gééhds oéié’gnitude of the density of states in both
the valence bands and the cc'iﬁdiﬂ:%ion .bdfiﬁ's'?‘;ff_‘also depends on the overlap of the
wave functions of éte:é&eﬂs—&ﬁd—he}es—Beﬁh—faetefs-pf_eeEI? a larger enhancement of
oscillator strength v;itl':fiincreasing quantum conﬁnemelﬁ?_ in Type I semiconductors,
and the oscillator stfé";lgth is maximized for quantum dots, which are the most

confined structures:

Intra-band transitions, also known as free .carrier absorption in the bulk
semiconductor, are eléctrons movemehts from one lallow energy/to another within the
conduction band or holes from one allow energy to another in the valence band. These
transitions often depend on the presence of free carriers introduced by impurity
doping or charge injection by a bias field. In the bulk, because intra-band transitions
from one k value to a different £ value of conduction band require a change of quasi-
momentum 4k, which could occur with lattice phonons coupling, these processes are
usually much weaker than band-to-band transitions, which do not require a change of

k. However, in quantum confined structures such as a quantum well, sub-bands exist
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that correspond to energy quantization along the direction of confinement. For the
conduction band in a quantum well, an electron can shift from one sub-band to
another without changing its two-dimensional quasi momentum k. These new
transitions have been utilized to produce sub-band detectors and lasers, such as
QWIPs (Levine 1993) and quantum cascade lasers (Faist, Capasso et al. 1996;
Capasso, Faist et al. 1997).

Similar to the intra-band transition, an inter-band transition for indirect band-gap
material, such as silicon, also requires a change of quasi-momentum k and, thus,
involves the phonon coupling. As a result; thes€mission of a photon produced by the
transition of an electron. from-the conduction-band to the valence band, known as
recombination of electron and-hele, is either extremely weak or nonexistent in the

bulk form of an indirect gapsSemigonductor.

Trap-assisted recombinations could occu:r‘ﬂ“lwhen an electron falls into a "trap", an
energy level within the band /gap introd@ged by the presence of a foreign atom or a
structural defect. In a second step, the “-“tre_,l‘pped” electron moves into an empty
valence band state to complete the recombi_nation process. However, the traps are
generally undesirable because ‘they shorten the lifetime of carriers and produce
multiple energy pathways which contribute to nen-radiative recombination. While in
the quantum confinement structures, quasi momentum uncertainty 4k is increased
because position uncertainty of electrons 4x is reduced by the confinements,
according to the “uncertainty principle”. The relaxed guasi momentum Ak selection
rule, then, allows enhancéd emission to ‘b€ observed in some indirect band gap
material, such as porous silicon (Canham 1997) and silicon nanoparticles (Belomoin,

Therrien et al. 2002).

Band gaps of bulk semiconductors can be altered by many factors, such as
temperature and stress by applied mechanical force. The most noticeable among these
is the Stark effect, which is the change of the electrical properties and the optical
spectra due to the modified energy band structure by an applied electric field. In
quantum confinement structures, such as a quantum well, if an electric field is applied
along the confinement direction, the binding energy of the exciton decreases as the
electric field pushes the electron and hole wave functions to opposite sides of the

confined region. The electric field can also mix different quantized states and,
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therefore, the oscillator strength redistributes between optically allowed (such as

ISS/ZIS) and optically forbidden (such as 1P3/2IS) excited states through matrix

element
Wsp = <IS83/18, |erF|I1P3lSe>...cccocooviiiiiiiiiiinn... (2.3)

where er is the electric dipole operator and F is the electric field. The combination of

all these effect is called quantum confinement Stark effect.

2.2 Applications of Quantum Dots

Quantum dots are potentially-uscful fo.lr a number of different technologies. While
there is at present no established application of quantum dots, there are a number of
very promising areas. Due to'their stron'g size dependent optical properties, quantum
dots have been explored extensively in '“fnany aspects of applications, which are
covered by a number of teviews (AJ 2O(i|‘2;JWCW, DJ et al. 2002; A, X et al. 2003;
WIJ, D etal. 2003; X and S 2003;‘P 2004; i’gra_];, Pellegrino et al. 2005).

The advantages of quantum well fasers or'f'i_'tqulyitional lasers first predicted in 1970s
(Dingle and Henry 1976), and first quantum V'v-:ell lasers which were very inefficient
were demonstrated at those dates (van der21e1 etral. 41975). Since the quantum
confinement in a QD is in all three dimensions, funability of a quantum dot laser
(QDL) is higher than a quantum well laser (QWL). The concept of semiconductor
QDs was proposed for semiconductor laser applications by Arakawa and Sakaki in
1982, predicting Suppression “of temperature dependence ot the threshold current.
Henceforth, reduction in threshold current density, reduction in total threshold
currents~, enhaneed~differential ~gaingy andy high~ speetraly purity/no+chirping were
theoretically ‘discussed ‘in 1980°s (Asada“et al. 1986). [26,27] QD~lasers acquired
more importance after significant progress in nanostructure growth in the 1990’s such

as the self-assembling growth technique for InAs QDs.

The first demonstration of a quantum dot laser with high threshold density was
reported by Ledentsov and colleagues in 1994. Bimberg et al. (1996) achieved
improved operation by increasing the density of the QD structures, stacking

successive, strain-aligned rows of QDs and therefore achieving vertical as well as
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lateral coupling of the QDs. In addition to utilizing their quantum size effects in edge
emitting lasers, self-assembled QDs have also been incorporated within vertical cavity

surface emitting lasers [28].

QD lasers are not as temperature dependent as traditional semiconductor lasers. This
theory was utilized by applications and in 2004; temperature-independent QD lasers
were invented in Fujitsu Laboratories. Other monolithic semiconductor mode-locked
lasers (MLLs) are of great interest for optical communications due to their compact

nature, mechanical stability and robustness, high repetition rates and low timing jitter.

Recently, quantum dot (QD) MLLs bave tCeeived attention [29], their inherent
properties, such as very bread spectral gain bandwidths [30,31], better temperature
stability [32], ultra-lowsthreshold curmrent density [33], and much faster carrier
dynamics [34] are expeeted o lead to in{proved performance. The first demonstration
of a QD MLL was by Huang etal [35] m 15001 using a two-section InAs/GaAs-based
QD gain material. More recently, QD MLLS*have been reported using InAs/InP-based
QDs operating at the important telecom wa'y@lgngths around 1.5 pm [36-38].

In the past decade, quantum dots have bee.n-‘::ﬁi'ghlighted as bio-labels since they offer
many advantage over the traditional ﬂuqroéhores. First of all, these inorganic
materials are more robust agaihst photok;llé'e;é_ll-ing than/organic molecules (Parak,
Pellegrino et al. 2005). This is particularly important for experiments that require
observations with extended period of time. In fact, this benefit has already been
successfully demonstrated in many practical,labeling processes (Parak, Boudreau et

al. 2002; Pellegrino, Parak et al. 2003).

Secondly, since the photoluminescence wavelength of quantum _dots are determined
by their'size, multicolor imaging ‘canibe conducted with_same material of different
sizes (Rosenthal, Tomlinson et al. 2002). Also, complexity of sample preparation is
limited because their surface properties are defined by the coating material. In
addition, quantum dots have broad absorption spectra and narrow emission bands so it
is possible to excite different dots with single light source and the emissions from one

sized quantum dot can be easily distinguished from that of another sized quantum dot.
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Another advantage of quantum dots is their long fluorescence lifetime, which is on the
order of a few tens of nanoseconds. In contrast, the fluorescence lifetime of organic
fluorophores is about a few nanoseconds, the same as many biological samples’ auto-
fluorescence. Thus, by using time delayed detection system, fluorescence signal from

quantum dots can be recorded virtually free of background noise (Dahan, Laurence et

al. 2001).

In current work, we fabricated InP QDs grown on InGaP barrier using GaAs
substrate. Research on InP and related compeunds has been increasing exponentially
in recent years. This is due to fact that [nP.is.a key semiconductor for production of
optoelectronic and photonic.devices. Inparticulai, laP and related compounds such as
InGaAsP are key semiconducier imaterials for communications in the 1.3 and 1.55 pm
special regions as well as for many other optoelectronic applications. The applications
of InP and related materials have beeﬁ extended to other areas that include laser
diodes (LDs), lights emitting diodeé (LEDs), photodetectors, waveguides,
photocathodes and solag cells [41]. In i;'e_adl.ity, high-speed Internet communication

systems are now established wholeover the world based on these devices.

=

Red light emitting QD lasers have also been successfully fabricated with InP/GalnP
QDs and AllnAs/AlGaAs QDs. it is possi-b'l‘_ef f0-access new energies by combining
materials with different lattice constants and energy gaps. The perfect analog on
would be InP dots in"a GaP matrix. However, due to the indirect character of GaP,
this material is less attractive for optoelectronic applications. Therefore, most of the
research concentrated first‘on InP dots in a'InGaP_matrix, a ternary compound which
is lattice matched toiGaAs for nearly equal partsiof.Ga and In«The larger band-gap of
phosphides open another interesting part of the.spectrum for gquantum dots laser

diodes:

InGaP is the material of choice for high brightness red and yellow light emitting
LEDs as well as for red light emitting laser diodes with emission wavelengths around
650 nm. InP is also very promising as high frequency devices in the frequency range
exceeding several tens GHz such as high-electron-mobility transistors (HEMTs) and

hetero-bipolar-transistors (HBTs) [42,43]. These InP based devices may find new
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application fields in millimeter wave communications, anticollision systems and

imaging sensors [44].

Some of compound semiconductors are promising for solar cells because they have
bands gap of around 1.4 eV which assures high energy conversion efficiencies. The
band gap of InP is 1.35 eV, which is also a convenient value for high conversion
efficiency for solar cells. InP is promising as solar cells for space cells satellites,
because of its high resistivity against radiation [45]. In fact, InP based solar cells with
p-n junctions based on thermal diffusion have been fabricated for a space satellite
[46]. These saturations make InP an dinforésting material for the future new

applications in addition to.the piesently-established.applications.

2.3 Synthesis Methods of'Quantum Dots

Depending on their appli€ations, high quality quantum dots of various semiconductor
materials have been synthesized gither ‘on a substrate or dispersed in (organic/inorganic)
solution. Some of the major methods Used {0 fabricate quantum dots are described in this

section. ¥

2.3.1 Epitaxial Growth Technigques ZENS

Molecular Beam Epitaxy (MBE) 15 a widely used technique for epitaxial growth of
quantum-confined structures of both I-VI and TII-V compound semiconductors as
well as silicon and germanium. The growth is carried out in an ultrahigh vacuum
chamber, where theé dtoms/ that drethe'constitients of the seéniconductors to be grown
are evaporated by heating the effusion cells or ovens. The vapor passes through a
small orifices-accelerated by the pressure differential.on two.sides of the orifice, and,
thus, forms a'molecular' beam “Because of the low'density-of this'molecular beam, the
particles neither react nor collide with each other before they impinge on the substrate

mounted on the opposite side of the chamber.

By monitoring and controlling the fluxes from different cells together with the
substrate temperature, the composition and the epitaxial growth rate on the substrate
can be precisely controlled. The ultra high vacuum chamber in MBE allows the use of

many in situ analytical techniques to characterize the condition of the substrate
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surface prior to growth and the crystallinity, composition, and thickness of the
epitaxial material. The MBE technique is well suited for fabrication of quantum wells,
quantum wires and quantum dots. The quantum well growth can be precisely
controlled layer by layer. The fabrication of quantum wires and quantum dots can be

realized by using substrates with a patterned surface.

Another form of quantum dot array, three-dimensional islands on a substrate, can be
synthesized when there is a large strain between a thin epitaxial layer and the
substrate due to a significant lattice mismatch between the two materials. The surface
reconstruction, facilitated by the substrate fCmperature, results in the formation of
three-dimensional structuies, comiposed of the epitaxial material at regular spacing
across the surface of the .subsirate. MBE technique has revolutionized the
semiconductor technologiestand widely used in manufacturing semiconductor laser
diodes and quantum dot laser diodes, which involve MBE-growth quantum well and

quantum dot structures,

Metal-organic chemical vapor deposition_,(MOCVD) is another commonly used
epitaxial growth method'in which' the ser[i_ic_:onductor structure are grown from the
precursors of metal organics’and -hydrides. IJn a MOCVD process, the suitable
precursors of semiconductor i gas form ate transported to the reaction chamber, and
then deposition and growth of the semiconductor take place on a substrate. Finally,

the remaining decomposition products are removed from: the chamber.

Self-assembled GaN quantum dots were grown on the Al Gal_ N surfaces using a

surfactant has been reported(Tanaka, Iwai et al. 1996). Generally, MOCVD offers the
advantage of being a simple and faster growth technique, with a growth rate typically
10 times that of MBE. However, the precursors are highly toxi¢ and, thus, require
extreme safeguard and care during handling. In addition, the hydrodynamic condition
of gas flow does not permit the extensive in situ characterization. Another technique
to grow quantum dots on a substrate that have evolved in recent years is laser-assisted
vapor deposition (LAVD), in which the deposition materials ablated by lasers are
directly deposited onto the substrate or mixed with a reactive gas to produce the

appropriate material (Ventra, Evoy et al. 2004).
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2.3.2 Colloidal Synthesis of Quantum Dots

An alternative approach is to produce quantum dot in solutions, called colloidal
synthesis, which deals with chemical reactions in solution on a nanometer scale.
Colloidal synthesis has been conducted to make semiconductor nanostructures of
different composition, size and shapes. This method involves growing nanoparticles
of inorganic materials through chemical reaction of their precursors and, sometimes,

controlled precipitation of the reaction product in certain solvents.

Generally, the growth process starts with the: fast formation of a huge number of
nuclei. Then more and more of the solid product*deposits onto the nuclei, so the sizes
of the crystallites grow Slowly &ill the desired size is reached, at which time the
reaction must be quenched«Otherwise, the dots could keep growing under a process,
known as Ostwald ripening, which is the growth of larger dots through the transfer of
material from smaller ones; which have a higher solubility. High quality quantum dots
used in biological applicationg have been: éxclusively prepared by advanced colloidal
chemistry over the past degades. Differeh_t approaches to stabilize QDs in aqueous

solution have been proposed and realized [47]

2.4 Nanostructures by Self-Assembling

Reducing the dinensienality—of —semiconducior—structures benefits basic
semiconductor physics and device technology (Reed et al, 1988). Therefore, the
understanding of growth mechanisms of self-assembled nanostructures is needed.
This section reviews|the ffundamental mechanismssand-theories of the growth of self-

assembled islands.

2.4.1 Self-Assembled Growth

When a lattice mismatched structure is grown on a substrate, the lattice constant of
the first few monolayers (MLs) of the deposited material is forced to match that of the
substrate. The change from the desired lattice constant creates strain in the deposited
layer. After a few MLs, the strain in the epilayer builds up and the strain energy is
released, in some circumstances, by forming small islands. These islands are zero-

dimensional, and are usually referred to as self-assembled quantum dots (SAQDs).
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Three possible growth modes can occur when a strained epilayer is grown on a

substrate under near equilibrium conditions and these are shown in figure 2.3.

For a small lattice-mismatched system, when the mismatch is less than or equal to
2%, the epilayer grows in a 2D layer-by-layer, or Frank-van der Merwe, growth mode
as shown in figure 2.3(a). If the lattice mismatch is increased, the growth occurs in a
3D mode known as Stranski-Krastanow (SK) where the growth initially starts out
layer by layer, but later develops into islands with a wetting layer (WL) formed from
the first phase of growth as shown in figure 2.3(b). Finally, at higher Ilattice
mismatch, islands are instantly formed and this‘is ealled Volmer-Weber growth mode
as shown in figure 2.3(c).. The nature of the change friom 2D to 3D growth mode can
be explained by the surfacc/interface free energy model (Gilmer and Grabow, 1987).
If we consider the growth” mode in terms of surface energies during the film

deposition, we can define the/change of total energy of a surface before and after

—_ Av= i+ yy .......................................... 2.4)
0ML< 6 < I ) ] — /_\
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Figure 2.3 Schematic representation of the three crystal growth modes of a film for
a different coverage (0) (a) layer-by-layer or Fran-van der Merwe (b)
layerplus-island or Stranski-Krastanow mode island and (c) Volmer-

Weber (Herman and Sitter, 1989).
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where vy, 1s the substrate surface energy, v, is the film surface energy, and v; is the
interface energy between the film and the substrate which includes additional energy

arising from the strain between the film and the substrate.

If Ay <0, layer-by-layer growth mode arises because the atoms of the deposit material
are strongly attracted to the substrate than they are to themselves. On the contrary, if
Ay > 0, the deposit atoms are more strongly bound to each other than those to the
substrate and the growth mode known as island or Volmer-Weber mode results.
Between these two modes is the SK growth mode which arises when the interface
energy increases as the layer thickness inereascs-and Ay reaches zero. In the SK
growth mode, islands are formed on top of the Wl.and the SK growth is sometimes
called layer-plus-island growth: Because the QDs grown in this work is SK QDs, the

details of SK mode are'thusgivenmore importance and explored further here.

2.4.1.1 Stranski-Krastanow Mode

The first observation of selfrassembled island formation, which is a special case of the
Stranski-Krastanow growth, was made in._;1985 [48].When epitaxially growing one
material on another (heteroéxpitéxy). there are three possible modes. The first, Frank-
van der Merwe, is simply the successive addition of ~ 2-D layers to the substrate
crystal. The second mode, Volmer-Weber, will occur if the added material can
minimize its free energy by trading increased surface arca for decreased interface
area, forming an island'structure like water droplets on-glass. A third possibility can
arise if the lattice spacing of the added material mismatches the substrate [49]. Here,
growth starts with a strained 2-D wetting dayer, but islands form after the first few
monolayers. The driving force is the incorporation of dislocations within the islands

to reliewe strain. | This‘third mode is called Stranski-Krastanow [30].

Stranski-Krastanow growth is also an intermediary process characterized by both 2D
layer and 3D island growth. Transition from the layer-by-layer to island-based growth
occurs at a critical layer thickness which is highly dependent on the chemical and
physical properties, such as surface energies and lattice parameters, of the substrate
and film [51]. Island formation in the SK growth mode is related to the
accommodation of elastic strain associated with lattice mismatch. Strain relaxation in

some growth conditions by the transition from platelets 2D to coherent islands 3D is
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explained by the elastic strain energy, £ (el), during the growth of lattice mismatched
system:

(Seifert et al., 1996)
E(el) SN At (2.5)

where A is the elastic modulus, € is the lattice mismatch, 4 is the surface area, and ¢ is
the film thickness. The elastic strain energy for layer-by-layer growth will increase
linearly as a function of the deposited film yolume and the energy will increase either
to the point where coherent islands are nueleated, this appears as point t., in figure
2.4 or until it reaches the aetivation energy tor.dislocation formation, t,q in the same
figure. The SK growth proeess can be explained by figure 2.5 where the three distinct
energy periods are plotted. The first peripd A has two regions: the stable 2D area and
the metastable 2D areag or pseudomorplhic 2D layer area. At the beginning of film
deposition, the stable 2 layer-by-layer Jérowth leads to a perfect wetting of the
substrate. After the film exceeds the criti’@;al“-'wetting layer thickness (tcw), 2D growth
proceeds into the metastable 2D area v@hcp; excess energy is stored due to the
building up of a supercritical thick wettinggfléyer. During epitaxy, the deposition of the
island material starts with'a e¢omplete wettmg of the substrate. As the deposition

continues, the accumulated strain energy, By, increases linearly with the wetting layer

Figure 2.4 Schematic representation of total energy change for a strained system in
2D and 3D growth modes. t.y and t.4 are critical thicknesses for formation

of islands and dislocations, respectively (Seifert et al., 1996).
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thickness, according to Ed:cszt, where ¢ is the elastic modulus, € is the lattice
mismatch, and ¢ is the wetting layer thickness. The deposition rate, R, increases
linearly in time, see figure 2.5. When the wetting layer thickness exceeds the
equilibrium wetting layer thickness, .°, the system enters a meta-stable region. There
is potential for island formation, but the activation energy for the formation needs to

be overcome.

When the critical wetting layer thickness, #. is reached, the island nucleation starts and
the wetting layer starts to decompose. Mobile adatoms from a decomposing wetting
layer stick together with the deposited adatoms‘at the surface, and island nuclei form.
When these nuclei become laiger than & ceitain. critical size, determined by surface
and interface energies and boad sttength, they grow steadily. Before the nuclei reach
this critical size, they runsthe risk td‘i dissolve [52]. Examples of some suitable
materials combinations forsisland g“row"nh‘,‘are, for instance, InP on Ga,ln;P/GaAs,

=

GaxIn; xAs on GaAs, Ga,lny P on GaP, InAs on InP, and Ge,Si; on Si, amongst
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Figure 2.5 Schematic of the total energy vs. time for the self-assembling process. T,
and t. are the thermodynamically and kinetically defined critical wetting
layer thickness, Eg is the excess energy due to strain, and E, the 2D-3D
activation barrier. X is the point where a pure strain-induced transition

becomes possible (no thermal activation) [51]



25

This section can be achieved to summarize the principle and give some idea about the
underlying mechanism of Stranski-Krastanow growth mode. However, what counts
are the facts, and it was possible to present better and deeper understanding of the

perspective of Stranski-Krastanow growth mode in the next section.

2.4.1.2 Materials Consideration in S-K Mode

Self-assembled SK QDs have been studied in various semiconductors. They are
grown on Si, GaAs or InP substrates. An’fqn these three materials, GaAs and InP are
direct bandgap materials and Si is indirect, ﬁfysfore, Si is useless as light emitters
although it is inexpensive, while InP and GaAs- find: many optoelectronics applications

of 4elf-assembled SK QDs is required to have a

such as laser diodes. THe cpila

larger lattice constant than thos of the substrate. This limits the type of material, and,

consequently, the range ofie T Wi assoclqted with the epilayer. Therefore, material

consideration is an impertant role or-t;he-study of self-assembled growth.
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Figure 2.6 Bandgap energy versus lattice constant of various III-V compound

semiconductors at room temperature
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a good material system for QD studies since a lattice constant of InAs is larger than
GaAs and carrier confinement is possible since the energy gap of InAs is smaller than
that of GaAs. In this work, another materials combination, widely investigated by
MOVPE [53-55] but less so by MBE [56], is the system InP/ InGaP /GaAs (001)
(misfit = 3.8%), with InP forming the dots and InGaP the barrier, lattice matched to
GaAs substrate. Since optimum growth temperatures for InP in MOVPE are higher
than those for InAs (best in the range between 550 and 700 °C), MOVPE-grown dots
of InP are generally larger. Typical base diameters are in the range of about 40-80 nm,
and heights are in the range of about 12-25 amydepending on deposition conditions. If
these dots that embedded. into InGaP, are fully developed, luminescence will be at
about 1.65 eV. This heterocombination is particularly attractive for optoelectronic
applications based on GaASs subsirates and for basie studies of self-assembling. The
growth parameters can be'varied acrossa wide range: the deposition temperatures in
MOVPE, for instance, betwegen 550 and almost 700°C, which significantly affects
surface densities, sizcs, and: shapes' of ‘I‘I'the islands. An extension to even lower
temperatures of about 470°C can be made; by using MBE as the deposition technique
[57]. The more detailed discussion about sfl_f—assembled in MBE and MOVPE with
the materials combinations InP/AnGaP/GaAs (001 ) will be described in chapter 4.

2.4.1.3 Size and Morphology-of S-I Islands

In the following discussion we will address the relationship between the density, size
and morphology of the islands. The sizes (i.e., average values of the size distribution)
of coherent islands in the 1II-V/combinations are range between base areas of 12x12
nm? for InAs/GaAs and 45x60 nm” for InP/InGaP. The typical maximum densities
and merphelogy, shapes of the-islandsyvaryssimultaneously: Islands pfi InAs on GaAs
reach a maximum" density ‘at“around 10''cm™. At this ‘density” the“islands have an
average spacing of about 30 nm (center to center) and this is obviously the density
where the local strain fields around the islands overlap so that no more additional

nucleation takes place.

Consequently, for different thicknesses of the initial wetting layer different amounts
of deposited material must be accommodated into a fixed number of islands, which

affects the 3D shape of the islands. This characterization of this work is InP islands
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grown on InGaP layers. For these materials combination InP/GalnP, the objects for
investigation are larger and geometrical differences are more easily visible. Most of
AFM investigations showed a bimodal size distribution, dependent on the InP
deposition in MOVPE at around 650 °C, with flat (= 2 nm high), irregularly shaped
islands and larger (= 23.5 nm high), rather uniform islands. This bimodal size
distribution is typical for small amounts of InP deposition. In addition to these
coherent islands for higher depositions of InP also much larger noncoherent, i.e.,

relaxed islands have been observed.

The smaller islands in this materials -combination have not been very well
characterized, up to now..LThe high arealdensiticsof these islands in the order of 10"
islands/cm® for low deposition”of InP [58] and their disappearance with increasing
deposition of InP characterizes them as pre-stages on the way towards the fully
developed islands. the'diameéter of the small islands varies up to a maximum of about

40 nm, which is also the'base-diameter of the fully developed islands.

Depending on the deposition conditions ‘(tg_mperature, surface concentration and
mobility of excess material) some of these.gsl_ands size could then reach a critical size
by thickening and this could thén be the qualitative change towards the formation of
stable 3D islands. Regard on some expetimental results, the disappearance of the
small islands in samples with post-growth annealing and high area densities of fully
developed islands shows that these small islands are highly unstable and act as food
for the larger islands.-Note that the larger, non-coherent islands differ only in their

size, but not in their principal shape from the-fully developed islands.

2.4.2 Theory of Self-Assembled QD Formation

The theoretical work on self-assembled QD formation can be explained by
equilibrium and nonequilibrium aspects. For the equilibrium aspects, QD formation
can be explained using energetic principles and thermodynamics (Shuchukin et al.,
1995; Daruka and Barabasi, 1997). For the nonequilibrium aspects, QD formation can
be explained using dynamical models (Dobb et al., 1997; Daruka et al., 1997). In this

section, the thermodynamic and dynamical or kinetic analyses are reviewed.
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2.4.2.1 Thermodynamic Analysis

The total energy of a coherently strained 3D island can be expressed in terms of
elastic energy (Eeiasic), surface energy (E.¢) and edge energy (Eeqge) as:
Emm] = Ee]asn'c + Esu}jf+ Eedge ................................... (2.6)

Moreover, the energy per atom per unit volume in a pyramid-shaped island with a

base length of L can be obtained by the sum of all the L-dependent terms as follows:

(Bimberg et al., 1999)
LoNZ A (8L 20 (L,
SOV | () ... 2.7
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where Ej and L, are the chataetcuisStic energy and length of the pyramid, respectively.

E(L) = Ey +

E(L) is governed by the confrol parameter o which is a function of the surface energy
and the elastic strain energy ofithe island;_A representative diagram for equation (2.7)
is shown in figure 2.7 The island-is m the most stable and optimum size at the
minimum energy (min E(L) = E(Lop?) ):"f JO) if @ = 1. However, the island will be

12~ 1. 2, the island is in a

ripening at the energy £ (£) — 0 if o — oo flxac<2e
metastable state where E(L) > 0. Thert%fbre the local minimum energy E(L)
disappears when a > 1.2 and there exists I.a tflermodynamlc tendency to ripen and
become a single huge cluster where all ‘the “deposited materials are collected
(Shchukin and Bimberg; 1999). The mvestigation of the equilibrium properties of

strained heteroepitaxial systems is studied by taking in t6 account WL in order to get

Figure 2.7 Energy of an array of 3D coherently strained islands per one atom versus
size of the atom. The control parameter a is the ratio of the surface energy

and edge energy (Bimberg et al., 1999).
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more understanding of the equilibrium system (Daruka and Brabasi, 1997).

In their work, the desorption and interdiffusion of QD material were neglected in
order to conserve the system and stored the energy in the WL with respect to the film
coverage in order to minimize the energy of the system. When H ML of epilayer is
deposited on a substrate, a fraction of H ML (H;) is formed as a wetting layer and H,
ML is distributed in the form of 3D pyramidal shaped islands. The rest of the # ML
which is equal to (H-H;-H,) ML is assembled in the ripened islands. This implies that
the growth of 3D coherent islands is initiated via the formation of 2D platelets which
act as precursors. Therefore, the total energy density (total energy per unit cell) of this

system is given by
E=H; Eyg® Tl udnd (0 -Hp-Hy) Eppas. ..o (2.8)

From the equation (2.8), the nucleation of 3D islands depends on the WL thickness,
and the total volumes“of all islands are not limited. The Phase diagram of lattice-
mismatched system shown in figure 2.8 1s for the understanding of the equilibrium
morphology of the hetergepitaxial system [59] In this figure, there are six growth
modes (phases) and these phases are separallif,::&_ll?ly the phase boundary lines: H.,: FM -

Ry, FM - SKy; He,: SKi- Ro; He: SKZ—SKl;“I;IC‘_4 : _VW—SKz, VW-R; (Barabasi, 1999).

The FM phase

In this phase, the deposited material contributes to the pseudomorphic growth of the
wetting film, and the islands are absent, @eminiscent of the so-called FM growth
mode. The WL thickness in this case is the same as the nominal thickness of the
material deposited, H. Such growth of the WL will continue until / reaches a critical
value He, , which defines the phase boundary between theEM andleither the R; or the
SK; phases.

The R; Phase

Above H. , the inequality 0 < ¢ < g; is satisfied after the formation of a WL of n; =

H., ML, the excess material (H/—n; ) contributes to the formation of ripening islands.
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Above Hcland r g <e < g, the deposrced materlal H is dlstrlbuted between the
wettm lwq ﬂ ?m ﬁ%d‘t!} ﬂm‘eﬁ( wth mode. At
H.,, thetgquilibrium is aﬁ‘sme jumps from zero (in the FM phase) to some finite
xo(H, €) value. Naturally, within the SK; phase the island size, their mass, the WL
thickness, and the island density p are continuous functions of H and & With
increasing H, the density p increases from 0 at A, to a finite value. Interestingly, as a
consequence of island-island interactions in the SK; phase the WL also continues to

grow, but at a sub-linear rate.
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The R, phase

In this phase the deposited material A is distributed between a wetting film, finite
islands, and ripening islands. The finite islands formed in the SK; phase are
preserved, being stable with respect to ripening. Thus in the R, phase both finite

stable islands and ripening islands coexist.

The VW phase

For large lattice misfits ( € > g, ) and for small coverages H, all the deposited material
is accumulated in the form of finite islands: Due to the large misfit, in this phase the
wetting film is absent and theislands form dirCetly-on the substrate, similar to the so-
called VW growth mode. dn-the absence of the weiting film, both the island size x¢

and the island density psimply increase with /.
|

The SK, phase

By increasing H in the regime & < &< &; Ave reach.a new phase when H exceeds the

value H., which we label the SKy phase.” In this phase the behavior of the system is

quite different from the SK /growth mode, 'é:l.'iﬁgc at the H., boundary we already have
islands formed in the VW moderAs we enlter‘pj.;tjhe SK, phase by increasing H above
H,, the island density and the island size remain unchanged, but a wetting film starts
to form. This process continues until a full monolayer i1s ¢ompleted, at which point we
enter the SK; phase. Thus, in contrast with the SK, phase, in SK; phase the formation

of new islands is suppressed until the one-monolayer-thick WL is completed.

The R; phase

In thisdastiphase, which eccurs for ¢ > gandfor'H » H 4 weexpectithe formation of
ripeningsislands. The formation of stable islands 1s suppressed, and all the material
deposited after H., contributes only to the formation of new ripening islands, that
coexist with the stable islands which had been formed in the VW growth mode.
However, in contrast with Rj, in the R; phase the wetting film is absent. The
summarized solution is that the stability of the islands depends only on coverage (H)
and sufficiently large coverage can enhance the possibility to ripened islands without

dependence of the value of lattice mismatch (g).
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2.4.2.2 Kinetic Analysis

The kinetic model for the time-dependent 3D island density for semiconductor
heteroepitaxy is explained by the island using a mean-free theory by Dobbs et al.
(1997). This model describes how this density varies with growth conditions.
Theoretical analysis of SK growth kinetics for the island density using growth rate
equation is based on the physical processes of adatom deposition, surface diffusion,
attachment and detachment of adatoms from the islands as follows: the atoms deposit

and adsorb to the growing surface,

The deposited atoms on the growing surfacc.known as adatoms diffuse over the
surface and collide with 6ne another. After colliding, the adatoms form 2D islands.
The small 2D islands witheSizes less than critical thickness are thermodynamically
unstable and quickly brok€n wip/into adatoms again. Further deposition of adatoms
results in larger 2D islands. /They ‘arc stable by capturing the adatoms more and

transforming into 3D islands when their sizes exceed the eritical sizes.

By applying the above model, the density of 3D islands formed during the deposition
of InP QDs on GaP-stabilized GaAs (00-1:3-)- (Dobbs et al., 1997) are studied. The
experimental results shows that island derisi".cg?'ﬁ increases with the growth rate and
decreases with the growth temperature. It 18 'Wbﬁhy to note that the island density also
increases consistently-with-inereasing the-depeosition-and then saturates. No significant
changes in the island density for further deposition but-leads to the island size. This
limited size of QDs idea can also simply be explained from the self-limiting effect
proposed by Seifert etyal. (1996).cMany authors havesalready described the limited
size of QDs form the kinetic aspects (Seifert et al.;"1996; Chen and Washburn, 1996;
Jesson et al., 1998).

Figure 2.9 illustrates the strain energy density along the surface of the WL and
around an island. The change in this energy density due to the formation of 3D islands
affects the chemical potential. The top of the island, where the partial strain relaxation
in the island takes place, is located at the minimum in the potential whereas the edge
of the island, where high compressive strain exists, is at the maximum in the potential.
The propagation of compressive strain at the island edge increases an inherent misfit

strain between the substrate and the wetting layer around the island. The increase in
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the potential around the coherent island depends on the island size and so its
formation has a self-limiting effect on island growth. This outcome will be achieved
to understand the coherent view of the kinetic analysis of self-assembled QDs
formation. In the next section, defects and dislocations in QDs formation will be

briefly discussed.

Figure 2.9 Schematic representation of the loecal strain energy density in and around

the 3D island(Seifert et al., 1996). '

2.5 Defects and Dislocations

The characteristicsyof a semiconducton arezinfluenced-by«thesstrain. This section will
briefly present strain i the context of semiconductor heterostructures in order to
understand the strain epitaxy. The issues associated with strains ‘such as defects and
dislocations "in Istrained | heterostructures are! explained. Especially, the strained
behaviour related to the dislocation mechanism which is one of the important matters

of this work is discussed in this section.

2.5.1 Strain

When an overlayer that has a different lattice constant from a substrate is grown on

the substrate, the resulting epitaxy is called a strained epitaxy. The strained behaviour
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of heterostructure is related to the dislocation mechanism. The main reasons why the
strained heteroepitaxy is interested in are two facts. They are (i) incorporation of the
built-in strain and (ii) generation of a new effective substrate. In the strained epitaxy,
a thin overlayer has a built-in strain which effects on the electronic and optoelectronic
properties of material. In a lattice-mismatched heterostructure, strain energy is
relieved by the generation of misfit dislocations (MDs) when the overlayer thickness
exceeds a critical thickness (h;) and eventually the overlayer becomes its own

substrate. This process allows the substrate possibility of growing in semiconductor

J
technology. ’, /Q/

The strain (¢ ) between the two different matcrials-due to lattice mismatch is defined
p— -. # -

by —
attice

E.l B RNy s (2.9)
Where a; and q; are / iits of Substrate and overlayer, respectively. The
accommodation of lattice of the pit'a_,xia_'la;'(er with the substrate is shown in figure
2.10. In the strained heteroepitaxy, thé laf-i;fn_:e constant of the epitaxial layer in the

[
. A ..-‘J'-:,! 4:‘

-'(‘b) Co?{g?ss1vq

(c) Tensile

ay

ay

as
Figure 2.10 Schematic representations of (a) unstrained layer, (b) compressive
strained layer and (c) tensile strained layer. The opened squares represent
atoms of the substrate materials and closed squares are atoms of the
epitaxial materials. In (b) and (c) the lattice constants of the epitaxial
layers are different from the substrate materials. The arrows in (b) and

(c) represent forces (stresses) exerted on the epitaxial layer.
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direction parallel to the interface is forced to be equal to the lattice constant of the
substrate while the direction perpendicular to the substrate is changed by Poisson
effect. Under the compressive strain, the parallel lattice constant ( a; ) is forced to
shrink and the perpendicular lattice constant ( @, ) will expand. In this case, the
diffraction peaks from a epilayer (at 0. ) and substrate (at 65 ) in XRD spectrum are
located as shown in figure 2.11(a) for the symmetric reflection from (00/) planes.
Conversely, under a tensile strain, a; will expand and a_, will shrink. In this case of
smaller cubic lattice constants in a coherent epilayer, the observed diffraction peaks

are shown in figure 2.11(b).

In the strained epitaxial=growth, the “lattice constants of the strained film in the

direction parallel and perpendicular to the interface are

af = (1—a}f)a1 ....................................... 2.11)

where d,, d, are lattice constants of film and substrate and o is a Poisson ratio which

is given by TR

where C;; and C; dreelastic-constants-of-the-epitaxiatlayer. The C;; and C); for InAs
are 8.329x10"" and 4.526>10"" dyn/cm® and for GaAs are 11.88x10'' and 5.38 x10"!

dyn/cm? respectively.

Figure 2.11 Diffraction peaks from (a) the epitaxial layer (at 0. ) and (b) the
substrate (at 0 ).
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To calculate the alloy composition from the lattice constant, its dependence on the
composition must be determined. In the case of fully relaxed layers, a, can be
measured by using Vegard’s law. However, Vegard’s law is no longer true for
strained layer. In this case, both lattice parameters ( @, and a, ) are considered to
determine the alloy composition. The In concentration from the InyGa; 4P alloy layers
can easily be determined from the free lattice constant (apg.p) using Vegard’s law

which can be expressed by the following formulae:

2C12a//+ CllaJ_

Uit e e, (2.13)

2C12+ C11

AineaP — X Ap + (1 o X) AGAP ++ v v vvrerrrnnneareanaennanns (214)

xa e +(1 X) ag pC
AL S (2.15)
a
ITI.GaP
X PG +(1 x)a ct
o gt SROK (2.16)
aj
InG(LP

The important concept in strained-layer epltaxy is critical thickness. Critical thickness
arises because of a competition between stram energy and chemical energy. Below
the critical thickness, minimum energy state ‘of" the bilayer system is achieved by
strain. Above the Critical-thickness;-the-minimuin-energy state is achieved by the

formation of dislocations (Bhattacharya, 1994).

If the coherent strain becomies relatively large either due to a large lattice mismatch or
a large thickness ofithe epitaxial layer, thesstrain energy is reduced by the formation

of dislocation at the interface which s given by (Bhattacharya, 1994)

2C%
ESt == fZ (Cll + Clz - Cllzz) dl ............................... (217)

The critical thickness as a function of strain is given by (Fritz et al., 1985)

as (1_0/4-) \/—hc
= (i = +1) ................................. (2.18)

where ¢ is the strain, h. is the critical layer thickness, a, is the lattice constant of the
substrate and o is Poisson ratio. This section will be an important knowledge and

discussion to understand strain effect in QDs formation. As a consequence, the next
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section will be briefly discussed some principles and specifics of defects in QDs

formation.

2.5.2 Defects and Stress

In semiconductors, the reasons of introduction to defects and stress are either
thermodynamic considerations or the presence of impurities during the crystal growth
process. Therefore, the regular pattern of atomic arrangement in crystal is interrupted
by defects. Four types of defects in' erystalline semiconductors are generally
characterized as (i) point defects, (ii) line defCefs, (iii) planar defects and (iv) volume

defects.

2.5.2.1 Defect Classification |

Crystal defects include any kind of structg;al irregularity in crystalline order. We can
sort them into point defects; line defect§, ‘and plane defects. The line defects are
usually mentioned as dislogations, and the‘-ple_}_ne defects include stacking fault, twin,
or anti-phase boundaries. Dislocations can.‘_b_e_ sorted in three kinds: edge (also known
as 90° or Lomer) dislocation, serew dislocation, and mixed dislocation. Basically, they
are lines of atoms with broken bonds, and characterized by their Burgers vector which
is a shortest path of atomic displacement (and a direction of dislocation slipping). For
the edge dislocation;,its line is perpendicular to Burgers vector. Screw dislocation has
its line and Burgers vector parallel. Mixed dislocation-¢ould have line and Burgers

vector at any angle between'0 and 90°, and they are characterized by this angle.
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(a) 90 ° (edge) Dislocation (b) 60 ° (mixed) Dislocation

Figure 2.12 Illustration of (a) 90 °edge dislocation and (b) 60° mixed dislocations
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For epitaxially grown III-V semiconductors, most commonly seen dislocations are
edge and 60° dislocations. They are illustrated in figure 2.12. The edge dislocation
relieves geometry mismatch more efficiently, however, it is energetically easier to
introduce 60° dislocations in III-V materials. Hence, there are mostly 60° dislocations
present in a layer grown under a large lattice mismatch, such as a GaAs layer on Si.
This 60° dislocation also has low energy to propagate and slip, therefore, once it is
generated at a lattice-mismatched interface, it threads microns throughout the epilayer
as growth proceeds. This is a reason why heteroepitaxy of III-V on Si has never been

successful, since it is difficult to eliminate owtecrminate 60° dislocations propagation.

In the case of wafer bonding, on the other hand,.it.brings two perfect materials [60]
into contact abruptly. Hencegdislocation formation mechanisms are very different
(and much simple). In" thescase of InP vs GaAs, their lattice mismatch at room
temperature is 3.7% (It'ts 3.6%at 600 ~C. Since the difference is small, we neglect the
effect of thermal expansionfor simplicity.v We will discuss thermal mismatch in later
section). This means that'every 26 atoms bf.l.InP would match with every 27 atoms of
GaAs if they are placed:swith ‘the ‘same “orientation. F igure 2.13 shows a high-

resolution transmission electron mieroscope (TEM) image of bonded interface [61].

As the two materials are put in contact and brought to an elevated temperature, high
enough that atomic bonding can be cut and reformed, atomis on their surfaces would
rearrange themselves to form atomic bonds with each other. Among 27 of GaAs
atoms, 26 atoms willfind their InP mates but the remaining 1 will not. Hence, this
leftover 1 atom forms a deféet as shown in‘figure 2.12 (a), i.e., an edge dislocation if
defects are formed en a ling peneftrating the papet plane. The edge dislocation has a
slip plane parallel to the interface, o0 it could move left or right, but it can hardly

climb up into InP orGaAs layer as it is energetically difficult.

Hence, the dislocations are confined at the interface and do not affect crystalline
quality of layers away from it. What happens if their surface orientations of materials
bonded are different? As we saw before, the geometry mismatch at the interface is
now largely affected by orientation relation of the two, and the mismatch becomes
different depending on which cross-section of the interface you are looking at. Figure
2.14 is an example of wafer bonding of orientation-mismatched (001) GaP and (110)
InP [62].
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L
-{)ﬁded interface of (001) InP and (001)

GaAs [61] *".'l"’-—-
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As they are aligned by ‘thy—ﬂ/

| direction, the geometry mismatch in this direction
is the same as the lattice anis

it GaP and InP, which is 7.7%, so that there must

Figure 2.13 High-resolution TEM imége

be 1 defect per every 13 /Whereas on the other c;oss-section, the mismatch is

t 1s-calleé “mlsﬁt vernier” and there is little lattice

: : dgdis - okl \ . :
deformation. In this way, the lincar dislocation density is very different depending on
. . e
which crosssection to obse T = \
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In real samples, there lis anothersource of dislocation: tlltlbetween InP and GaAs. The

tilt exists both in vertical-and-horizontal-erientations:—Ene jertical tilt 1s from surface

[ s
ercial substrates, and horizontat tilt is from misalignment of
|

misorientation of co

two wafers when we place them together. This issue of tilt is already discussed

elsewhere [63];-and sir;cé the @ffe[jft;:lof:the-tilll_'t"':,i.s;-mjnor comprared to latticeand thermal
' P

mismatch, we a.olnL)'t' need to discuss'it here.”

(110) InP [

B (001) GaP

Figure 2.14 High-resolution TEM image of bonded interface of orientation-
mismatched (001) GaP and (110) InP [61]
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2.5.2.2 Point Defects

A point defect is a highly localized defect that affects the periodicity of the crystal
only in one or few unit cells (Singh, 2003). The common defects which usually occur
in binary GaAs compound is anti-site defect in which one of the atoms from Ga atom
sits on the As sublattice instead of the Ga sublattice. Other point defect is interstitial
defect where an atom sits in a site that is in between the lattice points. A schematic

showing some important point defects in a crystal is shown in figure 2.15.

Figure 2.15 Schematic diagram showing peint defects in a crystal (Singh, 2003).

2.5.2.3 Line Defects

When the large number of atomie sites is misaligned, the resulting defect is called a
line defect or dislocation. There are two major types of dislocations, namely, edge
dislocation andscrew dislocation. When an extra half plane of atoms is inserted to a
perfect crystal,"a defect known as an edge dislocation is created in regular atomic

structure,alofigline wheresthesextra half-plafieterminates as shown i figure 2.16(a).

A screw dislocation shown in figure 2.16(b) can be visualized as being formed by
cutting the crystal pathway through with a knife and shearing it parallel to the edge of
the cut by one atom spacing. The screw dislocation transforms successive atom planes
into a helix around the dislocation line. The characteristic of both edge and screw
dislocations is termed as mixed dislocation as shown in Fig. 3.15 (Andrew et al.,
2002). The dislocations present in real crystalline solid are commonly of mixed

dislocation.
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Dislocations are generally described by the Burgers vectors and the dislocation line.
From figure 2.17(a), relaxation occurs via threading dislocation (TD) motion and MD
formation on the inclined glide planes. The most common slip system is a/2(110)
{111}. The Burgers vectors for this system are along the face diagonals of the cubic
cell and are the shortest possible primitive lattice translation vectors. The set of
possible Burgers vectors can be constructed by considering the edges of a half

octahedron, as shown in figure 2.17(b).

Figure 2.16 Schematic gepresentation-of (é) edge dislocation and (b) screw dislocation

(http://en.wikipedia.org/wiki)fl_)iSlocation#Edge dislocations).

) ) i 2 A
The dislocation Burgers vector can be decomposed into edge begee and screw bycrew
components. Consequently, the édge corﬁpfifient can be decomposed into parts

parallel b, and perpendicular 5, to the ﬁlm/s'iiB'sﬁate interface: begge= by + b

In order to get a better, understanding of dislocation with Burgers vector, the basic
information about Burgers vector 1s explained. A disloeation is given in terms of the
Burgers circuit,. A Burgefs* circuit is any~atom_to atom path taken in a crystal
containing the dislocations’ which. formsca ‘closed loop: The vector required to
complete the circuit is called thesBurgers vector. Therefore, ¢he orientation and
magnitide of a dislocation can be characterized in terms of its.Burgers vector. The
Burgers vector of edge dislocation is perpendicular and screw dislocation is parallel to
the line of the dislocation. The schematic diagram for Burgers circuit and Burgers
vector is illustrated in figure 2.18. In general case, the dislocation line lies at an
arbitrary angle to its Burgers vector. However, the Burgers vector of the dislocation is
always the same and independent of the position of the dislocation. There are two
basic types of dislocation movement. They are (i) glide or conservative motion and

(i1) climb or non-conservative motion. In a glide motion, the dislocation moves in the


http://en.wikipedia.org/wiki/Dislocation#Edge_dislocations
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Figure 2.17 Dislocation geemetry in heteroepitaxial mismatched thin films. (a) One of

the inclineds{11 Ly planes for a (001) oriented fcc film/substrate system
with a gliding TD segmeiit and a trailing MD. (b) Dislocation Burgers
(Andrew et al., 2002). "'_ ; .

surface defined by its line and Burgers vector. In climb motion, the dislocation moves

out of the glide surface.

Figure 2.18 Burgers circuit (a) around a dislocation and (b) in a perfect crystal (Hull,

1965):

2.5.2.4 Planar and Volume Defects

Planar and volume defects are not important in single crystalline materials, but can be
importance in polycrystalline materials. If the Si is grown on glass substrate, small
regions of Si are perfectly crystalline but are next to microcrystallities with different
orientations. The interface between these microcrystallities is called grain boundries.

Grain boundaries may be viewed as array of dislocations.
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Volume defects are introduced if the crystal growth process is poor. The crystal may
contain regions that are amorphous or may contain voids. In most epitaxial growth
techniques used in modern optoelectronics, these defects are not a problem. However,
the development of new material systems such as diamond (C) or SiC are hampered

by such defects.

2.5.2.5 Stress by Misfit Dislocations

A bonded interface of (113)B InP and (001) GaAs will be reported. In figure 2.19 we
show free-standing atomic order of each’ material at the bonded interface: (a) top
view, (b) side view at (=110).cioss section, (C)-side.view at cross section orthogonal
to (b). It is a complex interfaee,.and there may not be dislocation lines since atom

positions are 50% off between neighborf?g atomic plancs. To obtain an order of stress
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Figure 2.19 Atomic order of (113) InP and (001) GaAs: (a) top view, (b)(c) side view
magnitude by interface defects, so the very simple model and calculate stress from 1-

dimentional misfit dislocation array. From the theory of J. W. Matthews, force by an

edge dislocation Fgp is expressed as [64]
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Gb? R
FED —m(lﬂgi‘l) .................................... (219)

where b is Burgers vector length, v is Poisson ratio, G is shear modulus, and R is a
height of the edge dislocation. By dividing Fzp by an area that an edge dislocation

affects, we can obtain dislocation stress 6gp as

1 1

O-ED = FED E = FED m ................................ (220)
B 1 (l R N 1) Gbe
@I HA b R
Where
B P CaAS e e, 2.21)
lGaAs

where S is spacing between'disiocations, which can be expressed by b and a geometry
mismatch €. The paramgters G and v.ate orientation-dependent, but (001) values is
used here since an ordepfofmagnitude need to get. As for R, in figure 2.18, the
number of monolayers deformed at the irit‘enface is about 5-6, so there can be assume
R=10A. Also, b =3.9975A. The only oriéntation-dependent term is &, which is

_6.8818 —3.9975

= 0.4191 for [332] direction ............ (2.22)
6.8418 st i

__ 41499 ~3.9975

= 0.0367 for [110] direction ............. (2.23)
6.4.149

To get an idea of how much large or small these stress values are comparison of these

values with the stress in strained material such as strained MQW.

2.5.2.6 Stress by thermal expansion mismatch

Another, source.of stress in bonded, structure would be thermal eXpansion mismatch
between 'the two bonded materials. That'1s, duriiag ‘cooling down ‘the sample from
bonding temperature, the two materials would shrink at different rates, so that
mismatch would be generated. And at low temperatures, such mismatch cannot be
relieved by creating any dislocation. The thermal expansion constants at the room
temperature are listed in Appendix A. Their temperature dependence is negligible
here since we want to find the order of magnitude of the strain. The thermal
expansion/deflation should occur in a symmetric way no matter what orientation the

materials are, so it should generate symmetric mismatch strain. If we set the bonding
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temperature to be 575°C, the amount of strain generated in InP/GaAs bonded

structure during cooling down to room temperature (25°C) is

(575-25) % (64 —4.56) x 10 =10 =0.1% ..oeeveveeernnnnn, (2.24)

Since GaAs shrinks more than InP, it generates about 0.1% compressive strain in InP
side or 0.1% tensile strain in GaAs side. Right after the bonding, both InP and GaAs
sides are equally thick (3~400 um), so the strain is almost evenly split between them.
As we etch off the InP substrate, the strain will be concentrated onto InP side, i.e., the

InP active region will be under biaxial 0.1% €ompressive strain.

As a conclusion on thermal mismatch’stress, it.would be insignificant if the gain
medium is a strained MQW,-to-Wwhich strain of about 1% is intentionally added.
However, if the strain'in thesgain medium is small, this thermal mismatch strain could
become significant and theé main source, of asymmetric stress, thus affecting the
polarization. Aside from affecting the prbperties of gain medium, the thermal stress
would cause wafer bowing' which Woui'd Ji:)e an obstacle for a large-scale wafer
bonding. This problem can be estimated by‘thinning the substrates or employing thin

b

film transfer technology. "

2.5.3 Dislocations

There are many models for the generations of MDs. MDs ate associated with TDs and
extend into a film growing epitaxially on the substrate. The formation of MDs for the
strained layer heterostructuies for various fattice-mismatched systems are shown by
both qualitatively (Shiryaey, et al., 1997; Liu et _al., 1999;:Samonji, et al., 1999;
Takano et al., 2005) and quantitatively (Andrew, et al., 2002; Hoagland, et al., 2004).

2.5.3.1 Critical Thickness for In,Ga;.«P Growth on GaAs

A particular technological interest regards on the InP/InGaP/GaAs structure, in which
an InGaP layer is deposited on a GaAs substrate. InGaP can be matched to GaAs,
when the Indium molar fraction is 48.84% and Gallium, consequentially, is the
51,2%, yielding an Energy gap of 1.88 eV (at room temperature). Ing43Gags,P, has
interesting properties like a low electron effective mass, 0.111 m,, high mobility

(1850 cm*/V's at room temperature) and a direct band gap [65]. It can be mainly used



46

in HEMTs, HCTs, pumping lasers for optical fibre amplifiers, doped with Erbium
[66], but also for tandem cells in space applications and in combination with Al
(AlGalnP) for high efficiency LEDs (emitting in green, yellow, orange and orange-
red colours light).

The case of InGaP/GaAs is particularly complex, from the literature review, the
mismatch versus the Indium fraction in the alloy and the critical thickness (thickness
above which the growing layer relaxes producing structural defects) as a function of
the Indium fraction are observed. The InGaP/GaAs heterostructure is indeed very
sensitive to the stoichiometric composition:.a slight variation of the composition from
the lattice match causes a.consistent deformation.of the layer lattice (high mismatch),
therefore a high parallel serain. This mismaich produces an elastic energy

accumulation at the int€riace; which enhances as the layer thickness increases.

The lattice bears the consequent accumulgﬁon of elastic energy up to a certain value,
corresponding to a critical thickness, ab‘gve' which all the stored energy forces the
layer to a plastic relaxation, accompanied_,b_‘y the formation of a large amount of
dislocations. The Mattews and Blakeslee m_Q@el [67] predicts the critical thickness for
InGaP on GaAs and it is Connected to the Indium percentage in the alloy by the
Vegard’s law [68]: |

AnGap = XAp + (1 = X)aGap ........................... (225)

While epitaxy restrictions generally limit materials growth to material with the same
lattice constant; it is pessible to make briefexcursions to-materials of different lattice
constants. When, a lattice mismatch film ‘is ‘grown on a substrate epitaxially, the
epilayer, is_generally restricted in thickness by thé-Matthews-Blakeslee condition [69-
71]. The Matthews:Blakeslee conditiony base on atforce balance'model, represents the
thickness limit for a strained film before dislocations begin to form. These
dislocations, interruptions in the periodicity of the perfect lattice, are devastating for
semiconductor lasers because they serve as nonradiative recombination centers. The

critical thickness of a film (h.) is defined as:

A )] 1410 (P22 (2.26)

T 2g1-vpm as



47

Where aq is the unstrained lattice constant of the substrate and ar is the lattice constant

of the epilayer. The strain within the plane g;; is given by

and the Poisson’s ratio, v, is given as:

film
C12

V= —/——=—
P e

where C;; and C;, are materials properties representing the film and substrate’s
mechanical behavior. The Matthews-Blakesle€ analysis is for that of an epitaxial film,
growing by the Frank- Vander Merwe mechanism, extending infinitely in either
direction within the plane and growth perpendicular to the plane. Table 2.1 contains

values for common semicenductor materials at or near room temperature [72-75].

Table 2.1: Parameters’ for common semiconductor materials at or near room

temperature
GaAs “ InP GaP
a (A%) 565305 b 58687 5.4505
C11(dyn/cm?) 11.9%18" . 10.11x10" 4.05x10"!
Coa(dyn/cm?) 534x10" 7 1 5161x10" 6.20x10"!
vi[100] 0.31 0.36 0.31

2.5.3.2 Types of Misfit Disiocations

There are two types of MDs in (0071) epitaxXial zinc-blende ‘crystals or diamond cubic
systems, for_low lattice mismatched (001)_interfaces, They are d type and B type
dislocations that ate classified according tol the términation of ‘dislocation core. The
dislocation line along the [1-10] direction with P atoms at the core is defined as a type
dislocation. On the other hand, the dislocation lines along [110] direction with Ga
atoms at the core are known as P type dislocation (Wu et al., 1999). Many research
groups have investigated asymmetries of dislocation lines. Abrahams et al. (1969)
suggested that the occurrence of such an asymmetries effects are due to differences in
the nucleation or mobility of these two types of dislocations (Abrahams et al, 1969).

Kuesters et al. (1986) reported that the velocity of a type dislocation is much greater
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than that of B type dislocation under the investigation with TEM results. Kavanagh et
al. (1988) investigated the dislocation densities, surface morphology and strain of
InGaP/GaAs epitaxial interfaces as a function of indium composition and layer
thickness by TEM, medium energy ion blocking and doublecrystal x-ray
diffractometry. They claimed that asymmetries in dislocation densities are due to
unequal distribution of Burgers vector of 60° type or edge type dislocation densities in
the strained layer which in turn responsible for the strain asymmetry in strained layer
(Kavanagh et al., 1988). Many experimental results additionally confirm that the

argument of asymmetry in MDs along <110 direction.

2.5.3.3 Surface Steps via Fhreading D“i,slocation

Hongland et al. (2004) rlqported inﬂuei}ce of surface steps on glide of TDs during
layer growth. They de"monstrated the surface step via the glide of TD, which is
energetically favorables Avheh the th}ckness of the layer exceeds a critical value, is
shown in figure 2.20. This group quantl‘datlvely proved that critical values for MDs
are larger than predicted by tradltlonal step’lta‘s& solution from the energy point of view
required to form a unit length of dlslocaﬁon w1th edge and screw Burgers vector
components, b, and by respectWely on the—gateirface The TDs elongate to form MD
segments during the growth of” GaAs/InxGal‘;As/GaAs under the investigation by
TEM measurement am—shewn—m—ﬁgu*e—l—l—l—é]:m—et—al— _1999) The surface steps are
seen as 2D arrays so- _called cross hatch when we look at .I.‘from the top as seen in plain

view of AFM and TEM i images in figure 2.22 (a) and (b') (Yastrubchak et al., 2003).
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4 surface step
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Figure 2.20 Geometric of appearance of surface step via gliding of threading

dislocation with Burger vector b (Hongland et al., 2004).
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Figure 2.21 TEM images showing dislocation observed in GaAs/Ino.1sGao.ssAs/GaAs for

various thicknesses (h) of InGaAs layers (a) misfit dislocation segment

( h=6 nm) (b) elongated misfit dislocation segment (15 nm) and (c) misfit

“[Wislocation (h=25 nm) (Liu et al., 1999).

dislocation network wi

Since the Burgers vector makes an angle 0f 60° ¢ line direction, this type of MD

is commonly called a 60° dislocation.. o primary features of the dislocation
ST )

structure is V-type conﬁgura'tibﬁ"‘"ﬁféﬁi 1g from.interface between substrate and

trained layer superlattices

r.ﬁ ﬁ ape is ~70°. They claimed
|
that the formation o inclined MDs segments of

ol 34l () (0D L1 S
RIANIUUNINAE

structure (Rajan et a

-shape is due to annihilation ‘

Figure 2.23 TEM image showing V-shape configuration resulted from inclined slip loops

originating in misfit dislocation network (Rajan et al., 1987).
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2.5.3.4 Lomer Type Misfit Dislocation

In heteroepitaxial growth, pure edge (Lomer type) misfit dislocations (L-MDs) are the
most efficient at misfit strain. Pure edge MDs have been obtained on many
heteroepitaxial systems such as SiGe/Si, Ge/GaAs, GaAlAsP/GaAs, GaAlAsSb/GaSb
and InGaAsP/InP with (001)-oriented substrates (Vdovin et al., 1996); {111} (Ernst et
al., 1993); {112} (Mitchell at al., 1991) substrate orientations.

The number of L-MD fraction in the MD network depends on the lattice mismatch,
growth thickness, epitaxial layer composition and temperature or annealing (Hull and
Bean 1989; Hull et al., 1989). In the paper of Mdovin et al. (1997), two typical types
so-called A type and B type in L-MDs of puic edge MDs characterized by different

geometrical properties hayebeca observed for different epitaxial systems [76].

A type L-MDs are in a form of cuﬁeq lines leaving the interface and greatly
deforming the MD network. A fter that,;'they are generated via interaction of the
parallel 60°-MDs pre-existing at the interf’a_lcdé. B type L-MDs are long and difficult to
identify generation mechanism which are 'frequently observed in the MD networks
with low MD linear density. The schematié‘:ﬂcpnlﬁguration for the generation L-MD of
pure edge MD is shown in figure 2.24 (Vd(;Vi“I']ll';‘ 1997). Both types are determined by
the growth conditions and the-mobility of iﬁdividual dislocations in the film. The
common dislocation nede-for-initial-60°-MDs;-arising-as a result of the dislocation
reactions in crossing points of the MDs, is a starting pomt for the generation of pure
edge MDs [77]. The MD propagation is accompanied by a shift of dislocations from

interface upwards ontortheepilayerior downwards ontethesubstrate.

Figure 2.24 Schematic drawing of the spatial dislocation configuration for the case of

L-MD which is commonly found in pure edge MD (Vdovin, 1997).
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2.6 Growth Techniques

Many order QDs growth techniques are reviewed in this part such as multi step
(Kitamura et al., 1995; Akiyama et al., 2006) In-interruption growth (Hong et al.,
2006), thin-cap and regrowth (Suwaree et al., 2006) and atomic force tip-induced
nano-oxidation, atomic-hydrogen etching/cleaning and regrowth techniques (Kim et

al., 2006).

2.6.1 Multi Steps Technique 'I J
i/

Kitamura et al. (1995) demonstrated that the aff;rﬁ)@nt of QDs along surface steps for
(001) GaAs substrates n__i_i_s;griented bT 2° toward [010], [110], and [1-10] using
CVD irowth. In this technique, first, GaAs epilayer

multiatomic step structlir'gs-hf !

with multi atomic steps#st é":ture 1s_grown on a vicinal GaAs substrate under

.’ Then, In'_ﬁﬁAs quantum dots are grown on a vicinal

appropriate growth condiio

substrate. Figure 2.25WVis sjthe ‘a_{lig-‘ ent of InGaAs QDs with a diameter below

20 nm along multiatomi step:é forthe [010] miseriented surface.

kA 4

| 300 0

= it

Figure 2.25 AFM image (300 nmx*300 nm).of InGaAs QDs aligned multiatomic steps

!

o GaAs - (001) “surface misoriented by 2° toward [101] direction
(Kitamura et al., 1995).

InGaAs QDs arrays aligned on vicinal (1 11)B GaAs substrate tilted 8.5° towards the
[-10-1] direction have been reported by Akiyama et al. (2006). First, SL buffer layer
consisting of ten periods of 3 nm GaAs/ 10 nm AlGaAs are grown on the (111)B
GaAs substrate. Then, 50-nm-thick GaAs layer are deposited at a substrate
temperature 600°C onto the SL buffer layer, a bunching of atomic steps called
quasiperiodic corrugation of about 20 nm in period and about 2 nm in height are

induced as shown in figure 2.26(a). It is worthy to note that they used low growth rate
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of GaAs, 0.05 nm/s and high As4/Ga flux ratio is 500-700 in order to be effective in

making the multiatomic steps quite straight and almost periodic.

The AFM image of InGaAs QDs grown by depositing 3-nm-thick Inj3Gag 7As layer at
Ts 520°C is shown in figure 2.26(b). Each train of island is aligned along the [-101]
direction, parallel to the underlying GaAs multiatomic steps. The array of island trains
has the average period of about 50 nm, which is nearly twice as large as that of

underlying GaAs multiatomic steps. The height of islands are 3-5 nm and lateral sizes

are about 50-60 nm along the 1slan\ ! /I boring islands are separated by small
gaps of about 5-10 nm. f islands is 3x10' cm™. This
explanation gives some.m,msuils ¢ the growth techniques. The

: ‘erruptlon growth technique.

following section will

Figure 2.26 AFM image (a) ofh%‘,

"r-l'."

(11 I)BﬁaAs and (b) InGaAs Mﬁng 3-nm-thick

2.6.2 In-Interruptionﬂrowth Technique
Ordered quan usgi ﬂﬂm ‘E],l/jarn[ %00) substrate using In-
interruption gm\ fiauje[z btained without doing
RN i ﬁW’TQ’? e e

Shutter Open [—-------—~-------------

Repeat
Shutter Close i \ y .
1
v Vv v VvV

Interruption time (seconds)

A\




53

(b)

Figure 2.27 (a) Schematic drawing of In-interruption growth technique and (b) AFM
image (3000 nmx3000 nm) of InAs QDs with a In-interruption time 9
sec (Hong et al., 2006).

Indium atoms are interrupied While arsenic atoms supplying all the time during the

growth of QDs. Therefore, lnsSoutrces arriving at the substrate have a migration time
|

to reach a more suitable site"and this effect results n aligned QDs. AFM image of

InAs QDs with 9 sec In-intewrtiption time 1s shown in figure 2.27 (b).

2.6.3 Thin-Capping and Regrowth Techhique

=

In this section, a review of thin-capping -I_angl_, regrowth technique, base on some
experimental work will be presented. The _li.ni;ial part is devoted to the InAs QDs
growth by thin-capping and regrowth tecﬁﬁiéﬁé base on the experimental work of
Suwaree. A thin-capping and regrowth molecular béam epitaxial technique is
proposed and demonstrated to be a suitable approach for the growth of lateral
quantum-dot molecules (QDMs). Recently,.ordered InAs QDs grown on GaAs (001)
substrate usingra thin-capping and regrowth of QDs technique is demonstrated by
Suwaree et al. (2006). By using a conventional QDs growth technique, as-grown
randonily distributed QDs"are forned on flat“surface fitstly™ Theny on top of these
QDs layers, thin GaAs layer (6ML) 1s capped. Because of the Tattice mismatch
between the QDs and capping layer, the strain energy around the QDs is increased.
Correspondingly, In atoms migrate out from the QDs and leave a nanohole in the
middle of the QDs. By regrowing the QDs on top of nanoholes via a thin-capping
process, nanopropeller QDs are formed. By repeating the thin-capping-and-regrowth
process for 7 cycles at the regrown thickness of 0.6 ML, nanopropeller QDs are
aligned along the [1-10] direction. AFM images of evolution of laterally aligned QDs
along [110] are shown in figure 2.28.
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Figure 2.28 AFM images of (a) nanohole (b) 1 cycle (c) 7 cycles of thin-cap and

W

-é@h, Atomic-Hydrogen Etching/
——

regrowth of QDs on nanoholes (Suwar

2.6.4 Atomic Force Ti
—

Cleaning and

droplet epitaxy techni ed, ‘ 4 et al. (2006). A promising way to

obtain site-controlled i igl g ali ased on the patterning and regrowth
process, which can redu o ‘ ontaminants between QDs and
nanoholes to a negligible level, is st oxide dots on GaAs surface are
created by AFM tip-induced N in a contact mode. Then, these nano-

= erod

oxide dots are removed by soft etchiln‘g, 1 order t holes. Finally, indium is

AUEINENINYINg
RIAINTUNNIINYIAE

Figure 2.29 The schematic illustration of the experimental processes for (a) the
formation of the nano-oxide dots on GaAs (001) surface by AFM tip
induced oxidation, (b) the subsequent removal of a nano-oxide dot and
native oxide layer by atomic hydrogen irradiation and (c) the deposition

of InAs QDs on nanoholes by droplet epitaxy.
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200 nm
Figure 2.30 AFM images of (a) nano-oxide dots (b) nanoholes and (c) InAs QD arrays
grown by droplet epita W et al., 2000).

supplied by droplet epitax 4 The/& illustration of the experimental

procedures is shown i?

atomic force tip-induce

regrowth technique is sh

The aim of this chap
nanostructures and it
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=) A L o
discussion will open:ihe doofs 'f'or-c’omple ely new re hzit_mn of quantum structured
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CHAPTER 111

Self-Assembled Quantum Dots Growth and Characterization
Techniques

3.1 Self-Assembly by Molecular-Beam Epitaxy

Self-assembled QDs can be obtained by Molecular Beam Epitaxy (MBE). MBE is an
epitaxial growth technique which is based on the interaction of beams of atoms and
molecules of thermal energy on a heated crystalline surface under ultra-high-vacuum
(UHV) conditions [78]. In MBE, the constituent.elements of a semiconductor in the

ceee

form of ,,,molecular beams*“are deposited onto-a heated crystalline substrate to form

thin epitaxial layers.

One of the most usefulifools  for in-situ monitoring of the growth is Reflection High
Energy Electron Diffraetion (RHEED). It can be used to calibrate growth rates,
observe the removal of exide from the surface, calibrate the substrate temperature,
monitor the arrangement of surface atoms, determine the proper arsenic overpressure,

give feedback on surface morphology, and provide information about growth kinetics

[79]. 22

3.1.1 Basics of Moleeular-Beam Epitaxy

Fabrication of high-quality quantum dots requires a method for high-precision
epitaxial growth of high-purity semiconductor crystals, such as molecular-beam
epitaxy. Since its myention in the early 1970%s, MBE has igrown from a specialized
research tool to'a major industrial technique [80, 81]. Figures 3.1(a) and (b) show a
schematic ‘ot a typical MBE “mechanism." Elemental sources aré heated in ultra-high

vacuum (UHV) to produce molecular beams, which impinge on a heated substrate.

Atomic layer-by-atomic layer deposition is achieved by using low beam fluxes, which
are controlled by varying the temperature of the source cells. The atomic mean-free
path in the beams is generally larger than the distance between the source and the
substrate. Typical growth rates of 0.1 — 1um/hr are obtained. The shutters in front of
the sources are used to control growth time. Uniform growth is obtained by rotating

the substrate during deposition. In order to obtain low impurity levels, a background
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—

: ! . e —
pressure of less than 5 is aintained.The UHV environment allows for

in-situ monitoring of

':'hd growt e by reflection high-energy
.

' reflectrometry, Sf*qtler methods. Layer-by-layer
440
ials is possible within a range of growth rates and
(A 4 »
2ol

electron diffraction (

epitaxy of lattice-matc

—
-.J

s \
%

substrate temperatures. *
& i -h.\
b [ erkds 4
th mode: .&:iesc ibed by the Burton-Cabrera-Frank

| e
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The mechanisms of this
theory. According to this
(1) Atoms impinge on the sa@pki@:fﬂ_gw they are adsorbed; (2) The atoms

e

migrate along the surface towards at(fmic stepmgft ey are stabilized by the

increased number of atomic bonds; along the step edges to a

=

—

attice. -L'j
L ¢ a o/ .
Deposition 1n\ﬁvwzr‘?$ﬂrﬂ1ﬂ ?‘Wﬁﬁrﬁ?th of two-dimensional
i i he materials most

islands until ansatomic layer is completed. s most commonly grown by
MBE I -}L];: K:ijbiaa ea: r pOS Hf one element
from ci’g;u ;}jfa rio iﬁarﬂl 0 :Dm ‘?fi)ELj particular, we

grow InP, GaAs, AlAs, InAs, and alloys of these materials. Deposition is typically

kink site, where they ag incorporated 1

done on the (100) surface of a GaAs substrate.

A special advantage of MBE, compared to other growth techniques, is that a
computer-controlled shutter in front of each cell allows precise control over layer
thickness and composition. The mechanical shutters in front of the sources can be

closed and opened in less than 1 second. The temperatures of the sources can be



58

accurately controlled. The composition of the epilayer and its doping level depend on
the relative arrival rates of the constituent elements and dopants, which in turn depend
on the evaporation rates of the appropriate sources. This makes it possible for MBE to

grow sub-atomic layers.

3.1.2 Molecular Beam Epitaxy (MBE) System Overview

A typical MBE machine consists of four chambers: load chamber, introduction
chamber, transfer chamber, and growth chamber. These chambers are separated by
isolated gate valves and the samples are transferrcd from one chamber to another by a
magnetic arm. The introduction and the growth.chambers have heaters for a heat
treatment process (preheat) ofitheSubstrate. Ultra-high vacuum condition is obtained
via a pumping system whi€h consists |of sorption pump, ion pump, and titanium

sublimation pump.

The schematic drawing of a typical MBE‘;, growth chamber is shown in figure 3.2(a).
Inside the growth chamber are material ‘sqq‘rce cells, substrate heater, monitoring
equipment, and a pumping system. Th_é_solid-source materials are separately
contained in different effusion’cells. - During' growth, the chamber wall and the
effusion cells are cooled with liguid nitrogen. from heated parts. Two types of
monitoring equipment are used: mass spectroscopy ‘and reflection high-energy

electron diffraction (RHEED).

The mass spectroscopy is used for particle analysis while RHEED is used as a tool to
observe surfaceicrystalinity. There are two fonization gauges which measure the beam
flux and background pressure (BP). One of the ionization gauges measuring for BEP
is located attheysate level of nmianipulator behind theisubstrate hedter and the other
gate is situated in front of the 1on pump for measuring the background pressure. The
temperature is measured by W-Re thermocouples and controlled by computer via a
controller card (EUROTHERM). In order to get a uniform flux profile on the
substrate®s surface, the substrate is continuously rotated by a motor during epitaxy. In
this work, quantum dots composed of InP within an InGaP matrix were elaborated by
molecular beam epitaxy on semi-insulating (100) oriented GaAs substrates using a
Riber 32P system shown in figure 3.2 (b). The substrate is attached to a molybdenum

block (MO). Prior to the crystal growth, contaminations are removed from the
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substrate surface by a 3-hour pre-heat process in the introduction chamber before
being transferred to the growth chamber. The preheat process is done when the
pressure in the introduction chamber is 1x10™® Torr or lower. The temperature profile

of the pre-heat process is shown in figure 3.3.

In the pre-heat process, the sample is heated by increasing the substrate temperature
(Tsyp) from 30°C to 450°C at a rate of 7°C/min. This ramp up is taken lhour. During
the ramp up, the contaminations from the substrate surface are removed and purged;
the pressure inside the introduction chamber thus increases. When the Ty, reaches
450°C, it is held for 1 hour. Then, Ty 1s Tamped down from 450°C to 30°C. The pre-
heat process thus takes 3-hours in total and all-samples are subject to this process
without exception. After the pre-heat process, the samples is transferred to the growth
chamber and de-gas process'is cartied out. In de-gas process, the temperature of each
cell is increased from"the standby “temp‘chergture (Tsa) to the required temperature in

order to remove the contaminagion from each cell.
o
After de-gas processes which prepare the'.:ggll@ for growth, the substrate has to go to

@

the de-ox process in order to prepare the sutface for subsequent epilayer growth. All
samples in this work are compesed of Inligffbwn on In,Ga, P matrix. The lattice

mismatch of 3.8% between InP and In0.4gGé§j;5z'E (lattice matched to GaAs) drives the

(a) ‘ -~ %Vacuum gate valve

Heater

\ Oven manipulator
Electron beam\\ k'l /

Diffraction electron beam

Substrate

Electron gun

T .
A

M4in shutter —4* o

+ = RHEED screen

LN,-cooled cryo-panel

Cell shutter Evaporated beam

+— Effusion cell

Figure 3.2 (a) Schematic diagram of the growth chamber of MBE system
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Figure 3.3 Temperature profile of the preheat process
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GaAs, the growth was interrupted to change from As to P rich ambient. Then, GaP
insertion layers with 0-4 monolayers were grown prior the growth of InP QDs.
Finally, the QDs were fabricated by deposited 3ML InP with temperature of 450°C at
growth rate 0.5 ML/s. The schematic representation of the vertical layer structure of
InP QDs embedded in InGaP barrier grown on (100) GaAs substrate by changing the
thickness of GaP insertion layers is shown in figure 3.4. The relatively low
temperature was chosen in order to inhibit In incorporation from the barrier into the
QDs during their self-assembly [82]. All other growth parameters are kept at the same
conditions and only change thickness of GaP'insertion layers thickness in this samples
growth process. All the structural characterization of these samples will be discussed

in the next chapter 4.

(@ A () [\+3MLInP QDs
[~

/0 5 4L Gap
¢/ InsertionTayer

In0,4sGa0,5sz}' 200 nm

GaAs buffer }00 nm

GaAs(100) Substrate

iy
d =4

Figure 3.4 Schematic-diagram-of the-vertical-dayerstruetlire of InP QDs embedded in
InGaP barrier grown on (100) GaAs Substrate.

3.1.3 In-Situ Characterization Tools

Two important in-situ characterisation tools are. mass spectroscopy and RHEED.
Mass spectroscopy is‘used to_investigate the chemical constitufes inside the growth
chamber. RHEED is used to calibrate the growth rates and to indicate the 2D to 3D

growth mode transition point.

3.1.3.1 Mass Spectroscopy (An introduction to Mass Spectroscopy, Ashcroft)

Mass spectrometry is an analytical technique used to measure the mass-to-charge
(m/z) ratio of ions. The composition of a sample can be determined from the mass

spectrum representing the masses of sample components. A typical mass spectrometer
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comprises three parts: an ion source, a mass analyzer, and a detector system. A
schematic diagram of mass spectrometer is shown in figure 3.5. The sample has to be

introduced into the ionization source of the instrument.

Once inside the ionization source, the sample molecules are ionized, because ions are
easier to manipulate than neutral molecules. These ions are extracted into the analyzer
region of the mass spectrometer where they are separated according to their mass-to-
charge ratios. The separated ions are detected and this signal sent to a data system
where the m/z ratios are stored together with their relative abundance for presentation

in the format of a m/z spectrum.

4
The analyzer and detectorof the mass spectrometer, and often the ionization source

too, are maintained under high vacuum to give the ions a reasonable chance of
travelling from one endsof the ifstrament to the other without any hindrance from air
molecules. The entire gperation of the‘;rJillass spectrometer, and often the sample
introduction process alsoy 1s/under comi;let’e data system control on modern mass
spectrometers. In all expesiments, _masseéj—gf the particles such as hydrogen, helium,
argon, water, oxygen, carbon diQ;l(Iide anﬁg{,garbon monoxide are checked by mass
spectrometer. Specifically, the’complete reﬁi&ufal of native oxide from the substrate

surface is investigated by mass spectrometer. In the de-ox process, when the signal of

28 peak (carbon monegxide) is almost flat, further growth ﬁr,ocess is continued.

Sample injector

Plates acCelerate positive 1ons )
] Electromagnet
-. / deflects ions

j, into spray

G U Slit selects ions

Electron gun from spray

ionizes samples
Detector

Figure 3.5 A schematic diagram of mass spectrometer stev. (http//www.stev.gb.com/

science/spectroscopy.html)
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3.1.3.2 Reflection High-Energy Electron Diffraction (RHEED)

The reflection high-energy electron diffraction (RHEED) intensity oscillation
technique has been extensively used to study interface formation and interrupted
growth effects in the preparation of heterojunctions, quantum wells and superlattices.
Reflection high-energy electron diffraction (RHEED) is also the analytical tool of
choice for characterizing thin films during growth by molecular beam epitaxy, since it
is very sensitive to surface structure and morphology. In particular, RHEED is well
suited for use with molecular beam epitaxy, a process used to form high quality,
ultrapure thin films under ultrahigh vacutm growth conditions. It is remarkably
simply to implement, requiring at the mmimum only an electron gun (10 to 20 keV), a
phosphor screen, and a cleansurface. In addition te semiconductor growth processes
RHEED has also been used toobtain reql-time information on the top monolayers of a
surface during surface phase transitionsl‘.l Figure 3.6 shows a schematic of RHEED

observation system.

A RHEED system in .MBE requires aﬁ.-_ electron source (gun), photoluminescent
detector screen and a sample with a clcan“‘“:‘é:}'lraf;ace although modern RHEED systems
have additional parts to optimize the techm‘c':il;e.-The electron gun generates a beam of
electrons which strike the sample at very small angle relative to the sample surface. A
high energy beam (3-100 keV) is directed at the sample sutface at a grazing angle, has
a very strong effect on both diffraction and its interpretation. The electrons are
diffracted by the crystal structure of the sample and then impinge on a phosphor

screen mounted opposite to.the electron gun, Because of its small penetration depth,

Sample Manipulator

- =

Electron Gun \
RHEED Screen Image

Screen

MBE Sources

Figure 3.6 A schematic of RHEED observation system
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owing to the interaction between incident electrons and atoms, RHEED is primarily
sensitive to the atomic structure of first few planes of a crystal lattice. The resulting
pattern is a series of streaks. The distance between the streaks is being an indication of
the surface lattice unit cell size. Figure 3.7 shows an example of RHEED patterns of

temperature calibration process of GaAs.

The grazing incidence angle ensures surface specificity despite the high energy of the
incident electrons. If a surface is atomically flat, then sharp RHEED patterns are seen.
If the surface has a rougher surface, theﬂ /I;HEED pattern is more diffuse. This
behaviour can lead to 'RHEED oscillations"aé.--a_‘_" taterial is evaporated onto a surface.
RHEED is therefore .of. . particular-tuse  with MBE. RHEED is an in-situ

characterization and surface d’.iffracti&)n analysis technique due to the glancing

\
incident angle of the hi'g'ﬁﬂf ergy, electrﬁn beam. As a result, the resulting diffraction
pattern is characteristi %y th¢: fop ‘_feya.v monolayers of the structure. Diffraction
hescon -

patterns are a result o s;pfuct-ive-i-nterference of the diffracted electrons that

obey Bragg™s law and domotun efngo—'anysscaittering losses.

.-...(T

100 °C)

buffer growth ~

Figure 3.7 The RHEED pattern transition of temperature calibration of temperature
calibration process of GaAs [110] azimuth (Tiyansiion (500 °C) =
(T1+TtT5+T4) / 4)
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3.2 Metal-Organic Vapor Phase Epitaxy

Metalorganic chemical vapor deposition (MOCVD), also often called metalorganic
vapor phase epitaxy (MOVPE), was invented in the end of 1960s and since then
became the most important growth method for optoelectronic devices. Many epitaxial
techniques are currently available for the growth of compound semiconductor
materials, including liquid-phase epitaxy (LPE), chloride vapor phase epitaxy
(CIVPE), hydride vapor phase epitaxy (HVPE), as well as chemical beam epitaxy
(CBE), MBE and MOCVD. Recently, MBE and MOCVD have become the most
popular techniques for the development of semiconductor nanophotonics, especially

in QDs, due to their abruptinterfaces and atomicdayer control.

Unlike the aforementioned” teehniques, MBE is conceptually simple. Elemental
sources are evaporated agfa controlled rate onto a heated substrate under ultrahigh-
vacuum conditions. In the ultrahigh-vacuum environment, the growth of an atomic
layer can be well controlled and 1norii't0xed by reflection high energy electron
diffraction (RHEED). Molecular beam efﬁtaxy is the ultimate research tool for the
production of complex and varied structuf:t;:si: However, it has some limitations for
commercial applications. The maintenanéé-%qd operations of UHV systems are

expensive. Their throughput is limited by the reiatively low growth rate.

In general, devices that-are-produced-by-MBE-and - MOCVD have very similar
performance characteristics. The major advantages of MOCVD over MBE are their
versatility and the suitability for large-scale production. Metal organic chemical vapor
deposition is also the mosteconomic technique,) particularlyfor the mass production
of devices. Therefore,” efforts 'in~the "research, “development and production of
MOCVD haye increased rapidly over the last two decades. Many types of commercial
MOCVD equipment for differentipurposes have been developedito grow high-quality
materials and further fabricate optoelectronic devices, such as lasers, light emitting

diodes, transistors and so on.

3.2.1 MOVPE System Overview

Metal-Organic Vapor Phase Epitaxy (MOVPE) is now the most industrially important

technique for III-V semiconductor epitaxy, as well as molecular beam epitaxy (MBE).
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Figut€"3.8 PHOI6 of +‘IX 200/4 MOVPE system

>

rces of grSup IIT (Al, Ga, In) are organic molecules in

As the name implies,

this technique. In this subsegti . the MOVPE would be introduced with illustrating

the machine used in this research. In.‘ghls sfo'rk, MOVPE growth process is carried out
using model number A )/ _}ssy_s,tiefm frgj? QIXTRON. Photograph of this MOVPE
system is shown in figure 3.8. ”:J_;he sdfrygpes for group III are Trimethylgallium
(TMGa) ,Trimethylindium (TM’In) and that' {br group V are Tertiarybuthylarsine
(TBAs) and the Teﬂlarybuthylphosphlngf (TBP). The source for n-doping is

Dimethylzinc (DMZI_’I:D and that for p-doping Hydrogefa - Sulfide (H,S). The basic

properties of these So{lrces were listed in table 3.1. In- thgse sources, except for the
TMIn is solid and H,S.is vapor, others are liquid at thé-thermostat bath temperature.
In other MOVPE systems;*AsH; and PHy'are often used as the sources for the V
group, however, partially for safety concerns, almost all of the sources are organic
solutions in our system. Purified Hy gas is guided to each source tank through mass
flow centrollers (MFC), and saturated vapor is carried out to ‘Run” line or “Vent”
line through other MFCs. Depicted in figure 3.9 is the schematic configuration of the
MOVPE machine.

The pressures in all of the gas lines are auto-controlled with pressure controllers.
“Run MO” line is used to mix all of the saturated H, gas containing group III as well
as zinc sources, and guide into the reactor chamber with a stable flow rate. “Vent
MO line is used to collect the unused saturated gas and guide it into the phosphor-

trap filter and then scrubber. “Run Hydride” and “Vent Hydride” lines play the same
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roles for group V and sulfur sources. Differential pressure meters are placed between
“Run MO” line and “Vend MO” line, as well as between “Run Hydride” line and
“Vend Hydride” line, to monitor the pressure difference and thus prevent reverse
flows at the point of link up before phosphor-trap filter. An important technique to be

noted for sharp epitaxial interface in MOVPE is the use of dummy line.

In the process of epitaxy, the MFC regulation steps are kept to a minimum number of
times, since the the regulation requires a certain length of time, which results in a
broad interface between different epitaxy layers. For this purpose, the injection of the
source-containing gas into the “Run” lineissnot.a simple open/close valve, but a
switch valve between “Run” line and “Vent” line. Basically, when the source-
containing gas is switched from “Vent™ line to “Run™ line, the same quantity pure H,
dummy gas would be'switched from“Run” line to “Vent” line through dummy lines,
to maintain a stable flow in the “Run’;- and “Vent” lines. Since the speed of this
switching is much faster than the MEC éegulating, the epitaxy with sharp interfaces
between different epitaxy layers 1s possill:jl_ed.'. The high quality layer interface is vital

for thin film epitaxy, like multi-quantum w-élls.?(MQW).

s J

3

Table 3.1: Basi¢ Parameters of MOVPE Sources [83]

e =1 Vapor
Pressure Thermostat
Elements Souregs Molep alas FuS} i B01l} agfog P [Torr] Temperature
Weight Point | Point T:
[Degree]
Temperature
(K]
Trimethyl-
In ifiliuth(TMn] 1599 88.4 1838 «410:52-3014/T 17
Trimethyl-
Ga walliumETMGa) 114% -15.8 55.7 8.07-1703/T 0
Tertiarybuthyl-
As arsine(TBAS) 134.1 -1 68 7.243-1509/T 17
Tertiarybuthyl- 7.5857-
P phosphine(TBP) 201 4 >4 1539/T 17
Zn Dimethyl-
(p-dopant) |  zinc(DMZn) 95.4 -42 46 7.802-1560/T -10
S Hydrogen
(n-dopant) | Sulfide (i,8) | -+ | 829 | -60.19
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Figure 3.9 Schematic configuration of MOVPE system used in this research.
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3.2.2 MOVPE Growth Mechanism

Metal Organic Vapor Phase Epitaxy (MOVPE) has become the most popular epitaxial
growth technology for industrial production of III-V semiconductor devices. In the

MOVPE of II-V semiconductors like InP, a carrier gas (usually H) brings a

controlled amount of source materials into a high temperature reactor. The reactor is
so designed that gas flow is not turbulent over the susceptor, on which the substrate
with mirror-polished surface is placed. Usually the group III source gases are metal-
organics, like Trimethyl-gallium (TMGa), Trimethyl-indium (TMIn) or Trimethyl-
aluminum (TMALI). The group V sources can'be Arsine (AsH 3) and Phosphine (PH 3),

but due to their poisonous-nature our réactor (ALXTRON 200/4), uses Tertial-butyl-
arsine (TBAs) and Tertial-buiylsphosphine (TBP) under constant monitoring for H,

leak and reduced ambientpressure. n-type dopant is introduced by Silane(SiH4), HS

or H_Se, while the p-type.dopant can be infroduced by Di-methyl-zinc (DMZn).

At normal temperaturesand: pressure, thél‘_metal-organic sources are liquid, and the
temperature and pressure of their cylinders are well controlled. The carrier gas that is
bubbled into the cylinder bring saturated Vapolr of chemical with it into the reactor.
Due to high temperature in the reactor, the Tlsource molecules crack into smaller
molecules and become highly activated. ﬁéégtion between group III and group V
sources produce the solid shoot, with is deposited on top of the substrate. In reality,
there are complicated processes like gas diffusion, adsorption, and evaporation. Since
the group V atoms tend te easily evaporate from the surface, partial pressure of group

V sources are kept much higher/than the group I1I sources ta prevent bad surface.

The growth rate (GR) depends on temperature ifi'the low temperature region, but at
higher temperatureigrowth rate isirelatively temperature independent, depending more
on the supply of group III sources. At even higher temperatures, GR tends to fall due
to increase rate of evaporation. Usually the growth is done in the temperature
independent region where GR can be well controlled by control and switching of the
source gas flow by mass flow controllers. Figure 3.10 shows a schematic of the
reactor used in this research (AIXTRON AIX200/4). The reactor is a lateral chamber
with a graphite susceptor. The gas flow can be switched instantaneously by a run and

vent method, enabling relatively sharp interface for quantum dots and wells.
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In all MOVPE samples growth processes, quantum dots composed of InP embedded
in Ing49Gay 5P matrix were carried out in a horizontal MOVPE reactor AIXTRON,
AIX200/4 (shown in figure 3.10) with a rotating substrate holder on nominally (001)
oriented GaAs substrate. The inlet of the reactor is divided into two parts: Group-III
precursors were introduced from the upper inlet and group-V precursors were
introduced from the lower inlet. Hydrogen gas was used as the carrier gas for
precursors and as coolant between the inner reactor and the outer tube. The reactions
occur in a rectangular inner liner tube, which has a graphite rotator as a sample
susceptor. During MOVPE growth processesy GaAs substrates were placed at the
center of the susceptor. For InP and GaAs growth, trimethylgallium (TMGa) and
trimethylindium (TMIn) were used as the group-IIT precursor with a hydrogen carrier
and tertiarybutylarsine (TBAS).and tertiarybutyl- phosphine (TBP) were used as the

group-V precursor. |

Epitaxial growth conditions'were a tetal ;pressure of 100 mbar, H, total flow rate of
13,000 sccm_scem denotes eubic centimé‘t_e;per minute at STP_, temperature of 610
°C, and V/III ratio of souice precﬁiﬁsofs of 18 for InP. Lattice-matched
Ing 40Gag 51P/GaAs structures are beconitiﬁg.‘ major III-V semiconductor systems
because, compared to AlGaAs/GaAs System:%5 tiley have lower reactivity with oxygen,
and more reduced DX center§ and lower ihiéi‘f%ic’ial recombination rates. Fabrication
of InP SAQDs in mGaP/GaAs-systems-is-difficuli-by-metal organic vapor phase
epitaxy (MOVPE), mamly due to the exchange between As and P. The other causes
that contribute to the difficulty include the ordering effect of InGaP and the

segregation of Inl in theslnGaP dayen

Figure 3.10 Photo of AIXTRON AIX200/4 reactor used in MOVPE system
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The lattice mismatch of 3.8% between InP and Ing49GagsiP (lattice match to GaAs)
drives the strain-induced formation of QDs via Stranski-Krastanow growth
mechanism. Schematic representation of the InP QDs structure embedded in InGaP
barrier grown on (001) GaAs substrate was depicted in figure 3.11. Firstly, 120 nm
GaAs buffer layer was grown on semi-insulating GaAs (001) substrate at 610°C.
After the growth of GaAs buffer, growth of 150 nm lattice-matched Ing49GagsP

layers was followed at the same temperature.

Ing10Gags P €ap 50 nm /4 ML InP QDs
r'd

0— 4 ML GaP Insertion
Layer
!

In().49GEllo_51P 150 nm

GaAs buffer 120 nm
: =
. --GaAs(O(I).L) Substrate

i

¥

Figure 3.11 Schematic diagram of the verticz;l iifyer structure of InP QDs embedded in
InGaP barriergrown on (001) GaAs Substrate by changing GaP insertion

layers thickness:

In all growth process;the growth temperature was fixed at 610°C. Then 0 - 4 MLs
GaP insertion layer, was ‘deéposited, to .improve QDs. size uniformity. Finally, the
single-layer of self<assembled InP.QDs was grown.at a growth rate of 0.5 ML/s by
depositing 4 ML of InP. After the growth of InP.QDs, 50 nm cap.ef InGaP followed

in the case of samples planned.for PL measurements.

Insertion of GaP layer in the materials system InP/InGaP/GaAs by the Stranski-
Krastanow technique in MOVPE technique is less well studied than other material
systems. We here review the structural, morphological and optical properties of InP
QDs due to insertion of 0 — 4 MLs GaP insertion layer by using atomic force

microscopy (AFM) and photoluminescence (PL) measurements. The structural and
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optical results of these GaP insertion layers growth samples will be explained in the

next chapter.

Regards on the results of InP QDs by changing the thickness of GaP insertion layers,
the dots size of InP QDs is quite large at these growth conditions. The InP QDs grown
by changing the other growth parameters like temperature, growth rate and III/V ratio
at the same growth structure were fabricated and observed to improve the size and
density of QDs. Unfortunately, the QDs growth process with these parameter changes
could not give good results and quality InP,QDs. In the next growth structure, another
approach to improve InP QDs properties bysinsertion of Ing4Gag¢P layer will be

proposed. J

For the reason of the comparison of thevu above GaP insertion layer thickness changes
growth structures, the imsertion of In0_4d.ao,6P insertion layer at 2 and 4 ML thickness
samples were grown at the same g“fowtlii})arameters and conditions. The schematic
representation diagram ofithevertical lay'gr structure of InP QDs embedded in InGaP
barrier grown on (001) GaAs substrate bi@fhg__nging InGaP insertion layers thickness
is shown in figure 3.12. Compari“s..oln of thjz effect of GaP and InGaP insertion layer
by analyzing the structural propérties like Inﬂ QDS size, shape and density from AFM

measurement and also by analyzing the optical properties from PL measurements was

observed. The imprgvement of these results will be discu_s‘%t;d in chapter 4.

Il’l049Gao'51Pc p 50 n]’l’r /4 ML InP QDS

0, 2, 4 Ml 11’10.4G30.6P
Insertion Layer

In0,49Gao.51P 150 nm

GaAs buffer 120 nm

GaAs(001) Substrate

Figure 3.12 Schematic diagram of the vertical layer structure of InP QDs embedded in
InGaP barrier grown on (001) GaAs Substrate by changing InGaP

insertion layers thickness.
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In the next growth structure, 120 nm GaAs buffer layers were grown on semi-
insulating GaAs (001) substrates at 610 °C. After the growth of GaAs buffer, growth
of 150 nm lattice-matched Ing49Gag 5P layers was followed at the same temperature.
In all growth process, the growth temperature was fixed at 610 °C. Then 0 - 4 MLs
Ing 4Gay P insertion layer was deposited to improve QDs size uniformity. Then, 2 ML
GaP layer was grown to get better QDs quality. Finally, the single-layer of 4 ML self-
assembled InP QDs was grown at a growth rate of 0.5 ML/s. After the growth of InP
QDs, 50 nm cap of InGaP followed ;in the case of samples planned for PL
measurements. The structural, morphological and optical properties of InP QDs due to
insertion of 0 — 4 MLs Ing4Gag P insertionlayers by using atomic force microscopy
(AFM) and photoluminescence«(PL)) w_ére characterized. The analysis of these AFM
and PL results of InP QDsssamples with Ing1Gap 6P msertion layers will be reported in
chapter 4. The schematica€presentation l;liagram of vertical layer structure of InP QDs

grown on (001) GaAs substrate by insertion of InGaP layer is shown in figure 3.13.

=

/ In.49G.]€"10.51ﬁj_l 4 ML InP QDs

N

Add =d.
=

/22ML GaP

0-4 M Tny 4GiagePdnsertion
"~ Layer

£)
2
o

In0.49Gao,51P 150 nm

GaAs buffer 120 nm

GaAs (001)Substrate

Figure 3,13 Schematic.diagram eof the vertical, layer structure, of InP QDs grown on

(001) GaAs substrate by insertion of InGaP'layer

3.2.2.1 Metal-organic precursors

The metalorganics contain metal-alchilic group bonds and are featured by relatively
high vapour pressures, around 100 torr at the working temperatures. The metal-
organic sources are highly reactive with Oxygen and water, the more utilized are the

thrimethyls, because of their high stability [84].
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Depending on the group of the metallic element, different chemical properties are
present. The group II precursors are MR, kind molecules, as Dimethylzinc or
Dimethylcadmium. The group II element has 2 electrons in the s type orbital, in the
external shell: to provide two covalent bonds, an sp hybridization occurs, that forms
two sp linear orbitals. The so built molecules are electron acceptors, or Lewis acids,
thanks to the not completed p orbitals. In the case of the group III precursors, a sp
type hybridization takes place (example in figure 3.14), with the formation of a
trigonal planar molecule, characterized by 3 ligands, separated by 120°. Thus after the
formation of 3 covalent bonds, the p orb‘i'yzjcdlfpcrpendicular to the molecule plane,
remains unoccupied, making MO thermostét'éd"‘ﬁquid the molecule electrophile, a
Lewis acid also in this casc. Differentlgf" in case of group V metalorganics, where 3 p
and 2 s electrons arej,pege t; the formation of 3 covalent bonds and a sp3 ,
hybridization occurs wit agonal C(%lﬁguration. They form bond angles around

109, 5° with 2 unbound

molecule a Lewis basis or

o
Y _
Figure 3.14 M=(CHy)s structure (TMIn and TMGa).

The VI group precursors) haver2ss andidp-electrons. Twoseovalent bonds occupy two

of the tetrahedral sp™ positions.
H
©
H
. .

Figure 3.15 MH, C(CHj3); structure (TBA and TBP)
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In general, the metalorganic precursors must have specific properties in the way to be
particularly suitable for the growth: a low pyrolysis temperature, the absence of pre-
reactions in the gas phase, a high purity (electronic grade) and low toxicity. TBAs
(tertiarybutylarsine) and TBP (tertiarybutylphosphine), satisfy quite well these
features, mainly the low toxicity and the reduced dissociation temperature [85]. Their
composition is illustrated in figure 3.15. They present very suitable features for the

MOVPE process.

First, they are characterized by proper vapour pressures: TBP shows a high vapour
pressure, 286 torr at room temperature, whilesthe TBAs is of 96 torr at 10°C. With
respect to the more traditional Arsine’and Phosphine, one of the Metal-hydrogen
bonds is replaced by a metal-eatbon bond, sensibly reducing the toxicity. Indeed the
limit threshold values™ (LEV,stoxic index defined as the maximum acceptable
concentration in a 8 heurs/daily use), for AsH;3 and PHj; are respectively 0.05 and 0.03
ppm, while the LC50 (lethal concentratién for 50% of the rats population tested) is
between 11 and 50 ppm for AsHs, 77 for TBAS and 1100 ppm for TBP.

Moreover while AsH; undergoes a 50% pyﬁ@l}}sis at a temperature around 600°C, and
PH; shows pyrolysis temperatures-even higher/(over 850°C), TBA has a pyrolysis of
50% at 425°C (450°C for TBP). These characteristics grant the lower materials
consumption and lower V/III ratios, whose typical values-are between 1 and 100, to
be compared with the 1000 of the hydrides. The use of these alternative precursors
evidenced the experimental reduction of the unintentional Carbon incorporations, and
with this, of the backgroundsdoping [86]. This effect, widely documented in the case
of TBAs, is naturally ' consequence of the lower pyralysis temperatures. This
dissociation mechanism causes intra-molecular .reactions that end to produce H;
speciesiin higher quantities than'in the case of hydrides. Ho plays a role in removing

radical species from the surfaces.

The hydrogen atmosphere that the ethylic and tetiarybuthilic species tend to form
products such as C,Hs and C4Hs, much more stable than CH,, and much less
responsible of Carbon incorporation into the grown layer. Another important vantage
is that by lowering the reagents a lower usury of the vacuum system and of the
drainage gas synthesis follow. For the growth of doped layers, in the case of III-V

InGaAsP-type semiconductors, Zinc for p doping and Silicon for n doping are used.
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The most common zinc precursors is Dimethilzinc, DMZn, that undergoes the 50% of
the pyrolysis at a temperature of only 250°C. Silicon in general is supplied by a gas

source, Disilane.

3.2.2.2 Growth Calibration

Quantum dots formation is heavily affected by growth rate. QDs grown by Stranski-
Krastanow islanding mechanism are best understood as a kinetic process of nucleation
and growth, unlike the steady-state process that describes growth of thicker layers.
QDs kinetics are extremely sensitive to thesniumber of atoms arriving at the surface,
the growth rate. The growth rate for bulk matcrials,.and even quantum wells, is most
commonly define asthe .ime-averaged process of monolayer-by-monolayer
deposition. However, due tostheir relative thickness, it is' commonly ignored that there
are in fact two separate domains of maferilals growth. The first domain is the initial

domain where the atomi€ species firsi-begin to impinge upon the crystalline surface.

Upon close inspection, these surfaces are not s_jmply flat crystal plane like those found
within the bulk substrate rather the surfa_g.:_eds are quite different from their buried
counterparts. Particularly at higher growth temperatures, a crystalline surface is an
evolving and dynamic surface of terraces and.‘s_teps. Furthermore, the dangling bonds
at the surface undergo reorganization to minimize the surface energy. The surface
reconstructions have-different geometries, as many as seven, each dependent on the

particular stoichiometry at the surface [87, 88].

Under normal growth ‘conditions, the GaAs (100)-surface atoms stabilize into a so-
called 2 x 4 reconstruction. Upon the initiation of growth, these surface atoms must
underg0 teorganization +to'~their | crystallographically” apprépriate positions to
accommeodate the newly arriving atomic species. This reorganization is an evolution
through different reconstruction geometries and it takes some time before the first
monolayer of new material can organize itself. Essentially, a great deal of surface
diffusion is required before the crystal can begin to grow in an ordered fashion. Upon
opening of shutter, the effusion begins to cool down slightly as atoms escape from the
cell, lowering the temperature and flux rate of the cell. As such, the initial growth rate

is slightly higher than that the steady-state growth rate of the uncapped effusion cells.
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Careful calibration of each cell in the growth chamber — in both growth regimes — is
essential for accurate growth deposition. This calibration process occurs by measuring
and averaging the RHEED oscillations in both regimes at a number of different cell
temperatures. A curve fitting method is then used to predict growth rates at any
temperature within the cell operational range. Whenever a major equipment or
process change is made, this process is repeated for each group III effusion cell. Even
cooling the materials and reheating them can cause the flux rate to change for a
particular effusion cell temperature. Before each growth, the flux rate is measured to

renormalize the cell.

At the start of each growth,.a buffer layer identical to.the substrate is grown to prepare
the surface for epitaxial growth” and to bury impurities and defects before the
important film deposition begins./During this time, RHEED oscillations are taken to
confirm that the growth rate’curve ﬁtting-p,_r“.ediction is aceurate. QDs growth is unique
in that the entirety of it occurs during the initial growth rate regime. Growing the
quantum dots at the slgwer growth raté‘s .Il.eads to the red shift in their emission
wavelength. Knowing thag lagger dots emit at’ longer wavelength, this phenomena is
most likely the result of allowing-the dots ﬂiorq time to self-assembled and grow to a

larger size.

While the quantum mechanisms of QDs dictate at the dots emit at a single wavelength
light that is related to"the dots size, a wide distribution of sizes will result in a wide
distribution of wavelengths. The size distribution is generally counterproductive for
QDs for photonic emission“applications where a single emission wavelength is highly
desirable but a range of size is an unaveidable [result of the kinetic process. The

inhomogeneous spectrum broadening can be minimized, but not entirely eliminated.

To grow, one water for device fabrication, some calibration growths are need to
determine the growth rate and the gas flow for each material in the device structure.
That is, a device structure typically consists of InGaP layers with 2 or more different
compositions, and TMGa and TBAs gas flow rates are needed to grow each InGaP
layers. Calibration of dopant flows rate are also need to grow doped materials,
however, doping specification is not tight for most devices and the system doping
characteristics were stable enough over a long time. Therefore, doping calibration was

done in every 2-3 months or before growing device structures with critical doping. On



78

the other hand, it is very critical to control composition and thickness of InGaP layers
since those parameters determine device performances; hence calibrations were

needed each time to grow one device structure.

For lattice-matched materials, a bulk layer of the material was grown with gas flows
based on previous or similar growth data, and its composition and thickness were
obtained by methods described later in material characterization section. For lattice-
mismatched materials, we have a thickness limit to grow without relaxation by
dislocations. We can grow such material thicker than its critical thickness and have it
intentionally relaxed, but if the mismatch ig atound 1%, the grown layer is likely to be
partially relaxed even if it.is.grown over 1um [89]. ltwill be difficult to find out how
much it is relaxed by using.situple X-ray diffraction method. Therefore, a MQW
structure which consists of #he InGaP material to calibrate and InP barrier was grown.
The X-ray tells net strain and total thif;kpess of | pair InGaP/GaAS, hence, if we
know the growth rate of IuP, we can olétain growth rate of the InGaP, and by the

thickness ratio we can calCulate Strainin the InGaP layer.

Dr. G. Fish and Dr. P."Abraham’ wrote q very useful program for calibration. It
calculates material composition from measured strain and photoluminescence (PL)
data, and vice versa. It also calculates PL“_-vs/_'avelength from MQW by specifying
material composition-and thickness, hence, we can find out composition of the InGaP
in above-mentioned ealibration MQW. Once the composition of the grown material is

found, the program calculates segregation coefficients for Ga/In and As/P.

The meaning 'of the segregation coefficient is'well explained elsewhere [90]: it is
basically a parameter which correlates solid-phase composition ratio (Ga/In or As/P
of grownlayer) «to . gas-phases coniposition™ ratiod (TMGa/TMiIn® 6r TBAs/TBP)
determined by gas flow rate and Epison reading. Hence, with the segregation
coefficients we can estimate gas flow rate needed to obtain particular solid-phase

composition. The calibration is mostly about refining the segregation coefficients.

3.2.2.3 Effect of Growth Temperature

Growth temperature influences the migration and desorption of adatoms. The density

and size of QDs strongly depend on these two factors. The growth temperature of
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QDs is typically set around 500°C. At higher temperatures, a lower density of larger
QDs is obtained because the diffusion length is larger. Figure 3.16 shows the surface
micrograph of typical samples with self-assembled QDs grown at 500, 520 and
590°C. As the temperature is increased from 500 to 520°C, the QD density declines
from 2.2x10'% to 1.6x10'° cm™ and the QD size is slightly increased.

As the temperature increases to 590°C, unlike the typical QDs, the large islands with
low density formed because the 1nd1um adatoms were very mobile and nucleation

occurred rapidly resulting in QQ owever, the larger QDs more easily

induce dislocations when th yers d At temperatures of below than

egif to 51gn1ﬁcant1y and the material

500°C, the cracking e‘wfb

quality degradation may 1 QDs were grown at 580 and

610°C.

(a) 500 °C

3.2.3 Comparison of MBE.and MOVPE  ,

g, debekah ’1 TV T e Eal S

performance characterlstlcs The mdjor advantages of MOVPE @ver MBE are their
Versatla w ,qe aﬁalﬂ ?@de%dapﬁ)rl;]?ﬁal% @&@nﬂhemlcal vapor
depositi(il is also the most economic technique, particularly fbr the mass production
of devices. Therefore, efforts in the research, development and production of MOVPE

have increased rapidly over the last two decades.

The term MOVPE (Metal-organic Vapour Phase Epitaxy) indicates a vapour phase
epitaxial deposition which is based on the use of metal-organic precursors (combined

in some cases with other types of precursors like hydrides, PH; for Phosphorus and
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AsHj, for Arsenic). More general speaking, MOVPE belongs to CVD (chemical
vapour deposition) or MOCVD (metalorganic chemical vapour deposition) techniques
which not imply an epitaxial growth. The MOVPE technology, developed during the
70ies of 1900, immediately revealed suitable to the growth of a wide range of III-V,

II-VI, IV-VI compound semiconductors.

Until nowadays, many types of commercial MOCVD equipment for different
purposes have been developed to grow high-quality materials and further fabricate
optoelectronic devices. It is also increasingly used in industrial and commercial
production, for device applications. MOVPE«technology competes with alternative
epitaxial growth technique (MBE, meleculai beam epitaxy) particularly for large
scale producing, in terms of eoSi-Savings, higher speed growth, deposition on large

areas and adaptability in severalktypes of materials.

Over the years, high purity materials :Ii“;cive been obtained, such as GaAs with
mobilities over 100000 cm®/Vs at fow teﬁ}perature and has been clearly demonstrated
how this technique is" very /suitable for, producing electronic devices with net
interfaces. The MOVPE deposition process_;ﬂ-jtgkes place with the passage by a vapour
phase to a solid one in a growth/chamber in which, under opportune constant pressure
and temperature conditions, several chemical reactions occur. The precursors that
have been transported into the chamber undergo heteregeneous reactions in the
vapour phase and homogeneous reactions with the substrate, realising for example, 111

and V elements that deposit on the substrate forming the IlI-V compound.

The used pressures are usually around 10:100 mbar while the temperatures range
usually from 500 to 700°C. In MBE, on the other hand, a molecular beam produced
under Ultra High vacutm:(UHV) conditicng iS"explaited This beani§ supplied from
holders (called "Knudsen cells”) in the growth chamber, heated by Joule effect and
containing elementary states sources. When the slits of the cells are opened the beam
can be formed, then arriving on a heated substrate where the deposition occurs. The
presence of ultra high vacuum, in the case of MBE, guarantees the growth of high
purity samples with sharp interfaces and makes possible the use of in-situ (during
growth) analysis techniques like RHEED (Reflection High Energy Electron
Diffraction). The advantage of having a rapid source control, since the shutter can be

opened and closed in terms of tenths of a second, allows a high compositional control
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and good interfaces, guaranteed by a lower temperature growth than in the case of

MOVPE, usually around 450-650 ° C, or even lower.

On the other hand, the maintenance of an UHV system in terms of costs is one of the
biggest disadvantages of this technique compared with MOVPE and the deposition is
normally possible only on limited areas, only recently feasible up to 8 inches, limiting
the possible use on an industrial scale. Another disadvantage of MBE is faced in the
case of phosphides growth, due to the strong Phosphorous memory effect connected
to the difficulty of cleaning a contaminated MBE chamber. In table 3.2, drawbacks

and vantages of both the techniques are summarized.

Table 3.2:€omparison between MBE and MOVPE.

Growth Techniques Advantages Disadvantages
4 ) - Small areas deposition
- High purity
. \ & - UHV necessary
¢ Defined interfaces )
MBE / i i - High costs
- In situ monitoring, .. M ffect for P
(RAEED) Z, - em‘ory effect for
4ia species
- Not tifcessary UHV & .
- ‘ - Toxic sources
- Possibility of large oy g | "
MOVPE scale deposition g SV row
_ — parameters to control
- In-situ monitoring (RAS) L
; --C contamination
- C-self doping

Previously, we.used MBE for. the growth of InP/GaAs material system. Due to the

beam-like natute, of material transport front injector to substrate at low-pressure (10-7
torr) and low temperature (450 °C), fast switching between precursors is enabled. This
allows for the epitaxial'growthi of very thin layers with automatically.sharp interfaces.
Furthermore, MBE-growth layers are in general uniform, since growth uniformity is
not affected by complex gas flow patterns across the substrate. In principle, the
thickness of the growth layer can be controlled with monolayer accuracy. The low
growth pressure in MBE also enables in-situ growth monitoring, using for example
Reflective High Energy Electron Diffraction (RHEED). Compared to MBE, MOVPE
is better-established technology and widely used in industrial mass production

systems. In my experiment, both MBE and MOVPE are used to growth InP QDs.
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3.3 Atomic Force Microscopy (AFM)

The atomic force microscope (AFM) is a very high-resolution type of scanning probe
microscope, with demonstrated resolution of fractions of a nanometer. The Atomic
Force Microscope is able to measure small variations in surface topography by
measuring the detection of a tip (probe) on the end of a cantilever beam, as the sample
surface is scanned below the tip. In the microscope, a laser is focused on to the tip of a
highly reactive cantilever beam such that the laser is reacted onto the surface of a

position sensitive photodetector.

The cantilever is typically silicon or silicon nittide with a tip radius of curvature in the
order of nanometers. When the tip is_i)rought into proximity of a sample surface,
forces between the tip and*the sample lead to a deflection of the cantilever. The
sample is scanned undemncath the: tip J.V1a a piezoelectric scanner. Typically, the

deflection is measured using a lasei spot reflected from the top of cantilever into an
array of photodiodes. S 1 _a
' ¢

The sample is mounted ou a piezoelectric "ﬁlbe which can move the sample in the z

e
d

direction for maintaining a constant- force, dnd the x and y directions for scanning the
sample. A feedback loop is used-—to mamﬁam either a constant detection (contact
mode) or oscillatory. amphtude-'(tappmg mode)“ of the cantllever In case of the non-
contact mode, a feedbaele}eepﬁ&n&&ms—a—eeﬂs%am—eseﬁlatlon amplitude or frequency
The mirror is used to mcrease the path length between the cantilever and the detector

in order to amplify detections of the laser beam (Figure 3.17) [91-93].

photo detector

lighttbeam
/ cangilever

Controller
Feedback
Loop

_sharp tip
_~ sample

Figure 3.17 A schematic of AFM measurement.
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In this work, the AFM images are performed by using SEIKO SPA 400-AFM in
tapping mode and Nano-R2™, Pacific Nanotechnology AFM in close-contact mode.
The modes of AFM measurement and photo of AFM tip are shown in figure 3.18 (a)
and (b). SEIKO SPA 400-AFM is used to investigate the surface morphology of InP
QDs samples growth by MBE and Nano-R2™, Pacific Nanotechnology AFM is used
to investigate the surface morphology of InP QDs samples growth by MOVPE.
Photos of AFM system is shown in figure 3.19 and 3.20.

(a)

;
e

i i . ‘
Figure 3.18 q Modes of Afﬁt ﬁ;hoto of AFM tip

Figure 3.19 Photo of Nano-R2™, Pacific Nanotechnology AFM Machine
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3.4 Photoluminescence

Although structural i

Photoluminescence (PL techm ue is a proc a sample undergoes an

N .

exciting light beam Oﬁh the energy su avkjn excess of free carriers.
They recombine producing the emission spectra W‘LQ)SC properties are strongly
determined by the p aéjsﬂl;l ogertles of the excited (%stal In the case of

i 8 b B b1

used, consequer?fly the optical responise can be detected.

Q Wf] a\ﬂ ﬂl ‘jm u :m ’:] :{I ﬁ ns pairs and the different

The excqmg photons generate an excess of holes

semlconducto gap of the material is

generation-recombination processes determine a stationary state or control the decay
to the thermodynamic equilibrium. The recombination transitions can be radiative or
not-radiative. If the radiative processes involve defects giving rise to levels, which are
localized into the forbidden gap, the spectroscopic study of the emitted photons lets to
investigate some properties of the related impurities. In fact, the consequence of an
interaction with visible or near U.V photons, in the case of semiconductors, originates

different possible phenomena [94].
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The most common radiative transition, in direct gap semiconductors, is between states
in the conduction and valence bands, (interband transitions). If this latter process is
clearly associable to a specific feature of the PL spectrum, it lets to estimate the band
gap energy, which is particularly useful in case of ternary or quaternary alloys. If
shallow impurities are involved in the recombination processes, the radiative
recombination of free electrons or holes into the shallow impurity levels give rise to a
light emission whose energy and line shape, detected as a function of the temperature,
let to investigate their properties. Not radiative transitions are also possible, (phonons-
assisted processes): they are typically related to intermediate centres, deeply localized
into the forbidden gap and they control the irapping- emission rates (Schokley-Read-
Hall regime). |

In presence of materials having high purity and excellent structural properties, the
band to band recombination progesses takg place 1n the PL spectra at sufficient low
temperatures, with an gxcitonie charactef (narrow and intense emission peak near to
the fundamental band edge); so that they ére a clear fingerprint of the crystalline
quality of the grown epitaxial layers ‘At higherrtemperature the probability of radiative
transitions lowers, the band to-<band erﬁissign peak decreases its intensity and
broadens because of the competition with ph(;flibn-assisted processes and the thermal
broadening effect respectively. On .the contrary, lower temperature radiative
recombination is faveured-—Therefore;—at—temperaturcs of few Kelvin degrees,

transitions connected to free excitons or bounded impurity excitons are observable.

The most straight information achievable<by a PL measurement is, as already
discussed, the valuation of the band gap, energy since the band-band transition, in the
most cases, i1s connected to a main €mission peak. Since the gapais a function of the
alloy composition from the enérgy of the main estimation peak, thie molar fraction of
the different elements can be estimated. The photo of room temperature PL setting is
shown in figure 3.21. Photoluminescence (PL) spectroscopy is also a powerful optical
method used for characterizing materials. The PL measurements are particularly
useful in the characterizing materials containing quantum dots (QDs) and quantum
wells (QWs), and assist in optimization of specific characteristics of InP/GaAs QDs
molecules described above PL spectra of InP quantum dots were recorded at room

temperature using a diode laser-pumped solid-state laser (532nm).
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Figure 3.21 Photo of room temperature ph/);‘ymmescence setup used for the optical
characterization of InP QDs. ,.-""

—a

.J —
The PL signals were collé'(':fe-rr v.an indium gallium arsenide (InGaAs) photo-detector
with a built-in preamplifie {oriba Jobin Yvon iHR320 imaging spectrometer is
used to analyze the /.

design of the iHR320 i

mpoé::itj?n of the photoluminescence. The optical
n ﬁgu-Pe 3.22. The exeitation energy was removed

e, | ': .
from the measured speetrasusing lon pass filters following the monochromator
.. r;- LY .*.;-53‘ vi‘.‘

Ry - Y

In brief, a well-focused beam’ at the ent@!slit'is collimated by the collimating

(Grating 900 grooves/mm

mirror. After reflection from the. grating attached. to the turret, the beam is dispersed
such that different wﬁvelength components are spatlallﬁ( separated according to the

grating [95]. After tHe/ grating, the focusing mirror and reﬂ-e‘lctlng mirror then ensure

j| i

- Focusing -

Mirror
Collimatin
Mir%

|

Reflecting Exit Slit
Mirror
- t| I
nsrﬁltlce Diffraction
Grating

Figure 3.22 Optical design of the iHR320 spectrometer. [Adapted from iHR Fully
Automated Imaging Spectrometer User Manual][96].
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that the collimating beam is refocused at the exit slit. An elliptical mirror at the side
exit window reflects the beam onto the InGaAs photodetector. For all samples, both
the slit width of the emission and excitation are controlled as 5 mm while the
integration time was set at 0.5 s. Schematic representation of the room temperature
photoluminescence setup used for the optical characterization of InP QDs. The
schematic representation of the room temperature photoluminescence setup used for

the optical characterization of InP QDs is shown in figure 3.23.

InGaAs1024 ch Detector | Temperature
—— — s Asray (@-70 °C) — Controller
Solid State Laser
at 532 nm
Collimator
s 4 Collimator
iHR 320 -
Monoéﬁf(')'mator —
e s 4 Sample

Figure 3.23 Schematic representation of the room temperature photoluminescence

setup used'for the optical characterization of InP QDs.

From the study of the spectrum at different temperatures, the low-temperature PL
measurement wasgcarried-out insthis jwerks A photo, of, P setup used for low-
temperature (20, — 250°K) is showiin" figure 3.24:"The samples were excited by the
Ar' laser at wavelength of 427 nm. The laser beafi*was chopped into pulse signal and
focused by focal lens before itis/accident on'the samples. The dispersed light from the
samples 1s then passed through a monochromator (SPE 1000M) and a detector. The
resolved light signal is detected by a liquid-N,-cooled Ge detector. The intensity of
monochromatic light is measured by photomultiplier and signal was amplified and
filtered by a lock-in amplifier. The amplified output is subsequently read by a digital
multimeter. The sample was mounted on the cold finger of a closed-cycle cryostat. A

schematic of the PL measurement system is shown in figure 3.25.
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Figure 3.24 Photo of lowstemperature -photoluminesecence setup used for the optical

Ds.

LA |

i o Detector

!
‘5 . Monochromator
£
Miiffor2 .
~ Chopper
Lens 2
Sy Sample
I
' 4
il
i

Figure 3.25 Schematic representation’ of jthe ' low-temperature photoluminescence

setup used for the optical characterization of InP QDs.

The discussion |of 'this | chapter 'is concerned with | growth “and _characterization

techniques to use self-assembling processes in more detail. This description will be an

important point of different optimum conditions of the growth parameters for the

different deposition techniques and specific materials, significantly affecting the

results of the growth experiments. In the following, a more detail discussion about

self-assembling the materials combinations InP/ InGaP / GaAs (001) in MBE and
MOVPE by analyzing the effect of GaP and InGaP insertion layers. This

characterization will be interesting task for future work.



CHAPTER 1V

Synthesis and Characterization of InP Nanostructures

4.1 Properties of InP semiconductor compounds

Many so-called compound semiconductors that consist of two or more elements have
optical and electrical properties that are absent in silicon, something that has
triggered intense research for more expensive materials as well, like for instance, InP
and GaAs. These are III-V materials that have direct band gaps, which from an
application point of view. mean that they atc-excellent candidates for light emitting
devices [92]. This discussion.will be focus on InP 11I-V semiconductor compound.

InP is a direct band gap semicenductor with a band gap energy of 1.27 eV.

Similar as II-VI semiconductors. . InP. exhibits quantum size effects and size-
dependent optical spe€traat the nanometer scale. InP has an electronic velocity
higher than Silicon but gven'than GaAs; qu this reason it has possible applications in
the high frequency range/and power clectroric devices [98]. It is also characterized
by a direct band gap, which encourages"'fifs’ use in optoelectronic devices. It has

moreover the highest carriers lifetime among Ziﬁc—blend structures based on III-Vs.

Consequently, phosphorus-containing alloys are widely used for the production of
optoelectronic devices. The band gap and lattice parametcr can be tuned over a wide
range [99]. As shownin table 4.1, the As and P based semiconductors have also very

low effective masses, so.that they can present very high electronic mobilities.

In this work, gallium arsenide substates are used to fabricate InP QDs. GaAs (with a
lattice’ parameter ‘of ,5.56 | Ams-and “an ‘Baérgy gap of 1424.8V. at 300K) is an
extremely interesting material, thanks to its high mobility, ten times more than
Silicon, and its direct energy gap. Moreover, it can be easily grown from the melt,
providing relatively cheap wafers, useful for the vapour phase growth. In addition,
GaAs based devices can operate at higher power levels than Silicon based ones,
allowing applications in mobile telephony, satellite communication, exploiting higher

breakdown voltages.
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Table 4.1: Some Parameters of P and As based semiconductors compound

Ener a Lattice Effective
Semiconductor gy gap parameter mass Gap’s type
(eV) at 300K
(A) (me/ mO)
Si 1.12 0.54311 0.98 Indirect
Ge 0.66 0.565791 nm 1.64 Indirect
GaAs 1.424 565321 0.065 Direct
GaP 2.26 5.4514° 0.35 Indirect
GaSb 0.73 6.09593 0.044 Direct
AlSb 5% 6.1335 0.39 Indirect
AlAs 2.16 5.6622 0.11 Indirect
InP 1.35 5.86875 0.078 Direct
InSb 0.17 6.47937 0.0145 Direct
InAs 0.36 6.0584%. |  0.022 Direct

After this brief overyiew on indium phosphite semiconductors, we focus particular
attention to those materials studied in this PhD work and about which the
experimental aspects, features and properties,will be treated in the following sections.
A particular technological interest-regards the InP/GaAs stru¢ture, in which an GaP
and InGaP layer'is deposited on a GaAs substrate. The two semiconductors that form
this stfuctute have differentpropertiés, [ which optimally-fit-fordefinéd applications,

like the already mentioned photodetector, laser and solar cells for examples.

4.2 Structural and Optical Properties of Quantum Dots

Structural and optical properties of self-assembled QDs were investigated by using a
lot of different methods such as transmission electron microscopy (TEM), high
resolution electron microscopy (HREM), scanning tunnelling microscopy (STM),

atomic  force microscopy (AFM), cathode luminescence (CL), and
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photoluminescence (PL). In this work, InP/InGaP/GaAs systems were fabricated by
using MBE and MOVPE to characterize the structural and optical properties of InP
QDs. This chapter will be provided the review of the activities related to the
InP/InGaP/GaAs QDs. The chapter starts with the structural and optical properties of
InP QDs before concentrating on the current status of InP QDs by insertion of GaP
and InGaP layers.

Although most work concentrates on InAs/GaAs quantum dots, wavelength for the
visible range must be obtained with other material systems like InP/InGaP/GaAs
[100] or InAlAs/AlGaAs [101] for the red spectral part or InGaN for even shorter
wavelengths[102,103]. InP/InGaP/GaAs have been fabricated with different epitaxial
techniques such as moleculai-beam epitaxy (MBE) and metal organic vapor phase
epitaxy (MOVPE). Dépending on the different fabrication methods, the structural and

optical properties of InP QBs haye been observed and analyzed.

The controlled seeding method that we report here has potential as a generic means
of forming better size; uniformity and optj_ozgl properties of InP QDs, and may also
offer opportunities for ‘@pplications;, sueh' as single-photon detector and laser in

optoelectronic devices. 2 H

4.2.1 Size, Shape, Homegeneity-and-Density

Vast research has been done in the field of quantum dot formation. A necessary
condition for applications_of self-assembling is to have control over densities and
sizes of quantum|dots. These quantities are not independent from each other. For
device applications, requirements of homogeneity and site-control of the dots have
been, andiare; chatlenging tasks: Using self<assembling) for fabnication of quantum
dot strugtures, one has to accept that the result will always be an ensemble of dots
with a certain size distribution. However, there are some rules to reduce this
disadvantageous effect to a minimum. Besides finding the optimum for the deposited
amount, deposition temperature and deposition rate, one important rule is to use the
right timing for the process. Right timing means to initiate the 2D-3D transition in
such a way that, in as short as possible a time interval, the necessary density of

nucleation sites will be created and the islands can grow.
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In other words, the density of dots increases with increasing deposition rate (super-
saturation), while it decreases with increasing temperature. Note that the deposited
material is distributed over the stable growing nuclei, thus one can expect an increase
in size of the dots with decreasing density [104]. Another way of affecting the sizes
of the dots, which can increase the size homogeneity of the dots, is to insert an
interface layer before the deposition of the dot material [105]. In this research work,
GaP and InGaP interface layers were inserted before the growth of InP QDs. From
these significant results, the effect of GaP and InGaP insertion layers will result in
good size homogeneities and density of InP structural properties. The detail

explanation of these layers effect will be diseussed in the next sections.

A common tool for measuring-densities and sizes of self-assembled islands is atomic
force microscopy. TO getefurther ‘information on the homogeneity of the dots,
photoluminescence is‘often used. the narrower the emission linewidth the better the
homogeneity and the more suitable for épplications, like lasers for instance. For an
overview of the field of quantum dot Iasérs, Grundmann’s review article can be
recommended [106]. If the quantum dots ére ordered in shape, size, and position, the
highest degree of ordering will be reached;-':'!- :

-

4.2.2 Optical Properties

In this section optical properties of InP QDs are discussed. The optical properties of
other III-V and II-VEQDs exhibit the same general behavior as InP QDs, and the
latter is used to examplify®Seme of the important features of this behavior. In order to
study the optical jproperties, single dots spectroscopy is widely used to eliminate
ambiguity originating from nonuniformities in the size, shape, interface and
interesting ;phenomena hidden 'behind  the mhomogencous distribution have been
revealed, such as many carrier effects [107], strong optical anisotropy [108],
fluorescence intermittency [109], spectral diffusion and photon anti-bunching [110].
The single QDs measurements need to be carried out on several QDs in a sample to

understand the general nature of the zero-dimensional systems.

In this work, the optical properties of InP QDs investigated by using the room
temperature PL measurement. InP QDs embedded in Ing 49Gag 5;P matrix were grown

on nominally (001) oriented GaAs substrate. In these structures, the different
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thickness of GaP and InGaP layers were inserted to improve InP QDs properties. The
PL measurement can be used in the current study to establish the the influence of the

GaP and InGaP insertion layers on the optical properties of the InP QDs.

The perfect analog would be InP dots in a GaP matrix. However, due to the indirect
character of GaP, this material is less attractive for optoelectronic applications.
Therefore, most of the research concentrated on InP dots in a InGaP matrix, a ternary
compound which is lattice match to GaAs for nearly equal parts of Ga and In. The
larger bandgap of the phosphides opens another interesting part of the spectrum for
quantum dots laser diodes: InGaP is the maierial-of choice for high brightness red
and yellow light emitting LEDs as well as for.ied light emitting laser diodes with
emission wavelengths ‘around«650 nm. That’s kind of optical properties, InP and

phosphide alloy quanttum defs e¢an be used in many optical device applications.

Characterization of QDs, espegcially opti;qél properties, was reduced to the quantum
confinement effect and /the surface effect. PL characterization is important for
understanding the optical propetties of the QD structures. In addition to
photoluminescence (PL) measurements, fg}_xg images that show the integrated PL
intensity are useful for efficient measurements and also help to isolate interesting
exceptions. It was found that the InP QDs gay_'e strong photoluminescence, which in

fact dominated the spectrum from the samples.

4.3 Effect of Insertion Layers on InP Nanostructures

The shape, size and optical propetties of InP QDs-can be strongly influenced by the
growth parameters. In this work, the InP QDs were grown on lattice matched InGaP
on GaAs.(Bétweenthe InGaP dayer tandithe InPyQDs layery0+4 ML thin GaP and
InGaP layers were introduced to improve the properties of InP QDs. The effect of
these GaP and InGaP insertion layers on the structural optical properties of InP QDs

will be discussed in the following sections.

4.3.1 GaP Insertion Layer

In this section, the brief explanation of GaP insertion layer effect on the properties of

InP QDs will be described. GaP has a smaller lattice constant than Ing 43Gag s,P and,
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hence, compared to an InP/ Ing43Gags,P interface, the InP/GaP interface is higher
strained (lattice mismatch of about 7.7%). Consequently, the growth of a thin layer of
GaP between Ing43Gags,P and InP layers affects the formation of InP QDs. Our
observations coincide with the common belief that a higher lattice mismatch favors
the Stranski-Krastanow QD formation. From this work, AFM images of samples
containing 3 ML InP grown on GaP interface 1-4 ML by MBE; here the area density
of QDs is about 10'° cm™ and the dots have a maximum base length of 50 nm. (Note

that AFM images cannot give exact information on the dots smaller than 30 nm.)

On the other hand, for samples grown in the'Same way but without GaP interface
layer, the maximum base length of the/dots 45 am.was observed. Consequently, the
improvements of size homogeneity and optical properties of MOVPE InP QDs on
and in Ing49Gag 5, P via growth ofan inserted GaP layer have been reported. The area
density of the InP QDs'is abouf 107 cm ™ and the dots have a maximum base length of
79 nm. In the same growth.conditions, the sample without GaP insertion layer shows
less area density and bigger Size comparé w1th GaP inserted samples. The maximum

base length of the dots without GaP insertion layer was 88 nm was observed.

4.3.2 InGaP Insertion Layer

InP QDs grown on. InGaP by insertion of InGaP layer is.less well studied than InP
QDs grown by insertion of GaP insertion layer. Most research works have been
concentrated on the characterization of InP QDs by insertion of GaP layer. We will
here review the understanding of the less Studied, but equally interesting, system of
InP QDs by insertion of single and double InGaP insertion layer by MOVPE. We will
briefly touch the effect of InGaP insertion layers on the fabrication aspect and instead

concentrate on the'physics of InP QDs.

It was found that the InP QDs with InGaP give smaller QDs size and better
uniformity compare with GaP insertion layer samples. This is the best improvement
of QDs properties. The evolution of the spectra of photoluminescence, generally the
intensity of InGaP insertion layer samples is better than GaP insertion layer. As a
comparison of double and single InGaP insertion layers, the size of QDs with double

InGaP insertion layer is smaller than single layer and also the PL intensity is higher
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than single InGaP insertion layer. It should be noted that InGaP insertion layer can

improve properties of InP QDs than GaP insertion layer.

4.4 Effect of GaP Insertion Layer on Structural Characterization of

InP/Ing 48Gay5;P/GaAs System by MBE

Quantum dots composed of InP within an Ing43Gags;P matrix were elaborated by
molecular beam epitaxy on semi-insulating (100) oriented GaAs substrates using a
Riber 32P system. The lattice mismatch 0£:3.8% between InP and Ing43Gags,P
(lattice matched to GaAs) drives the stiain-induced the formation of QDs via
Stranski-Krastanow growth mecchanism. InGaP can be matched to GaAs, when the
Indium molar fraction is 48% and Gallium, consequentially, is the 52%, yielding an
Energy gap of 1.88 eV (at roem temperature). Ing.sGag s,P, has interesting properties
like a low electron effectives/mass; 0.111my, high mobility (1850 cm?/Vs at room
temperature) and a direct band gap [l.lf]. It can be mainly used in HEMTs, HCTs,
pumping lasers for optical fibre ampliﬁér_s, doped with Erbium [1.12], but also for
tandem cells in space applications‘ and in -':gi:o-‘i-nbination with Al (AlGalnP) for high
efficiency LEDs (emitting in green, yello&i; r—ogqnge and orange-red colours light). In
this InP QDs structure, other growth pararfjé_fe}s are kept the same and only change
the thickness of GaP'layer. The GaP insertibfl_ Byér was inserted before the growth of

InP QDs and the effect of this insertion layer was observed in this section.

Figures 4.1 (a)-(e) show AFM images of InP quantum dots grown without and with
1-4 ML GaP. AFM images-of fives samples- growmn at-thessame growth condition and
the same InP coverage of 3 MLs at'about 450°C growth observed for all samples with

the changes.of the thickness of GaP,insertion layer.

We note the AFM images of 500x500 nm’® area that size (diameter), height,
uniformity and density of InP QDs. The study of quantum dot formation and
distribution of their size and height for different thickness reveals that average height
and diameter of smaller (bigger) QDs are 1 nm (6 nm) and 37 nm (56 nm),
respectively. Both size and height are increased while increasing the thickness of GaP
insertion layer. The surface morphology of InP is also revealed that the insertion of

GaP improves the uniformity when the GaP thickness is over 3 ML. The density of
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all the QDs (smaller and bigger) is in the range of 2-5x10'° cm™ [111]. The density of
coalesced InP QDs decreases with the increase of thickness of GaP insertion layers.

InP QD on Ing 45Gay 5,P is the highest density of about 4.8x10' cm™.

In order to investigate the role of GaP contamination layer, we perform the
characterization of size and height by AFM. Figure 4.1 shows the size (diameter)
distribution histogram of the quantum dots with a various thickness of GaP insertion
layer. The lateral size of these structures is increased while increasing the GaP layer
thickness. For comparison, the average diameter of the sample with 3 ML GaP
insertion layer is larger than the other samples at about 52 nm. For sample without
GaP layer, the largest dot-diameter is about 42 nmand QDs uniformity is good at that
condition. The sample with l«Mls' GaP layer, the average dots size increases to 45 nm
and dots uniformity is declined. For samples with GaP insertion layers thickness of 2
to 4 ML, the average dotsiSize also incre_:ases to 45, 49, and 48 nm, respectively and

dots uniformity is declined: -

However the increasing GaP insertion layé_r. thickness, the size of the quantum dot is
increased and the uniformity is reduced as. shown the regularity of their distributions
in figure 4.1. The sample of 4 ML GaP iﬁééfﬁon layer, the QDs size is not clearly
different from the sample of 3-ML GaP layer;i ‘Although this may be due to thicker
insertion layer, it is likely that most of the extra material comes from the exposed
GaP surface through In/Ga exchange which may be further enhanced by strain as
As/P exchange [112].

In addition to the indium segregation, the In/Ga exchange reaction affects the energy
to decrease the“total system energy and form excess InP QDs nucleation on GaP
layer.The exchangg reaction occurs at the places throngh'the thinGaP insertion layer
which ate covered by the dots. The free InP recombining with P atoms. This leads to
bigger QDs as noted in the AFM images. Figure 4.2 shows height histograms of InP
QDs that extracted from 500x500 nm® AFM images. The average height of all
samples was nearly the same. A comparison of samples with 0 and 1 MLs of GaP
insertion layer, they are the same average height at about 4 nm. The heights of 2, 3
and 4 MLs GaP insertion layer samples are slightly decreased. When the thicker GaP
insertion layer is grown between QDs and Ing 43Gag 5,P layer, the height of InP QDs
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Another important parameter in the growth of semiconductor III-V quantum dots is
the dots density. The dot density decreases approximately from 4.8x10' cm™ to
2.7x10" cm™ due to the insertion of 0-4 ML GaP layers. Figure 4.3 shows the
relation of dot density of InP QDs as a function of the GaP insertion layer thickness.
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It is observed that with increasing GaP thickness, the QDs density decreases and the
height and diameter increase [113] as shown in figure 4.3. This is also an expected
result and is due to a decreased supersaturation at the onset of nucleation which leads
to a lower nucleation density. Since the QDs growth conditions are the same, the
bigger QD height and diameter and reduced density for the sample grown directly on
Ing 43Gay 5, P interlayer indicates that the insertion of the 0-4 MLs GaP layer results in
more incorporation of the material. The incorporation efficiency of In during the
deposition of an GaP layer reduces as strain increases [113]. The further conclusion
is that the density of 3 ML InP QDs depends on GaP thickness because the diffusion

length of In atoms on GaP layer is shorten Wheasincreasing these parameters [114].
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Figure 4.3 InP QDs density-pletied-as-a-function-o£-0-4-MIJ GaP thickness.

4.5 InP/Ing 49Gay 5, P/GaAs System by MOVPE

QDs composed of [InP. embedded in' InguoGa 5:P matrix “were carried out in a
horizontal MOVPE reactor AIXTRON, AIX200/4 with a rotating substrate holder
on nominally (00L), oriented=GaAs|substrater MOVPE grown islands are larger and
exhibit an anisotropic shape. The shape and size can be strongly influenced by the
growth parameters. Lattice-matched Ing49GagsP/GaAs structures are becoming
major III-V semiconductor systems because, compared to AlGaAs/GaAs systems,
they have lower reactivity with oxygen, and more reduced DX centers and lower
interfacial recombination rates. Fabrication of InP SAQDs in InGaP/GaAs systems is
difficult by metal organic vapor phase epitaxy (MOVPE), mainly due to the exchange
between As and P. The other causes that contribute to the difficulty include the

ordering effect of InGaP and the segregation of In in the InGaP layer. The lattice
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mismatch of 3.8% between InP and Ing49Gag s P (lattice match to GaAs) drives the
strain-induced formation of QDs via Stranski-Krastanow growth mechanism. The
GaP and InGaP layers are inserted in the above InP/InGaP/GaAs system and the

influence of these layers on InP QDs will be discussed in the following sections.

4.5.1 Effect of GaP Insertion Layer

Insertion of GaP layer in the materials system InP/InGaP/GaAs by the Stranski-
Krastanow technique in MOVPE technique is less well studied than other material
systems. We here review the structural, metpholegical and optical properties of InP
QDs due to insertion of.0.— 4 MLs!GaP inscition layer by using atomic force
microscopy (AFM) and photeluminescence (PL) measurements. The AFM
measurements were perfommed by using a Nanoscope in close-contact mode. PL
measurement was carried out using the 532 nm line of solid state laser. The PL signal

was collected by an InGaAs photo-detectjer with a built-in preamplifier.

4.5.1.1 Structural Characterization

In order to investigate the role of GaP inseﬁib_ﬁ layer on the characterization of size
and density of InP SAQDs, we performed th_ga.‘rpeasurement of AFM. Figures 4.4 (a),
(b), (¢), (d) and (e) show 1 x| pmz area AFM images of InP quantum dots grown
with 0 - 4 ML GaP insertion layer. The study of nanostructure formation and
distribution of their size and height for insertion of GaP layer thickness reveals that
average height and diameter of smaller (bigger) QDs are 13 nm (28 nm) and 66 nm
(87 nm), respectively. Theaverage heightand diameter of InP QDs without GaP IL
are 25 nm and 85 nm. Both size and height are generally decrease by increasing the
thicknéss of GaP inscrtion layer. The sample with 2 ML-GaP | insertion layer showed
a significantly improved size, height dispersion and homogeneity. The dot density
increases from 2.3 x10° cm™ to 4.2x10° cm™ due to insertion of 0 ML - 2 ML GaP
layers and then decrease again to 3.3 x10° cm™ due to inseriton of 3 ML- 4 ML GaP

layer.

The maximum density in 4.2 x 10° cm™ and smallest uniform InP QDs were obtained

with 2 ML thickness of a GaP insertion layer. After insertion of the 2 ML GaP layer
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thickness, the QDs size was quite increase and density was decrease again. This
observation indicated that QDs density first increased with increasing of GaP
insertion layer thickness and then it saturated at 2 ML GaP insertion layer thickness.
Such behavior showed the nuclei centers first increased with the increase of GaP
insertion layer thickness from 0 ML to 2 ML, afterwards nucleation was completed
and further increased in the thickness did not significantly increase the density of
QDs. It is likely that the incorporation efficiency of In during the deposition of GaP

layer reduces as the strain increases.
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GaP insertion layer showed a significantly improved size, height dispersion and
homogeneity. The maximum density in 4.2 x 10° cm™ and smallest uniform InP QDs
were obtained with 2 ML thickness of GaP insertion layer. After insertion of 2 ML
GaP layer thickness, the QDs size was quite increase again. This observation
indicated that QDs height first increased with increasing of GaP insertion layer
thickness and then it saturated at 2 ML GaP insertion layer thickness. Such behavior
showed that the nuclei centers first increased with the increase of GaP insertion layer
thickness from 0 ML to 2 ML, afterwards nucleation was complete and further
increase in the thickness did not significantly increase the height of QDs. However, it
could also be seen that GaP insertion layCis€aused a reduction in the QDs size
fluctuation. 4

Another important parameter i the growth of semiconductor III-V quantum dots is
the dots density. Figure 4:6 summarlzes the changes in the QDs density and QDs
mean height with the GaP insertion layer_thlckness Since the growth conditions were
the same in all cases, decrease in QDS helght, diameter and increase in density with
GaP insertion layer indicates that the iI{s:értion of thin GaP layer resulted in more
material deposition. The dot density increéidés from 2.3 x10° em™ to 4.2x10° cm™ due
to the insertion of 0 ML - 2 ML GaP layers;aﬁd then decrease again to 3.3 x10° cm™
due to insertion of 3 ML-4 ML GaP layer The improvement of GaP insertion layer
effect on InP QDs cairbe-seen-at2-ME-GaP-layerthicknéss.
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Figure 4.6 Effect of GaP insertion layer on QDs average size and density for InP
SAQDs embedded in InGaP grown at 610 °C.
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4.5.1.2 Optical Characterization

Optical characterization of InP/InGaP/GaAs structures containing different GaP
insertion layer thickness of InP embedded in InGaP (lattice matched to GaAs) and
grown at 610°C by low-pressure MOVPE was discussed. Regarding the growth
technique, realization of wavelength tunable InP/GaAs QDs by MOVPE is highly
desirable, which is the most common growth technique for InP based photonic

devices.

The evolution of the photoluminescence (PE) spectra of InP QDs as a function of the
thickness of the GaP insertion layer is shoWwn*in figure 4.7. These samples above
were grown continuously, 1.¢., there Was no growth interruption after InP deposition.
It was found that the InP«@QDs" gave strong photoluminescence (PL), which in fact
dominated the spectrumafrom the' samples. These experiments illustrate that 3D
islands develop at 610°@ within /a time-span of only. a few seconds. This happens
obviously by reorganization of material &:eposited primarily two-dimensionally at the

surface, since the islands in'this case groW—'_without further materials supply.

It was found that the InP QDs without any":&?qP insertion layer shows PL peak at 8§14
nm and this InP QDs PL peak is overlapp;ng!‘f;vith GaAs buffer photoluminescence
peak. After insertion of 1-4 ML GaP layeré: InP QDs. photoluminescence peaks were
observed separately with-GaAs buffer layer photoluminescence peaks. When a 1 ML
GaP insertion layer is'introduced, the PL intensity decréases and blue-shift noticeably
with a peak at 786 nm. As the GaP insertion layer thickness increases from 1 ML to 2
ML, the PL infensity in¢réases again ‘andthePL peak blug shifts to 781 nm. But the
InP QDs with a;3 ML GaP insertion layer show slightly red shifted PL centered at
780 nm, and.intensity is decrease, again. ;The.insertion of 4 ML.GaP,insertion layer
thickness, the PL"peak’ intensity-is-réd-shifted ‘at"783 nm-and PL intensity is higher
than other GaP insertion layers thickness. The observed blue and red shifts with GaP
insertion layer thickness are due to the reduction and increase in the QDs height

respectively.

From the above experimental review, it can concentrate on an approach of GaP
insertion layer effect on the structural and optical properties of InP QDs by using

MOVPE. The combination of structural and optical results for a given sample is very
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useful to analyze the properties of those nanostructures. The insertion of 0 - 4 ML
GaP layer achieves increase density and it also reduces the size and height of QDs
that were the better conditions for InP QDs. The QDs density increment of 2.3 x 10°
cm™ to 4.2 x 10° cm™ has been achieved at a growth temperature of 610°C with a

growth rate of 0.5 ML/s.

A thin GaP insertion layer on InP QDs led to a blue-shift of the PL peak. By
depositing ultrathin GaP layers on the InGaP barrier before InP QD growth, the PL
peak wavelength is continuously reduced with increase of the GaP insertion layer
thickness from 0 ML — 2 ML. And then there was no further blue-shift with further
increase of the GaP insertion layer thickness from 3-ML to 4 ML. We find that under
the same growth conditions,a GaP nsertion layer thickness of 2 ML is the optimum
where QDs mean size and fugtuation are minimum while giving the higher PL

intensity than other thickness of GaP insertion layers.

PL Intensity (arb. units)

700 800 850
Wavelength (nm)
Figuregd.7 The roomy temperature PL spectra of the InP QDs ‘gtown on the InGaP
barrier with 0 —4 ML thick GaP insertion layer between the InP QDs and
the InGaP barrier.

In order to investigate the internal quantum efficiency (QE) and the origin of the
emission lines, temperature dependent PL measurements were carried out. Low
temperature PL spectra were measured over temperatures range (20 — 250 K) using
Ar ion laser, a cooled Ge detector and excitation power was carried out 30 mW. The

temperature dependent InP QDs PL spectra for 0-4 ML GaP insertion layers are
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shown in figure 4.8 (a), (b), (¢), (d) and (e). These spectra are shown that the
temperature is increased, the decrease in intensity and the redshift of PL peak are
observed. Figure 4.9 shows series of the PL spectra of InP QDs with 0-4 ML GaP
insertion layers under various temperatures. It was observed that the emission spectra
at 150, 180 and 250 K temperatures for 0-4 MLs GaP insertion layers samples are
very similar in shape. With increasing temperature, the total emission intensity

decreases, with various temperatures range, which is presumably due to the interplay
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Figure 4.8 The Temperature dependent PL spectra of InP QDs at temperatures range
20-250 K with GaP insertion layers (a) 0 ML (b) 1 ML (¢) 2 ML (d) 3 ML
(e) 4 ML.
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between various capture and recombination channels. Indeed, the spectra of GaP
insertion layer samples differ in their energy position, in their spectral width and in
their relative intensities from the spectra of no GaP insertion layer sample. It was
observed at individual temperature, the PL peak was blueshifted and FWHM was
reduced by insertion of GaP layers. This result can be understood in terms of the
strain-induced interdiffusion between InP and GaP insertion layers, resulting in the

size of the quantum dots becoming smaller.

PL Intensity (arb. units)
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Figure 4.9 Series of the PL spectxa, of InPQDé with 0-4 ML GaP insertion layers at
temperatures range 150; 180 and E"HTK.

-
| S -l

Figure 4.10 displails’jthe temperature dependence of th:eii)L intensity for InP QDs
with 0-4 ML GaP insertion layers. The energy position-is quite stable in the range of
20-120 K, which can be attributed to very'strong localization of exciton in the QDs.
However, when theitemperature is above 120 K, the drop offithe intensity is notably
reduced. The results may reflect agreduction of carrier leakage from the QDs. It is
clearlynobserved that, insertion of ‘GaP layers can increase lufninescence intensity

significantly in the temperature range under ~150 K.

The PL emission wavelength as a function of temperature and the thickness of GaP
insertion layers is shown in Figure 4.11. The emission wavelength is blue shifted by
insertion of GaP layers and it was significantly improved at higher temperatures. The

blue shift was significantly observed at 1 and 2 MLs after that a shift was red shifted
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Figure 4.10 The evohyﬁe temp ature dependence of the PL intensity for InP

QDs wit

GaP s rtlon layers.

at 3 and 4 MLs due ' of dots size fluctuation. The emission shift can be

affected by energy barsier height, stress and strain-induced interdiffusion during the

GaP insertion layer grow € shlft 1S affected not only these factors but also by the

QDs size and composition. dn addltlon the tnsyplon of GaP layer enables to tune the

QDs luminescence transition wlthlp, the 0.7.§20.8_1 um red spectral range.
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Figure 4.11 The PL emission wavelengths as a function of GaP insertion layers

thickness and temperature.
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In the review of the results from the above growth conditions, the InP QDs sizes are
still large. PL peak intensity is also low and width is still big. So some growth
parameters like temperature, growth rate and V-III ratio to improve the size and
luminescence properties of InP QDs. The results of these parameters changes will be

discussed in the following sections.

4.5.2 Influence of Growth Parameters on InP QDs by MOVPE

In order to control the growth of the self-assembled quantum dots, a lot of effort is
put in both theoretical and empirical investigation of the SK growth mechanism.
Combinations of many growth parameters like.the V/III ratio, the growth rate, the
substrate temperature, and _th€ amount of material delivery at the surface are
investigated in order™to centrol the shape, size and density of the dots. A brief

overview of the effect’of temperature, growth rate and V-III ratio are given below.

4.5.2.1 Evolution of InP QDs formatlon by changlng QDs Growth Temperature

The large InP QDs are less commonly observed for MBE grown sample. The main
reason is due to the lower growth temperatgre-.’_:W hereas for MOVPE grown samples
temperatures beyond 550 °C.are frequently_- ‘used, MBE grown InP/GaAs QDs are
usually deposited at femperatures below 500 °C. Howeyer, recently larger InP QDs
have also been fabricated by MBE at 500 °C. For numerous material systems the
effect of growth temperature on the dot size and density has been studied. Common
observation is that,with lower growth temperature the dot.density increases [115-117]

and smaller dots can'be-grown’[118-120].

The density of the! istands "decreases with increasing depositien temperature as a
consequénce of a shorter nucleation period due to faster materials diffusion and
island growth. Due to the lower initial density of islands, the excess material
distributes over fewer islands and, consequently, the size of the islands increases with
temperature. Consequently, at even more reduced growth temperature the dot
formation may be suppressed. Furthermore, shape transition of QDs in the InP/GaAs
system at different growth temperature has been reported by most of the researchers

[121]. According to AFM studies of InP QDs samples grown at different
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temperatures, the dot density increases for samples with lower growth temperature; at

the same time, the base length of dots becomes smaller.

These experiments were done by deposition of 4ML InP on GaAs. InP QDs
embedded in Ing49GagsiP matrix was carried out in a horizontal MOVPE reactor
_AIXTRON, AIX200/4 with a rotating substrate holder on nominally (001) oriented
GaAs substrate. All parameters keep at the same growth conditions of the samples
grown at 610 °C. The size of the samples grown at 610 °C is still large and density is
low. To improve InP QDs properties like decreasing size, increasing density and
luminescence intensity with different tempetatiite.changes at 475 °C, 500 °C and 550

°C, these three temperature changes samples have been grown.

The parameters of the«diffcsent temperatures grown samples are shown in table 4.2.
Actually we have grown thicse samples to find out the best growth temperature to
decrease size and inercase density. Er;)m these AFM images, the results of
temperature changes could not give wellInP QDs formation. So, we try to fabricate
another InP QDs samples by changing the growth rate and V/III ratio. About these
samples results will be discuss in the next/section. Figure 4.12 shows AFM images
of three samples (1 x 1 pmz) having the sar.ﬁ:e"fflP coverage of about 4 ML but grown

at 475 °C and 500 °C and 550 °C respectivéiY.** '

Table 4.2: The parameters of the samples grown with different temperatures

QDs Growth ‘
No: Samples Growth Rate | V/III Ratio
Temperature
No'GaP. Layer/
(a) \ 475°C 0.04 ML/s 18
No rotation
No GaP Layer/
(b) , 500 °C 0.04 ML/s 18
No rotation
No GaP Layer/
(c) , 550 °C 0.04 ML/s 18
No rotation
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Figure 4.12 The different growth temperature changes of InP QDs grown at (a) 475
°C (b) 500 °C (c) 550 °C
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4.5.2.2 Evolution of InP QDs formation by changing III-V Ratio and Growth
Rate

Most of the research have been concentrated the effect of growth rate and V/III ratio
on the QDs formation. Johansson et al. [122] have investigated the growth of InP
MOVPE quantum dots on Ing43Gags,P for different InP growth rates. According to
their observation, the dot density becomes higher with increasing deposition rate.
Actually, for low deposition rates the density is linearly proportional to the deposition

rate, whereas for high deposition rates a satugation effect of density is observed [123].

Investigation of InP/Ing 4¢Gags,P quantum dots grewn by MBE with different I1I/V
ratios exhibits that higher phosphorusrpressure (lower III/V ratio) results in more
homogeneous dot arrays with lower density. This decrease in the dot density is
accompanied by an inercase of the dot size, involving a shape transition of dots
[124]. Apparently, lower [II/V ratio enh.aiﬁ.ces the ripening rate, which has also been
observed for InP/GaP MOVPE QDs [12;!]. ‘The same behavior has been reported for
MOVPE In,Ga,P/GaAs [126], and for MBE__InXGalfo/GaAs QDs [127] by most of
researchers. On the impa¢t of the ratio bet_v_&;_/:s_e_eh the group V (P) and group III (In and
Ga) fluxes, the so-called /11l flux ratio, there'are two approaches: The In migration
is considered either (i) between the 3D 1sla1_1ds [128, 129] or (ii) during the 2D
growth of the wetting'layer [130].

InP QDs embedded in Ing49GagsiP matrix was carried out in a horizontal MOVPE
reactor AIXTRON, AIX200/4 with a rotating substrate holder on nominally (001)
oriented GaAsssubstrate. ‘All ‘parameters Keep at ‘the same growth conditions of the
samples from section 4.5.1. The size of the samples grown at these conditions is still
large andndensity-is dowy To damprove clnP~QDs properties Jikepdecreasing size,
increasing density and luminescence intensity, the growth rate of first two samples at
0.04 ML/s and 0.5 ML/s and V/III ratio change of first and third samples at 18 and

the second sample at 36 have been grown.

Figure 4.13 shows AFM images of three samples (1 x 1 um?®) having the same InP
coverage of about 4 ML. Actually we have grown these samples to find out the best

conditions for growth rate and V/III ratio to decrease size and increase density. From
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Figure 4.13 The different growth growth rate and V/III ratio changes changes of InP
QDs grown at (a) 0.04 ML/s, 16 (b) 0.04 ML/s, 36 (c) 0.04 ML/s, 16.
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these AFM images, the results of growth rate and V/III ratio changes could not give

well InP QDs formation.

Table 4.3: The parameters of the samples grown with different growth rate and V/III

ratio
No: Samples Temperature Growth Rate I\{ZLI(I)
(a) N;OGi‘gtaLt?ggr/ 610/¢ 0.04 ML/s 18
(b) N;Sﬁ;fgfr/ 550 °C 0.04 ML/s 36
(©) N;Sigt;fggr/ 5500 0.5 ML/s 18

4.5.3 Effect of InGaP Insertion Layer

For the materials combination InP/InGaP/Gei-As the objects for investigation are
larger and geometrical differences are more eastly visible. Growths of InP embedded
in Ing 49Gag 51 P matrix were carried out in a horizontal MOVPE reactor AIXTRON,
AIX200/4 with a totating substrate holder on nominally (001) oriented GaAs
substrate. We will foeus here two growth structures of“InP QDs growth systems by
insertion of InGaP layerS.'In the first structure, the (0-4 ML) InGaP layers are
inserted between GaPland InGaP buffer layer like.double InGaP layers (figure 3.13,
section 3.2.2). In the second structure, the (0, 25,4 ML) InGaPylayers are inserted
before‘the growth 'of nP QDs (figure 3.12,'section 3.2.2).

4.5.3.1 Structural Characterization

The AFM measurement was done to characterize the structural properties of InP QDs
by insertion of InGaP insertion layers. The AFM images of the first structure InP
QDs samples (1 x 1 umz) having the same InP coverage of about 4 ML are shown in

figure 4.14(a), (b), (¢), (d) and (e). The average height and diameter of InP QDs
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without Ing4Gag¢P IL are 17 nm and 70 nm. Generally, both size and height are
generally decrease by increasing the thickness of GaP insertion layer. The sample
with 2 ML GaP insertion layer showed a significantly improved size, height

dispersion and homogeneity.

The dot density without Ing4Gag¢P IL is 42x10° cm™. After insertion of 1 ML
Ing4GaoeP IL, QDs density change to 3.1 x10° cm™ and then slightly increase again
to 3.3 x10° cm™ by increasing the thickness of Ing4GageP IL to 2 ML. After insertion
of 2 ML Ing4Gay¢P IL thicknesses, the ODs size was quite increase and density was
also slightly increase agam. This observation indicated that the thickness of
Ing4Gay P IL did not significantly increase the density of QDs. It is likely that the
incorporation efficiency of In"during the deposition of Ing4Ga¢P IL layer reduces as
the strain increases. The smaller and better uniformity of InP QDs at 2 ML Ing 4Gag 6P
IL is around 16 nm heighiand 50 nm diameter. The height distribution histogram is

shown in figure 4.15,

The comparison of density and diameter d-f_ InP QDs grown with Ing4Gag¢P insertion
layers are shown in figure 4.16..By using'an InGaP 1L, the average InP QD height
and diameter are reduced to 16 nm and SOhm and these are also good for QDs
quality [131]. The introdueed - strain in "ché Tower Ing49GagsP barrier strongly
influences the InP-©QD_growth, in a sense that the same amount of material is
deposited but is rearranged in more and smaller QDs.-This behavior becomes also
obvious in the QD density, compared to the case without Ing4Gag¢P IL (highest InP
QD density: 42x10° em ). the-densitynis-reduced t0-3.3-x10° cm . Since the QDs
growth conditions‘are'the same, the'smaller the QDs size and'reduced density for the
samples grown with InGaP IL results in less in€erporation of thé material. On the
InGaP"surface, there could beramyindivm segregated layer which:may be favorable for
the nucleation of InP QDs leading to increased QDs density. The Ing49Gags P
insertion layer may consume this segregated indium layer thereby block preferential
nucleation sites. As a result, besides the QDs density slightly increase and mean QDs
height, the QDs size fluctuation is also increases. By increasing of Ing49Gags P
insertion layer thickness, InP QDs density increases, not too much changes of size
and QDs uniformity is improved. This is also a result of the influence of Ing49Gag s;P

IL on the topmost layer InP QDs.
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Figure 4.14 Typical (1um x 1um) scan range AFM images and diameter histogram

graph of InP QDs embedded in InGaP barrier with Ing4Gag¢P insertion
layers (a) 0 ML (b) 1 ML (c) 2 ML (d) 3 ML and (d) 4 ML.
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Figure 4.16 Effect of size and density of Ing49Gag 5P insertion layers on InP SAQDs
embedded in InGaP grown at 610 °C
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As a characterization of the structural properties of the second structure InP QDs
growth system by insertion of (0, 2, 4 ML) InGaP layers before the growth of InP
QDs, the AFM measurement has been performed. The average height and diameter
of InP QDs without InGaP IL are 25 nm and 85 nm. Both size and height are
generally increase by increasing the thickness of InGaP insertion layer. The sample
with 2 ML InGaP insertion layer showed average diameter at 93 nm and average
height at 17 nm. The dot density decreases from 2.3 x10° cm™ to 1.6x10° cm™ due to
insertion of 0 ML to 2 ML GaP layers and then density is a little bit increase again to
2.1 x10° em™ due to insertion of 4 ML GaBR'layer. After insertion of 2 ML and 4 ML
InGaP layer thickness, the QDs size was quité increase and density was decrease.
This observation indicated_that ODs density decreased with increasing of InGaP
insertion layer thickness. t'1s dikely that the imcorporation efficiency of In during the

deposition of GaP layer #€dugesas the strain increases.

Actually, these InGaP.nsertion layer grown samples have been fabricated as a reason
of comparison of GaP insertion layer samblés. Although all the growth conditions are
the same, the effect of GaP and InGaP itisertion layers are different. AFM images of
InGaP insertion layer grown samples are Sﬁo‘\jvn in figure 4.17. In the comparison of
density and diameter of InP QDBs grown véfitﬂf'-‘GaP and InGaP insertion layers, the
better improvement.of InP QDs propertie's's can beobserved in GaP insertion layer

samples.

By using an GaP IL, the average InP QD height and diameter are reduced and these
values are also.less than, the'size of InGaP Il _samples.[132]. The introduced strain in
the Ing4Gag P insertion'layer strongly influences the InP QDigrowth, in a sense that
the same amount of material is deposited but isssearranged in less and bigger QDs.
This behavior becomes also obvious.in the QD density,” compated to the case with
GaP IL (highest InP QD density at 2 ML GaP layer: 4.2x10° cm™?) the density is
reduced to 1.6 x10° cm 2 at 2 ML Ing 4Gay P insertion layer. Since the QDs growth
conditions are the same, the bit increase the QDs size and reduced density for the
samples grown with InGaP IL results in less incorporation of the material. The
Ing4Gay P insertion layer may consume segregated InP QDs layer thereby block
preferential nucleation sites. As a result, besides the QDs density decreases and mean

QDs height, the QDs size fluctuation is also decreases.
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Height histograms of InP QDs that were extracted from 1x1 pm? AFM images are
shown in figure 4.18. Generally, it can be concluded that Ing4Gag P insertion layer
cannot improve size uniformity, fluctuation and density of InP QDs like GaP IL. The
GaP IL samples show more uniformity and fluctuate to compare that the results of
InGaP ILs. Therefore, InP quantum dots size and densities depend on the thickness of
GaP and InGaP insertion layers at the same growth conditions. Figure 4.19 shows
the relation of dot density and diameter of InP QDs as a function of the InGaP

insertion layer thickness. It is observed '?at with the increasing InGaP ILs thickness,

(b)
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Figure 4.17 Typical (1pm x 1um) scan range AFM images and diameter histogram
graph of InP QDs embedded in InGaP barrier with Ing4Gag¢P insertion
layers (0, 2, 4) MLs.
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Figure 4.19 Effect of size and density of Ing4GageP insertion layers on InP SAQDs
embedded in InGaP grown at 610 °C

the QDs density decreases and size increase [131]. Although this is also an
reasonable result, it is not good improvement for InP QDs properties. The optical

properties of these InGaP insertion layer effect will be discussed in the next section.
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4.5.3.2 Optical Characterization

Photoluminescence measurement is the best way to reveal the unique zero-
dimensional systems of single dots. The density of states is revealed by the very
narrow spectral lines that are emitted by single QDs. The visible spectral range is
accessible with InP quantum dots. Red-emitting islands can be grown either with
OMCVD or with MBE at temperatures beyond 550 °C or around 500 °C,
respectively. Typically, GaAs (001) substrates are used, on which lattice-matched
Ing 49Gay 51 P buffer layers are deposited prior to island growth. The PL spectrum was
obtained at room temperature and was excited by the 532 nm line of solid state laser.
The PL signal was collected by an InQaAs phote=detector with solid-state laser. The
optical characterization of*two InGaP insertion layers samples result will be

described in the following scetion.

|
Figure 4.20 shows the nermalized PL spectra of InP ODs by insertion of Ing4Gag P
layers between GaP dayep and In0,49Ga0;1E_7 layer that emitting at various emission
wavelengths. The ensemble PL measur#ements reveal already drastically changed
optical properties of the InP QDs growq {Ji/ith Ing4Gag¢P IL thickness. The PL
spectrum of InP without In0,4Gao,6ff‘inserti:(-){r_d;ljzlljyer shows PL peak at 781 nm. When

i 0 ML InGaP IL
E /N el q1MLInGaPIL
N =st2 ML InGaP IL
ST < “3MLInGaP IL
ST \ ==—4 ML InGaP IL
s | -
S
3 3
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= |
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:—’
i 1 1 1 1 1 (]

700 720 740 760 780 800 820 840
Wavelength (nm)
Figure 4.20 The room temperature PL spectra of the InP QDs grown on the
Ing 49Gag 5P barrier with 0- 4 ML thick Ing4GageP insertion layers
between GaP and InGaP layers
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the InGaP layer is inserted between the GaP buffer and the underneath InGaP buffer,
a significant increase in PL intensity is observed while the linewidth of the spectrum

remained almost unchanged from the PL peak without Ing4Gag¢P IL.

Since the less QDs size fluctuation of Ing4Gag¢P IL samples, the better PL linewidth
as can be seen from the PL spectra. Since the less QDs size fluctuation of Ing4Gay 6P
IL samples, the better PL linewidth as can be seen from the PL spectra. In In4Gag ¢P
ILs, 2 ML thickness is noticeably improved intensity among other thicknesses. It
indicates that an increased number of optically active InP QDs at this layer thickness.
In the PL spectra of Ing 4GaggP IL samples, the'PL.emission of InP QDs is at 777 nm.
This red spectral range.is.also preferable (0. generate highest photon detection
efficiency for single-photon deteetors. Additionally, the InP QDs with Ing 4Gag 6P ILs
must influence the optical properties of possible quantum optic devices which have to

be carried out in future work.

Similarly, low temperature PL spectra were'measured over temperatures range (20 —
250 K) for 0-4 ML InGaP ingertion 1ayefs__s_g1_mples. PL measurements were carried
out by using Ar ion laser, a cooled Ge détqctor and excitation power was used 10
mW. The temperature dependent InP QDs'_-'. PIL spectra for 0-4 ML InGaP insertion
layers are shown in figure 4.21 (a), (b). (€), (d) and (e). These spectra are shown that
the temperature is increased, the decrease in intensity and the redshift of PL peak are
observed. Figure 4.22 shows series of the PL spectra of InP QDs with 0-4 ML InGaP
insertion layers undervarious temperatures. It was observed that the emission spectra
at 150, 180 and 250 K temiperatures for 0-4MLs InGaP insertion layers samples are

very similar in shape.

With Jdncredsing tCmperature;” the total emission intengity decreases, with various
temperafures range, which i1s presumably due ‘to the ‘interplay between various
capture and recombination channels. Indeed, the spectra of InGaP insertion layer
samples differ in their energy position, in their spectral width and in their relative
intensities from the spectra of no InGaP insertion layer sample. It was observed at
individual temperature, the PL peak was blueshifted and FWHM was invaried by
insertion of InGaP layers. This result can be understood in terms of the strain-induced
interdiffusion between InP and InGaP insertion layers, resulting in the size of the

quantum dots becoming smaller.
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Figure 3.23 displays the temperature dependence of the PL intensity for InP QDs
with 0-4 ML InGaP insertion layers. The energy position is quite stable in the range
of 20-120 K, which can be attributed to very strong localization of exciton in the
QDs. However, when the temperature is above 120 K, the drop off the intensity is
notably reduced. The results may reflect a reduction of carrier leakage from the QDs.
It is clearly observed that insertion of InGaP layers can increase luminescence

intensity significantly in the temperature range under ~150 K.
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Figure 4.23 The evolution of the temperature dependence of the PL intensity for InP

QDs with 0-4 ML InGaP insertion layers.

The PL emission wavelength as a function of temperature and the thickness of InGaP
insertion layers is shown in Figure 4.24. The emission wavelength is blue shifted by
insertion of InGaP layers and it was significantly improved at higher temperatures.

The blue shift was significantly observed at 1 and 2 MLs after that there was no
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shifted at 3 and 4 MLs due to the effect of dots size fluctuation. The emission shift
can be affected by energy barrier height, stress and strain-induced interdiffusion
during the InGaP insertion layer growth. Thus, the insertion of InGaP layer enables to

tune the QDs luminescence transition within the 0.75-0.79 um red spectral range.

780

Wavelength (nm)
3
o

760

0 Vol 3 4
GaP Insertion Layer Thickness (ML)
Figure 4.24 The PL emission wavelengths as a function of InGaP insertion layers

thickness and temiperatare.

Thin Ing 4Gag¢P insertion layérg effect on InP éDs led toimprove intensity of the PL
peak. As a result of Tno4Gao P IL samples, besides the inérease of QDs density and
mean diameter, the QDs size fluctuation also decreases and thus the broad of PL
linewidth reduces and PL_.intensity increases. Under the same growth conditions, 2
ML ILs thickn@ss is the optimum whetre QDs mean size and fluctuation are minimum
while giving the higher PL intensity than other thickness of Ing4GageP ILs. Since
InGaP ILs improve the structure'and PL quality of ithe TnP QDs.

In the optical characterization of second growth structure, the PL spectra of InP QDs
by Insertion Ing4Gay¢P Layer before the growth of InP QDs will be discussed. The
room temperature (RT) PL spectra of InP QDs grown on Ing4Gay¢P Layer are shown
in figure 4.25. The ensemble PL measurements reveal already drastically changed
optical properties of the InP QDs grown with Ing4Gag¢P Layer compared to samples
with GaP IL. The PL spectrum without insertion layer shows PL peak at 814 nm and
this InP QDs PL peak is overlapping with GaAs buffer photoluminescence peak.
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After insertion of 2and 4 ML Iny4Gag¢P Layers, the PL intensity decreases and blue-
shift could not shown in this PL spectra. Since the more QDs size fluctuation of

Ing 4Gay 6P Layer, broader the PL linewidth as can be seen from the PL spectra.

The spectrum (of OR from) InP QDs with 0.4 indium content comprises a broad peak
at 803 nm and 806 nm for 2 ML and 4 ML Inj4Gaj¢P insertion layers. Comparing
this result with InP QDs by insertion of GaP layer samples, the PL intensity is lower
than GaP insertion layer samples. The QDs size fluctuation also increases and thus
the broad of PL linewidth increases and PL intensity decreases. Since insertion of
InGaP ILs before the growth of InP QDs couldnotimprove significantly the structure
and PL quality of the InP.QDs like GaPlinscttion layer samples.

=0 ML InGaP
2 ML InGaP

——4 ML InGaP

Intensity (arb. units)

700 750 800 850 900
Wavelength (nm)
Figure 4.25 The room temperature PL spectra of the InP QDs grown on the
InoaoGap 51 P-barrienbyrinsertion of:0; 23 4:Mle-thick Ing4Gag P layers
before the growth of InP QDs

Low temperature PL'spectra were measured over temperatures tange (20 — 250 K).
PL measurements were carried out the same set-up like previous measurement. The
temperature dependent InP QDs PL spectra for 0, 2, 4 ML InGaP insertion layers are
shown in figure 4.26 (a), (b) and (c¢). These spectra are shown that the temperature is
increased, the decrease in intensity and the redshift of PL peak are observed. Figure
4.27 shows series of the PL spectra of InP QDs with 0, 2, 4 ML InGaP insertion
layers at 150, 180 and 250 K temperatures. The blue shift was observed at 2 ML
InGaP IL and the significantly red shift was observed at 4 ML InGaP IL.
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Figure 4.27 Series of the PL spectra of InP QDs with 0, 2, 4 ML InGaP insertion
layers at temperatures range 150, 180 and 210 K.
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The origin of these PL spectra was observed the same trend like previous InGaP
insertion layers. Figure 4.28 displays the temperature dependence of the PL intensity
for InP QDs with 0, 2, 4 ML InGaP insertion layers. When the temperature is
increased, the drop off the intensity is reduced. The results may reflect a reduction of
carrier leakage from the QDs. It is clearly observed that insertion of 2 ML InGaP

layers can increase luminescence intensity significantly.
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Figure 4.28 The evolution of the temperature dependence of the PL intensity for InP
QDs with 0, 2, 4 ML InGaP insertion layers;

The PL emission wavelength as a function of temperature and the thickness of InGaP
insertion layers is showi ifi"Figure 4.29. The emission wavelength is blue shifted by
insertion of 2 M InGaP layers and it was [significantly improved at higher
temperatures. The emission shift can be affected.by energy barrier;height, stress and
strain-induced int€rdiffusion during the InGaP insertion layer, growth. Thus, the
insertion of InGaP layer enables to tune the QDs luminescence transition within the
0.765-0.886 um red spectral range. Indeed, the spectra of InGaP insertion layer
samples differ in their energy position, in their spectral width and in their relative

intensities from the spectra of no InGaP insertion layer sample.

The effect of the GaP and InGaP insertion layers can also be understood in terms of

strength of interaction between the InP QDs layer and strain / relaxation of insertion
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layer. Measurements of the lumineseence intensity of emission from these structures

in relation to temperature (20:250 K) “demonstrated that the PL spectra are a
o . b < 9,
superposition of emissions from QBPs.
P - 5--.-',1

e

In order to get the more complete ‘inforquﬁOQ_Qf the InP QDs by insertion of GaP

and InGaP layers, Qe performed InP embedded in Ili;);49Gao_51P matrix in GaAs
substrate with Straﬁs-l}(i-Krastanow mode by MBE and _MOVPE The AFM and PL
measurements were used to characterize the structuraland optical properties of InP
QDs. The results and diséussion of these<GaP and InGaP insertion samples are

described in this chapter.



CHAPTER V

Conclusions

Within this work growth of self-assembled InP QDs embedded in Ing 490Gag 5, P matrix
on GaAs substrates was presented and discussed. The growth was performed both
molecular beam epitaxy (MBE) and metal organic vapour phase epitaxy (MOVPE)
systems by using Stranski-Krastanow technique. InP QDs formed in the Stranski-
Krastanow mode were investigated with the purpose of implementation as an active
zone of single photon detector and laser. The effcet of GaP and InGaP insertion layers
on self-assembled InP quantum dots are presented-and discussed, together with their
growth, structural and opticalproperties. It has demonstrated that the understanding of
self-assembling InP QDs as'the dependence of sizes and densities of QDs on GaP and
InGaP insertion layersfinds'its natutal properties. Most studies had been concentrated
on InAs or InGaAs guantum dots=in GaAs. This work had been reviewed the
understanding of the less studied, but equ;i_llgl interesting, system of InP quantum dots

in InGaP.

=

The InP QDs are grown using fiiolécular-bedtn epitaxy (MBE) and metal-organic
vapor phase epitaxy (MOVPE). on the two fﬁaferials Ing 490Gag 51 P (lattice matched to
GaAs) and Ing43GagsP. In the growth of InP/InGaP/GaAs self-assembled quantum
dots (SAQDs), even though the bimodal size distribution for the coherent islands can
be overcome by usingGaP and InGaP insertion layers, the island size is still large and
the areal density. of dots.is-fow. Since large dots may_introduce dislocations and low
density leads 'to poor.optical’ efficiency, (growth..of small Size, high density and
uniformity of InP dots becomes imperative. For this reason, the growth of InP QDs by

GaP and In(GaP insertion layers had.been observed.in this work.

Under the proper growth conditions, formation of InP QDs via the Stranski-
Krastanow mechanism was observed. The critical InP coverage for insertion of GaP
layer is found to be 3 ML for the InP/ Ing43Gag s,P/GaAs system in MBE growth
system and 2 ML for the InP/ Ing49Gags;P/GaAs system. The structural
characterization from atomic force microscopy (AFM) measurements indicates that

the MBE growth of InP/ Ing43Gags;P QDs are larger and, consequently, more dense
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compared to the MOVPE growth of InP/ Ing49GagsP QDs. Hence, InP dots on
Ing 43Gay 5,P tend to be strain-relaxed when GaP insertion layer thickness is increased.
The InP/Ing49GagsP QDs tend to form small QDs when InGaP insertion layer

thickness is increased.

The research work was focused on two main parts: The first part emphasizes on the
properties of linearly aligned quantum dots from the experimental point of view. The
second part deals with the investigation of linearly aligned quantum dots from the
theoretical point of view. The QD growth was also investigated from a point of view
how different growth parameters, such as growih-temperature, V/III ratio, growth rate
and others influence the optical and structural propeities of InP QDs by insertion of

GaP and InGaP layers.

A significant difference was found between MBE and MOCVD growth concerning
the evolution of InP @Ds by e¢hanging thé GaP and InGaP insertion layer thickness.
Some parameter couldmot keep at.the éia_me conditions in these two systems. The
composition of InP QDs /by €hanging th¢ GaP and InGaP insertion layer thickness
was found to have a great impact on QD pa;élfngpers such as size and density. InP QDs

have generally a bimodal size distribution and eften contain dislocated clusters.

Altogether, InP QDs are-an-atiractive-system-for-optieal application. The optical gain
and lasing in InP/IngagGaps:P QDs has been demonstrated by Moritz et al.; the
vertical-cavity surface-emitting laser based on InP/Ing 43Gag s,P QDs has recently been
fabricated. Ryoul et al. suceeeded in fabricating photopumped:red-emitting laser using
aluminum in the matrix(IngsAly 3G, ,P). All of these structures were grown on GaAs
substrate. Initial study, of the growth of InP_QDs was _done by Petroff et al/ and
Carlsson et al using metal-organicivaper phase epitaxy (MOVPE). In this work, the
InP QDs was grown on the two materials Ing43Gag s,P and Ing 49Gag s;P matrix (lattice

matched to GaAs) and the GaAs substrate was used to fabricate all these samples.

For dots of InP on InGaP/GaAs, we discussed some peculiarities — for instance, the
evolution of the morphology, structure and optical properties of InP QDs by insertion
of GaP and InGaP layers. There were a few other interesting aspects of self-assembled

InP QDs that unfortunately could not be succeeded in these works. These include
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especially the influence of temperature, growth rate and V/III ratio. These are also
important parameters on the size and density of quantum dots. In this work, these
parameters changes could not give good result for InP QDs properties although these

works were done under the same condition like other growth process.

Under the proper growth conditions, formation of InP dots via the Stranski-
Krastanow mechanism was observed as already mention above. The critical InP
coverage for 2D-3D transition was found to be 3 ML for the InP/Ing43Gag s,P system
by MBE and 4 ML for the InP/ Ing49Ga 51PSystem by MOVPE. It was found from
the structural characterization. that the nP/ngisGags;P QDs are larger and,
consequently, high dense.eempaied to the InP/InpasGay s,P QDs; hence, InP dots on

InGaP tend to be strain-relaxed.

To characterize the strugttiral propertics of InP QDs, the AFM measurement was
performed. Variation of the InP QDs size "(')cg:urred due to the changes of the thickness
of the GaP and InGaP imsertion layers. Sﬁ;aller dots and higher size distribution were
generated when the dots density on the surfééé mereased. The strain accumulation of
the InP QDs had a strong influence on thia: _qqqlity of the GaP and InGaP insertion
layers. Formation of the on the spacer layqr v;/as believed to be determined by the
strain formed from the InP dots in the uﬁdélr-iayer. The shape transition and size

equalization of the InP QDs observed from the AFM characterization were also

apparent in the photoluminescence PL spectra.

The different jof the insertion rlayer cthickness | had Anfluence on the morphology,
structure and optical properties of InP QDs. Inteénse photoluminescence from InP
quantum dots.in InP/ Inp 490Gag,s:P.system by MOVPE was observed. PL. measurement
was carried out using the 532 fimvline ©f solid state laser. The PLisignal was collected
by an InGaAs photo-detector with a built-in preamplifier. The optical emission from
dots is attributed to direct transitions between the electrons and heavy-holes confined
in the InP dots. The PL from InP/InGaP QDs peaks between 770 and 810 nm mainly
due to the different thickness of GaP and InGaP insertion layers. Blue-shift was
observed by insertion of GaP and InGaP insertion layers. Generally, the PL intensity

increased toward the thicker insertion layers.
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The quality and quantity of the dots formation under the insertion of GaP and InGaP
have a strong influence on the dots formation and the luminescence feature of the InP
QDs structures. Most of the work had been done in MOVPE, in a few work also using
MBE. Further progress in the effect of GaP and InGaP insertion layers will open the
doors for completely new aspects of InP QDs nanostructures. This ability to control
size and density of InP QDs GaP and InGaP insertion layers will be useful for
employing as quantum dots. Also, further investigation on the influence of GaP and

InGaP insertion layers on the terial quality can be useful to realize

higher performances of the si be consider as an interesting task

an -;ﬁmkm quantum dot (QD) device for

plication fore, optically or electrically

for future work. In the fi
coding in computer an
addressable single ction scale due to several

advantages.
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