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INTRODUCTION

1.1 Research Motivation
f

Internet service providers (ISPs) face challéﬁéé}éetemming from the advent of ubiquitous com-
munication services and convergent networksuln tociéy’s hi‘g[lly competitive telecommunication mar-
kets, ISPs have to provide smooth-transmissiﬂns to theireustomers, who expect to benefit from end-
to-end connections with a guasaffg/ ‘__quality oSservice (Q0S). To support this growing demand, ISPs

need an efficient methodolo C f"tllh(aalir customers’ requirements while optimising their network

a - y
J v
¢ 4 o

resources.

—

The difficulty is that an 1S t e*al{_tho@(y'to control traffic flows in only its own network—

« - i il

so called “domain” (e.g., a netwo der.a unigue autonomous system number), but an end-to-end

E e T ‘

connection often needs to pass thiough igter-défypin networks consisting of several connected do-
ok d - -

mains. Since inter-domain netw s_»}afé-'admini‘s_ie?e;@ by multiple ISPs, the success of end-to-end

connections relies on the subtle intg[a,c__t'i_?)lhs of pﬁ(jﬂgﬂing policies in place by those ISPs. These

policies must be good engggh to facilitate an establishment cieﬁq-to-end QoS connection. Such es-

tablishment, while requiriﬁgj_SIP mutual cooperation, must aIEvl:eJasonable mutual ISP competition
to serve their own best interests. Due to these complexities, efficient provisioning of guaranteed QoS
connections across inter-domain aetworks remaing an open challenge [1].

Proper cooperation among ISPs has been seen as a solution for providing end-to-end QoS. The
conventional approaches in the research literature often require each ISP or domain to exchange in-
ternal network informatioli, using-a common protecel [2-5]: To reserve pathsfar connection-oriented
services, traffie engineering (TE) information must be announced across the domains by using a
common protocol, e.g., a resource reservation protocol-TE (RSVP-TE) [2], border gateway protocol-
TE (BGP-TE) [3, 4], multiprotocol label switching-TE (MPLS-TE) [5] and generalised MPLS-TE
(GMPLS-TE) [2]. Existing studies [4, 6—11] have extended these protocols to efficiently solve the
end-to-end QoS provisioning problem. Kumar and Saraph [6] use the concept of sharing QoS in-
formation among alliance networks via a routing control platform coexisting with the BGP. Other

studies [4, 7-11] use the concept of a QoS tunnel or virtual trunk for QoS routing by an additional



atribute to convey TE information. Although these schemes perform well when the ISPs cooperate,
the apportionment of the QoS responsibilities of ISPs has yet to be studied.

A trade-off between path reservation efficiency and the dissemination of internal network in-
formation renders the optimally cooperative environment amongst ISPs often unreachable in many
practical cases. For instance, individual ISPs are usually not willing to disclose internal network in-
formation, such as a complete topology and link state information, for reasons of security or business
competitiveness. This situation poses a challengir;g problem for ISPs that exercise fully independent
management [12—14]. / /,

Some studies assume a non- cooperation arﬁorrg"SPs [12-14]. Ogino and Nakamura [12]
propose an adaptive QoS-class allocatlon sch me to estimate the level of QoS assigned by the down-

stream domains. An ISP uses‘paféé' imated/1avel to determine its QoS class to successfully establish

the connection. However, such.a'sc

'ﬁme works properly only.if the TE signals are forwarded across
trort 'ME),_'lezistieffort (LE).and equal-distribution (ED) policies,

domains. In contrast, the mos

proposed by Pongpaibool and

,Jd67 no_'re_quire internal topology or TE information from
other domains; only the QoS gonstraints milst tié_sent to downstream domains. However, these poli-

cies force ISPs to be in charge of th h-iJgHe;ét loWé‘sf:and maoderate responsibilities in a QoS request.

Their investigation does not consider the purported;efflmency if the level of responsibility in a QoS

-

request is instead freely selected by md‘Wﬁual ISPER') .optimise their own objectives. In practice, it is
‘u =
difficult to force all ISPs to silect the paths at the same QoS Iev%l
—
Without ISP cooperatyn the key to offering end-to-end (éi?ﬁ services must therefore rely on

dynamic apportionment of QZqS responsibilities among ISPs. Such a non-cooperative problem un-
derlines the need for an anéTS./sis with a non-cooperative gamN—ea theory [15-17]. This thesis focuses
on investigating the joptimal lapporticnment of QoS for providing ‘end-to-end QoS across multiple
domains in the framework of a non-cooperative game with respect to Nash equilibrium. A QoS
provisioning framework with a. Path-Classification scheme under.the.Nash equilibrium (PC-Nash) is
proposed to facilitate the'management ofimultiple 'QoS levels or-path ‘gualities in each domain. In
PC-Nash, an ISP is not forced to disclose the network topology nor forward TE across domains. The
only requirement is that the ISP classifies its paths according to their qualities. In addition, PC-Nash
can be considered a generalisation and a unified representation of the three policies, i.e., ME, LE and
ED [13] with maximum, minimum and moderate QoS levels, respectively. Such unification makes it
possible to analyse how the ISPs interact with their freedom of choice in the QoS apportionment by

using various levels of QoS stringency.



1.2 Literature Review

One essence of requirement for today’s telecommunication services is an end-to-end QoS guar-
antee. This critical issue has been motivating researchers in seeking for new techniques to deliver
end-to-end Qo0S. Some possible approaches are to enhance a process of the standard inter-domain
routing protocols, e.g., BGP-TE and RSVP-TE, to add a new mechanism or to bide a service level

agreement among the ISPs.

! /
..//;,.-

1.2.1 Enhanced BGP-TE . el

BGP-4 [18] is a path veetor pretacol th+t allows each'domain or Autonomous System (AS)

to adopt the local policy in route selection androute propagation to the destination prefixes. BGP-4

exchanges the reachability information pqtvye_eri adjacent domains via UPDATE messages. The infor-
mation in the UPDATE messages.is used tcies-iablish the topology representing the relationships of

H'and Né}(‘EHOP in the UPDATE message, are provided
i

the ASs. The destination prefix

&l

for advertised routes. Basically, an dge;.route'r,»i's}set its palicy to select a path which provides the
minimum number of hops in the' A TH:..DEje fo ié;l"gk of QoS information forwarding across the
domain boundary, QoS guarantee ca‘@ﬁiibe doﬁg_-éﬁér the multiple domains. Consequently, many
studies [3,4, 8,19, 20] propose mechaniéftis to exlgﬂdathe QoS information in the BGP for QoS rout-
ing. Xiao et al. [3,19] hav‘e:_;éroposed a scheme to advertise théstatistical QoS information through

the BGP routers. They de‘fh{s, the new QoS metrics, such as the Available Bandwidth Index (ABI),

Delay Index (Dl), Available H-ilstogram (AH) and Delay Histogram (DH), which are presented as
statistical metrics instead of the deterministic metries. Using the statistical reported in these metrics
to select the proper routeriprovides the perfarmance of the network ¢loser to the optimality than to
select the router following static metrics. Meanwhile, the. system sufferssfrom increased overheads.
Cristallo and@dacquent|[20] propose a new attribute, QORI in UPDATE messages in BGP, for

the many types of QoS information. However, this work does not present how the information is
used in the path selection. M. Boucadair [21] proposes a new feature for BGP enhancements. The
technique does not change the BGP state machine but allows for different treatments of the received
announcements depending on the conveyed QoS information. In doing so, two message attributes, i.e.
QoS Service Capability and Qd$LRI, are added to BGP-4 in order to forward the traffic accaydin

to the QoS guarantee. The QoS Service Capability is an optional parameter of the OPEN message

and it allows peering entities to learn each other’'s QoS Service Capabilities. Thal(R®ISs used



to convey QoS-related information in UPDATE messages. The simulation results conducted in [8]
confirm that the end-to-end QoS is improved by the path selection based on two QoS attributes, i.e.
QoS Service Capabilities and Qd8.RI. Due to the lack of a mechanism to enforce the necessary
information update in the BGP entities, the path selection might not reach an optimal. Prior and
Sargeto [4] improved the QoS extension technique to BGP by delivering three QoS metrics with UP-
DATE messages. They define the QIS-O for carrying three QoS metrics, namely, the light load
dday, assigned bandwidth and congestion alarm. These extensions are designed while taking into
account the need to minimizing the overhead in th’e{_‘é/jgfrlalling messages and the path re-computation.
In order to prove that using this technique can makesthe system reach the optimal path selection,
the simulation experiments compa;_ing QNSRJWith the common BGP depict using QdSFO

in BGP can provide the syst ear optimum path selection over both a common BGP and a

BGP with added QoS\LRI.

1.2.2 Enhanced RSVP-TE

requirement over a MPLS/GMPLS etwork Seve jal new objects are added in the RSVP path mes-
sage [22]. The SESSION object and §he SEND‘EE?ITF}LATE object uniquely identify the Label

Switch Path (LSP) tunnels with or Wlthout the QG$ requwement The EXPLIRDUTE object

(ERO) specifies the route WI]ICh meets the QoS reqwrement as ﬁ sequence of abstract nodes. To pre-

vent a routing loop, the RE,Q’DRBOUTE object (RRO) is added Q jhe path message to specify the
adual route that the LSP tunr_1e| traverses. The SESSMNRIBUVTEE object is for the session iden-
tification and diagnostics. FoHr policy control, routers along the —path use the setup and hold priorities
along with SENDERTSPEC and POLICYDATA objects in the pathrmessage. With RSVP-TE pro-
tocol, an LSP tunnel with the QoS requirement can be obtained for intra-domain traffic [22]. However,
this information ¢annet bessent acrass multiplejdomains-hecause ofthe-confidentiality. QoS delivery
across multiple domains'can be'achieved by using the'inter-AS LSP proposed in [23]. The establish-
ment of the inter-LSP is based on an AS number and a prefix destination. Only the head-end Label
Switch Router (LSR) is permitted to fill ERO with nodes that belong to the same AS and the AS
that will be traversed by the Path message. At the entrance of each AS, the border router computes
an LSP path towards the downstream AS and specifies the ERO accordingly. The inter-domain path
selection may rely on the QoS extension to BGP. As a result, the local path optimization depends on
each AS. Although, these studies suggest how to extend QoS over inter-domain network, they do not

mentioned how each AS should efficiently select the local paths.



1.2.3 Cooperative QoS Routing Approach

Kumar and Saraph [6] have proposed a new Alliance Network model for supporting the end-
to-end QoS services. An alliance network consists of a set of interconnected ASs forming an alliance.
These ASs must share their QoS information through the alliance network. The premium traffic
will be served by the MPLS tunnel establishment. To do this, the BGP routers in each AS must be
upgraded to be a Routing Control Platform (Rq;P) [6]. The RCP centralises the BGP import and
export policy implementation for the AS admnmstra(gf’}nd frees up other routers for the forwarding
tasks. Thus, the new alliance network model is compﬁle with the existing BGP. The RCP learns

o’
the BGP advertised paths from _t_hg,border routers through the iBGP session [6]. The RCP selects the

best path and sends the seleg;ad/ﬁ: fﬂto all routers in the AS. For extension to other AS, the RCP
in each AS learns multiple ro 't éugh eBGP [6]. Then, the alliance network is constructed by

communication between RCPsafia the' TGP, This approach uses an overlay model to co-exist with

the BGP. From the simulation result

e alhanse network can support premium services while the

common BGP can not. Since ihis sucgess requwés cooperation with the ISPs or central control system
_-*)'n L)

|dea mlght b abandoned by the ISPs because of the adverse
Y J J-s

business conditions in real practice. ‘ uthf‘

over the inter-domain networksy thi

Other approaches [4,7-10] use the—concepﬁg# aQoS tunnel or a virtual trunk establishment for
the QoS routing. These WOFKS are based on the assumptlon that/providing end-to-end QoS across the
—
Internet needs the co- operaﬂon of multiple ISPs. Georgatsos et aU [7] uses a local Quality Classes (I-

QCs) in each domain and an gxtended Quiality Classes (e-QCNSZ between two domains for supporting
end-to-end QoS requests. M;anwhile, Griffin et al, [8] used the—concept of the mata-QoS class plane
(the details can be found in [10]). ASs can freely"choose. the preferred method for engineering the

QoS. Although these previous approaches can perform well in co-operative manner, the responsibility

in the QoS apportionmeni-has net been-studied.

1.2.4 QoS Path Provisioning Approach

Several QoS path provisioning approaches (e.g., [12, 13, 24]) deal with how to allocate a path
to support an end-to-end QoS in inter-domain networks. These researches focus on seeking an appro-
priate QoS level that each domain should offer for a QoS request. Tham and Liu [24] have proposed a
Reinforcement Lerning-based Adaptive Marking (RLAM) scheme to achieve the cost effective based
on an end-to-end QoS requirement. This scheme is applied for a Differentiated Service (DiffServ)

network [25] of which incoming packets are marked at the ingress router with (DiffServ Code Point)



DSCP value. The RLAM scheme lets the system learn an optimal QoS level via the states of con-
gestion in the other domains by using reinforcement learning technique [26]. Based on dynamically
path provisioning QoS, the optimal QoS level of each domain must be periodically adjusted follow-
ing the penalty of the loss rate and the end-to-end delay. Even the RLAM scheme provides a cost
effective according to changing traffic pattern, this scheme requires some feedback messages in order
to achieve the convergence of optimal QoS level.

The other example of adaptive path QoS p‘(rovisioning scheme is proposed by Ogino and Naka-
mura [12]. Unlike the RLAM scheme, Ogino and"_fp@k}mura [12] have proposed an adaptive QoS-
class allocation scheme based on the Markov decis‘ierr'fﬁeory [27] to estimate the level of QoS as-
signed by the downstream dom’aﬂ_rls. To dete?’mine a proper QoS class to successfully establish the

connection, the probability ofifpy‘/;pbxs'ible state must be pre-calculated. This scheme requires to pe-
9

riodically recalculate correspondi thetraffic pattern variation. As the same as the RLAM scheme,

an adaptive QoS-class allocatiop'scher e dlso wdrks properly only if the signalling messages are for-

warded across domains. Inf€oniras e most effort (ME), least-effort (LE) and equal-distribution

(ED) policies, proposed by Pangpaibaol and Klm_.[13] do not require internal topology or TE infor-

mation from other domains; only'th QoS (;onstralhts must be sent to the downstream domains. For

ME, the highest QoS that a domair an support arﬂiwfurrent state of the network must be allocated to

S

a call request. In contrast, LE is S|m|Iart—greedy _ﬁeme which the lowest QoS of path in a domain

‘-= =

satisfying a QoS request is: ?Iways allocated ED |s ‘established }o compromise between ME and LE

schemes; that is, all domays must-aliocate their QoS as equai' gs possible. However, ED requires
an extra information about the number of domains connecting the end-to-end route. These policies
force ISPs to be in charge of_ftte highest, lowest and moderateWr—esponsibilities in a QoS request. Their
investigation does nat, consider! the)purpoited efficiency ifithe’level ofresponsibility in a QoS request
is instead freely selected by individual ISPs to optimise their own objectives. In practice, it is difficult

to force all ISPs to.select.the paths at.the same QoS level.

1.2.5 Game Theoretic Approach

Other approaches, which differ from the enhancement of the existing inter-domain routing pro-
tocols, are rooted in a game theory. Due to the nature of behaviours of the ISPs, e.g., the ownership
operation, business competition and selfishness, a game theory is a suitable tool for analysing the
inter-domain routing problem. In addition, this behaviour leads most practical ISPs to uncooper-
ative. Recent work by [15-17, 28-30] studied the issue of an incentive utility for the ISPs based

on a non-cooperative framework. Those studies provide the direction for how to select the optimal



inter-connection link. In particular, some studies [17,28-30] analyse the incentive model for the rout-
ing policy in BGP. The analysis shows that the incentives of rational ISPs are aligned with the call
accomplishment. Thus, the ISPs have no incentive to deviate from the prescribed behavior. Other
studies [31, 32] focus on the price setting to the peering links of the transit domains. Using the BGP
UPDATE message, Barth et al, [32] have proposed the game theoretical framework to determine the
optimal price that the ISPs should charge their peers.

Unlike the works in [16, 32], Jesus et al,, 131] analyse the peering bilaterally with respect to
the pair-wise Service Level Agreements (SLA) bf/’/d}m the game theory according to the realistic
model. The capacity constraint of the transit Iink isﬂi'h&eg'rit_ed into a price setting criteria in order to
control the inter-domain traffic. The Optimal prce setting for an inter-connection link can be found

with respect to the ISP busmeiyeﬁ' shlps

Qpart from the non-cooperative game, some literature

formulates the inter-domain routing oblem as a cooperative game. For example, Shrimali et al., [33]

have focused on a benefits of hilateralic o‘peraxlen among ISPs. Qian et al., [34] have proposed an

economic model for tiered n r |ges{an§u§ed game-theoretic techniques to find the optimal

. b

price for each service tier. Fhisaiidd

thaif fhe séflﬁiéh provided by the cooperative game theoretical

v

Even though many studies no

framework is superior to that from € non coop ,e,game solution, the non-cooperation is in real
practice suitable for the problem with thFFSPs baﬁ' on the aforementioned reasons. Therefore, this
'u_;a-

5
thesis formulates the probIeT based on the non-cooperative garr}e theory. While those studies propose

several pricing mechanlsmyo cope with the inter-domain routmg leroblem none of them takes into

consideration the routing W|th'end to-end QoS guarantee.

=i T

1.3 Thesis Objective

This dissertation aims at proposing a new scheme to efficiently provision an end-to-end QoS
path along the inter-domain network™The proposed scheme emplays the, game theoretical framework

to reach the optimal operating point of individual inter-acting domains.

1.4 Scope of Thesis

1. Review the previous inter-domain routing policies proposed in [13], i.e. most-effort, least-effort

and equal-distribution policies.

2. Propose an end-to-end QoS path provisioning scheme
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e Consider two constraints, namely, maximum bandwidth and availability requests.

e Propose a method for policy implementation.

Study the effect of the proposed scheme and provide the comparative study with the benchmark

schemes.

Develop utility functions according to business relationship models for preventing the selfish-

ness of inter-domain path provisionin !/
Propose a mathematical anal@l luation based on Continuous Time Markov

Chain (CTMC). ——

Study the effect of policy i

AL'L

periments.

Study the effect of policy imp

model by conducting numeric

Methodology

v e
Review the prewous mter—dom@p moutm%, ie. most effort, least-effort and equal-
distribution poI|C|es r
Propose an end-to- }rﬁ(
o Consider two constrgints, namely, maximum bandW|dth and availability requests.

« Propose ﬂ ehbd1or ndidy pleperanant ) 1713

o RO 194 o) 111 R

. Develop ut|I|ty functions according to business relationship models for preventing the selfish-

ness of inter-domain path provisioning.

. Propose a mathematical analysis for performance evaluation based on Continuous Time Markov

Chain (CTMC).

. Study the effect of policy implementation of two domains by simulation and numerical experi-

ments.



7. Study the effect of policy implementation of three domains with a cascade model and a triangle

1.6

1.7

model by numerical experiments.

Original Contributions

Main contributions of this thesis are as follows.

This thesis proposes a new framework to e the problem of end-to-end QoS provisioning
in inter-domain networks (Chapter llI). Thr/ work comprises three stages: 1) the Path-
Classification scheme to helpinefficient QoS provrsrorang; 2) aloss network model is proposed
for evaluating the QoS—I:«ei}e’I?cti n and to also be generalised to the three conventional poli-

cies, i.e., ME, LE and ED; 3).anon- coop rative game theory IS applred to analyse the optrmal

QoS level apportionme

models.

Based on the non-coopgrati roblefn ﬁ Work differs from others [15-17] in several key

aspects. The main difference is 'fhat some of these studies [15-17] focus on the problem of

in thé mter ceéé‘actron level, while this work considers a QoS

4 !
level apportionment for |nter—doma;rrrtraff|c:corrtrol in both the internal and inter connection

&

.-.a_;.‘.-"_’_', 5 ; ,J”‘h [ =

inter-domain network routin

-

levels.

--.‘

\;'_- ——of

The investigations m-tbf IS thesis is conducted by computetwanuIatlon This thesis also extends

the limit of that study by,bsrng mathematical analysis. |

This thesis rigoraeusly investigates,accuraey.of the proposed-oss-network model with a discrete-
time simulation and™a performance-evaluation’of P€-Nash ‘compared with the conventional
policies ME, LE and ED. The results‘of all experiments show that PG-Nash outperforms these
conventignal poIiciés. The discussion also providessa guideline of 'proper QoS level or conven-

tional policies suitable in different scenarios.

Structure of Thesis

This thesis is organised as follows. Chapter Il provides the necessary background of this thesis,

which includes the basic considered QoS, the network model and the conventional path provisioning

policies. Chapter Il presents our proposed QoS provisioning framework with the Path-classification
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scheme under the Nash equilibrium (PC-Nash). Chapter IV evaluates the effectiveness of the path pro-
visioning policies based on the topologies of two concatenated domains. In Chapter IV, Section 4.1
verifies the accuracy of the proposed loss network model, and Sections 4.2 and 4.3 evaluate the per-
formance of the proposed framework and the conventional policies based on two domains without an
interconnection link and two domains with an interconnection link, respectively. Chapter V presents
the investigation of the path provisioning policies based on the hierarchical network. Chapter VI

presents the extension of PC-Nash. Chapter VIl concludes the main findings in this dissertation and

AULINENINYINT
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CHAPTER II

BACKGROUND

This chapter provides the fundamental principles supporting the end-to-end QoS path provi-
sioning in inter-domain network. The focus of tril\ié/sytion lines on the considered QoS parameters
offered to end-customers, the conventional QoS 5&tl‘6&9visioning policies and the principle of non-
cooperative game theory. The knewledge background and ;he deep discussion lead to a guideline and

—
motivation for the proposed sch}rj_eﬂ'n‘ ~hapte} HI.

which determines the degree of satisf ctlon-of a’ tﬁiSer of the serf@&3." The goal of QoS offering is

_-*)'n L)

ce vyhen usri}g a particular service. In fact, the QoS parameters
iy o Y

depend on each application’s req wement in thlﬁhﬁSls only the main parameters offered by the

to provide end users a good ex

S

ISP according to a per-connection ba5|s stch asﬁh,e effective bandwidth and minimum connection

I_‘__

availability, are prowsmned gcross multlple domalns f
—
5 j )

2.1.1 Bandwidth Guarantee‘l i

A’ —

An important QoS parameter for which various services running on the Internet require is the
bandwidth guarantee?35]. IThe network layer must play a-critical rolelin the QoS provisioning pro-
cess to achieve bandwidth guarantee. The existing studies adopt path provisioning protocols, e.g., Re-
source Reservation Protacol-Traffic’Engineeringiextension (RSVP-TE) [22]{'Constraint-Based Label
Distribution Pratocol (CR-LDP) [36], and Border Gateway Protocol-TE (BGP-TE) [8], to achieve the
end-to-end bandwidth guarantee. With the TE extension, routers whose role is a path decision selec-
tor calculate the appropriate route according to the bandwidth request of each service. For instance,
MPLS-TE routes traffic flows across the network by dynamically allocating required resources within
a given network capacity and topology [37]. The RSVP-TE reserves the needed resources in every
intermediate router along the end-to-end path. The selected path is reserved for the streaming service
according to the bandwidth request of the service [22]. For BGP-TE, the Bandwidth QoS Attribute
(BWQA) is used to specify the bandwidth available in the Network Layer Reachability Information
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(NLRI) field in order to ensure that the assigned route has a sufficient amount of bandwidth [8]. One
can therefore use these extended protocols to provide end-to-end bandwidth guarantee. Nevertheless,
these approaches are based on the maximum bandwidth reservation for every request. Doing this
might cause inefficient network utilization because the sources often do not send the traffic at the
peak load all the time. Therefore, the improved provisioning should rely on statistically multiplexing

the shared connections in the same network equipment. In this regard, to encapsulate the packet-level
QoS parameters, e.g. the packet loss ratio, Iateqcy, and jitter, in the call-level QoS, the required band-
width can be mapped to the effective bandwidth o‘f,é:guivalent capacity [38,39]. The reason for doing

this is to ensure an efficient call-levelbandwidth alle€ation and a packet-level guarantee.
s - =
g— ’ ‘

2.1.2 Availability Guarantee//-" -

Network providers norm ort the av&nablllty property of their transport networks to cus-

tomers for the purpose of pres '( -abmty-td withstand eertain types of failures. It implies the

length of the service outages. Fare ple, 1hre$ nines of physical unprotected availability or 99.9%

means approximately nine hours of o age per yéar while five nines or 99.999% means approximately

)'M L

five minutes of outages per year[40 Thls,lmpllegtjhat an availability is a long-run average character-

isation of a large pool of transport etvyork devices. k f,;,t us define availability as the probability that

-...'..

a piece of network equipment is in the up up-state &Fﬁ glven time interval. The availability of a single

T

component can be calculatepl by usmg M'V'{‘IVITTF + MTTR), whére MTTF is the mean time to
— o

failure, and MTTR is the meﬁn time to repair [41]. To approxmaﬁd end-to-end path availability, the

analysis is based on the folloylng assumptions. A two-state (vvprkmg and failed) model describes the
component status. Each compenent fails independently. The—service-time and repair-time have the
independent memoryless praperties."And-MTTR'is much:smaller than MTTF [41]. In addition, net-
work providers can in€rease their end-to-end route availability by adding the redundant components
in a proper standard technique such-as-ane-for-ene (1+1) protection;,ore-te-one (1:1) protection and
one-for-N (N+1) protection [42]. In order to provision ‘a route ‘across' multiple domains, the provi-
sioning process is sequentially conducted by the domains from the sources to the destinations. The
first domain has to offer the path with the availability of at least equal to the availability requested.
Then, the availability target is updated to the second domain and so on. For a sequential path provi-
sioning process associated with a target availability constraint, a proper end-to-end route must satisfy

the availability request for a call.
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2.2 Network Model

The inter-domain network model is defined as a directed géaph £), where) denotes the
set of nodes and is the set of links in a network. Leét; denote gpath of domaini connecting
an ingress node to an egress node (referred to as the border node when the destination is outside
domainz). The set of links in patlt; is referred to as(k;) C L. Here,R is defined as the set of
routes for all possible origin-destination pairs in t}1e network. Also, routeexpressed as the set
of paths whereby a connection traverses from its 01{9#1 to its destination. The route profile matrix
R =[R,; :r € R,l € L] is defined asthe matrix of routeﬁ'ﬁk,lndlces whétg, = 1iflink [ is on
router; otherwise,R,.; = 0. _— -
Suppose that a call of tyf{’, whereS is the set of call types, requests the end-to-end QoS

with required bandwidtty, andiavailabi t il s for its connection.  The terrhandwidthrefers to the

.J

LB §9] That is, if every call is supported at its effective

effective bandwidth or equival

bandwidth value, then all the pack el Q,osﬁar’ameters (e.g. packet loss ratio, latency and jitter)

&l

of that call can be guaranteed. WAy ¥
‘. & 4

-

The termavailability refers ta'the mébabi&fw;[_hat a route from its origin to destination is
operable. Every call must be suppofiéd by the routé!of which availability is at least equal to the
availability request of that call. In the }é?h provisﬁnihg_process upon a new call arrival, the ISPs

must check whether the rergalnlng capacity and availability Qttlj’e if paths satisfy the requested QoS

of the call. To define the remjalnlng capacity and availability of plmr‘or link I, let its capacity and
availability bec; and A(1), resp.ectlvely. -

The remaining capacity of patlh depends onithe number of ongoing connections in the links
of pathk;. The system state iS/defined@s= (1, »r € R.'s € S|, wheren, , is the number of
ongoing types connections on route. The remaining capacity of path, when the network is in

staten, is defined as

C(ki,n) = min |¢ —ZerZb Nps | - (2.2)

teL(k:) reR ses
The availability is measured in the steady state fleid' 7T F'/(MTTF + MTTR) [41], where

MTTF is the mean time to failure ant/ 7T R is the mean time to repair. Given the assumption of
independent link failure, the availability of path depends on only the availability of links in paith

as

II Aw. 2.2)

leL(ks)
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Suypopose that an inter-domain connection set-up request passes through domains se-
quentially, and that domaihassigns patlt; to the request. Note that in this research the request is
processed through the call admission control (CAC) agent of each domain sequentially, i.e., without
the crank-back mechanism [43] or the QoS parameter renegotiation [44]. As a result, the connection

can be established successfully if all the following constraints are satisfied:
C(kf,n) >bs fori=1,... h, (2.3)

A(kr) 2 g// (2.4)

k;;*)ga 1:[ forz—Z,-.,h. (2.5)

Based on (2.3)—(2.5), th ‘ onstra| ts are updated for each domain and necessary target

values for the constraints must 1t ed.from upstream doimaih to downstream domain

Let b; , anda] , be the target bantvu Hd_'a\thi‘lébility values that must be satisfied by démain

for the establishment of an pticT,n. Easgd on these sequentially updated target values,
AW
Y :JJ_

(2.3)—(2.5) can be rewritten a

= ,ga_s_‘__:-_for i ;,a:;_f‘ hy (2.6)

)—aﬁ = W 2.7)
Tt —J
\ s = s/ “_ Aky),fori=2-h | (2.8)

} s

| =il ol
Let IC; be the set of aILp'ossibIe paths in domainVhen the network is in state, the set of

paths that can be provisioned to the typeall arriving.at domain is then expressible as

Ki(s,n) = {k; € K; : C(k;,n) > bt

1,87

Alky)'= at Y. (2.9)

Note that the paths iii,-(s, n) change in accordance with the type of connection request and
the number ofiongoing connections. A connection request is rejecté@l(étn) = () for some
i € {1,...,h}. Inpractice, no matter if the crank-back or QoS renegotiation is in p@géncreases
with i and is always greater than for all 7 for inter-domain QoS provisioning because the availability
valuesas and A(k;) are always less than 1. The decision of a domain in assigning qualified paths to
a connection request directly affects the remaining possible paths that can be assigned in subsequent

domains.
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2.3 Conventional Path Provisioning Policies

This section considers three conventional policies of apportioning the end-to-end QoS respon-

sibility among transit networks, namely most-effort, least-effort and equal-distribution policies [13].

2.3.1 Most-Effort Policy: ME

In ME, an ISP always takes the hig@'ﬁ/&)sibiliw for an availability request. The highest-
availability path that justifies both tl";‘eif%cl a @ity constraints is chosen by mutual agree-

ment of each domain. Hence, \M.mﬁe proper [@ed by darfwaia connection request

o '%natically as
\

of types, when the network is'i

(2.10)
2.3.2 Least-Effort Policy: LE
In LE, in contrast to ME, a May wantto on the availability request in the opposite
way. In LE, the lowest-availability ‘ Jjustifiest capacity and availability constraints is

it R
chosen by each domain. Mathematicalfy; with |-

bt ) o )
Lty ;-’r} .

,:_1' = arg min A(lﬂ_ﬁ (2.11)

r
2.3.3 Equal-Distribution Poly: ED u

For ME and Lﬂt ‘ ﬁﬁeﬁﬁrﬁm%}waﬂ@ﬂgﬁnem is of higher burden to-

wards the upstream and downstream domains, respectively. This can cause an imbalance in QoS

apportioningqs iﬂtﬂe ﬁfﬁiﬂ m?wmﬁf match their candidate
paths with theqreaﬁst ﬁ I ability. ' To alleviate suc ablem, ED attempts to

allocate the level of responsibility equally among ISPs along the route. Suppose that thet8Rse

or domains along the route. For ED, define

k¥ = argmin {A(k;) : A(k;) > GESD ) (2.12)
kielii(s,n)

where

ED _ p
a’l,s -

ay (2.13)
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ard, fori =2,...,h,

1/(h—i+1)
af? = min<{ Vas,, < ds ) (2.14)
) HZ 1 A( )

1/(h—it1)
_ s 2.15
(H’ LAk )) (249

In (2.13) and (2.14), the ternya, is meant for ensuring that, in the worst case scenario, each domain
must try to maintain the assigned path avallablllfyjs ch that the overall end-to-end availability of the
connection to be established can meet the requestéd/fgr_get dbwever, if the upstream domains
have already assigned their path availability, which is Hetter faan then it should be possible that

the later domains can assign the’b’
in the accumulative burden oa\//
by ED. This is expressed in
[1;=} A(k;) of this second terpafis

with smz#ller availability'as long as its assignment does not result

lhty ass@Pment which is'more difficult than the value agreed

t,e‘rm lUIEk_lﬁ operator of (2.14). Since the denominator

less than 1, one ean obtain (2.15).

e \S &
’ 4
. *y

i idd

2.4 Principle of Game Theor 8 A7 ;,z F

-

Among the conflicts of intergst and the hlgné;:%ompetltwe nature of telecommunications in-

S

dustry, game theory plays an |mportant_ere i wn@'substantlve telecommunication problems, e.g.,
resource sharing among Wtrfless deV|ces 145] call’aﬁrﬁfssmn cefltrol for mobile multimedia commu-
nications [46], traffic flow c (rotin wire networ - and the Jnterconnectlon charge between
two domains [16]. Game theqry is widely used to model such conflicts. In order to formulate the
problem of conflicts with a game theoretical framework, one needs to define the players of the game
and all the possible strategies for eachiplayer/ Thusi theldecisionimakers are mapped to the players,
and their possible actions are considered as their strategies. The game’s outcome or payoff refers
to the output.after.the.actions are taken. In.addition, dame theory.assumes,that all the players are
rational and strive to maximize their @utcome.~Of course} the outecome ‘might:-sometimes be difficult
to evaluate. Instead of a direct analysis via the game outcome, the outcome is usually transformed
into a utility which represents the players’ preference to their outcomes. For exampl@nieb be

the game outcomes of playewhen the player has applied strategiésind B3 to the game, respec-

tively. Assume that player prefers outcomé to outcomeii or mathematically written a > d, if

and only if, the utility of outcomé is greater than the utility of outcomie(u;(b) > u;(d)). Hence,

with the utility transformation, the game can be analysed on mathematical basis. Since the outcomes

of a game depend on the strategic actions and reactions of all the players, such a game is called a
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strategic-game.

There are two types of strategic-games, i.e., “non-cooperative” and “cooperative” [49]. A
non-cooperative game is a game associated with a strong assumption of no pre-play communication
between players or no agreement in order to force each player to make a specific action. On the other
hands, a cooperative game allows all players to negotiate and make binding agreements. From the
nature of the inter-domain network problem, autonomous systems are often not willing to make a
binding agreement or share any internal informa}tion. Therefore, such a problem should be modelled
by a game in a non-cooperative manner. Moreov‘é{)he inter-domain problem can be seen as a non-
Zero-sum non-cooperative game because it is not a wifi-lose strategic game”. This game is that one

. — . .
can lose while the others may not gain.

To analyse how other plg\;er{:
all the possible reactions to f

Gid réact to one player's move, one needs take into account
e étions as far ahead as possible. One has to look as far into

the game as possible, and thenyreas nbackv;zatd to figure out which action is best for each player

should select. Such a solutien to z_gera-su_' q;on-cooperative game can be found by solving for
a Nash equilibrium. A finitex-person o non;’zf‘ero.ins'ﬂm non-cooperative game is givéinite-pure-

strategy setsX, Xo, ..., X,). D in u](m%,, ; ,xf’}_"‘l,?cj,mjﬂ, ..., T,) as the utility of player;
when the deployed pure-strategie of.‘p]‘éi)érsm%,%?j,l,:cj,xjH, ...,z With z; € X for

o o

j=1,2,...,n[50]. A vector of pure strategy choicés,,...,=; 1,7;,Tji1,...,o,) is said to be
T 2 R

a Nash equilibrium, if and only.if; forall = 1,2, .., nand for allicjge X,

- —
\‘j = ﬁl'-)l
uj(:vl, . ,$j,1‘,3;:j|7 Tjt1y--- ,J,‘n) > uj(xl, 5o ,.’L‘jfhj?,xjurl, .. ,CCn). (216)

By definition, the Nash equi]idbrium is a point where all the plzzlg/ers play the game with their best
strategy against another:/However, the pure-strategy-Nash equilibrium may not exist in some games.
In fact, the players might learn to play the game by choosing the best pure-strategy against
other players=actions=The best-strategy. might echange jin each turn-f there«s no pure-strategy Nash
equilibrium in the' game.*The"accumulated number of times each strategy‘is chosen divided by the
total number of turns referring to the probability that the strategy should be used. In this case, a Nash
equilibrium is said to be mixed strategies. Suppose ve&tpr= (1,2,...,m;) denotes the pure
strategies of playej. Let P; = (pj1,pj2;---,Pjm;) be the probability vector of playei for m;
strategies, wherg; ;, > 0 andzzzl pjr = 1. Playerj can apply the probability vectd?; in a set of

mixed strategie®’; to react to other players. The average utility of playés given by [50]

m1  mo Mn
Ui(P1,Pay o P) = D0 o ) priPoaks - Prkntt (k1 ks ). (2.17)
ki1=1ko=1 kn=1
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A vector of mixed strategie§Py, P, ..., P,) with P; € P; for j = 1,2,...,nis said to be a Nash

equilibrium, if and only if, for allj = 1,2,...,n, and for allP € P;,
Uij(P\,Pa,...,Pi_1,P,Piy1...,P,) >Uj(P, P, ..., Py, P, Pii1,...,P). (2.18)

Thus, the vector of probabilities of all players which satisfies (2.18) is the best response to each other.

A Nash equilibrium can always be found by using a mixed-strategy approach [49].

2.5 Summary N\ \\\ ,///

This chapter provides them baQ(grom dissertation by drawing an attention to
the end-to-end QoS guaranteq-Bf”' L the t m of QoS support, the considered QoS
parameters include two comx( j \Mwidth and availability requests. The

4 : \ hete . .

approaches in this dissertati

tive bandwidth or equivalent it \ t of re&erved bandwidth, each request can

level. The sections that follow present

‘ ssertation focusses on the conventional path
provisioning policies (ME, LE and EDlwﬁT_éha;emed in detail here. The approach of this dis-
N

sertation concentrates on. visioning for the non-cooperation
V1S provided. Now that the necessary

’b“nng problem has been discussed, the

port in the inter-domain networks'is pﬁ!ﬁﬁb‘i}‘{ted.‘—-‘

among multiple domains. ‘ efore the princip
background for understandln'j

next chapter proposes the new'seheme for handl%’thls problem.

ﬂ‘LlEJ’J‘WEJ"ﬂ NENT
QW']@\?H‘?EU%JW]’MEI’]@EI

the end to-end QoS path provis



CHAPTER Il

PROPOSED QOS PROVISIONING FRAMEWORK WITH
PATH-CLASSIFICATION SCHEME UNDER NASH EQUILIBRIUM:
PC-NASH

f
| j/
In practice, ISPs have several-ehaices of proper paths for constructing an end-to-end QoS

connection together. These cheiees have a V?riety of QoS levels. Challenges arise when ISPs must

try to achieve their efficiency.imresource tsage and, at the same time, satisfactory QoS for the inter-

domain request. By the equity or net ‘eutrahty" prlnCIpie a regulatlon is usually in place to prevent

an ISP from treating the trafficiof

if that principle is strictly implemented, _tJhe.rT‘ the 's{ggg‘ested selection of paths for all traffic may need
to be done randomly, regardless of eirﬂanersb‘fﬂ.__ln doing so, the overall efficiency of a network,

This chapter proposes a QoS proVisioning"fr'mheyvork with the so-called Path-Classification

however, can be adversely affect

scheme under Nash equmbﬁum (PC-Nash) to help facilitate theérgde off between such equity treat-

ment as well as the resultanf it expected efficiency. The essence—e}f PC-Nash is to partition the set of
all possible paths of each damain imgath groupsaccording to their QoS levels. Upon a connection
request, a path group with a pfoper QoS level is first chosen for the request, and the actual path to
be tried by the request isichasen uniformly randomly fronm all paths within that group. The effect of
random path selection‘is thus confined to how possible paths are grouped together.

PC-Nash is definedsinsthree  stages: (1) QoS provisioning with Paii-Classification scheme, (2)
evaluation of QoS-level selection and (3) game-theoretical analysis of optimal QoS-level selection. In
the first stage (given in Subsection 3.1), all possible paths are sorted in ascending order by their path
availabilities, which are then quantised into QoS levels. In the second stage (given in Sections 3.2
and 3.3), the selected QoS levels are evaluated in terms of utility functions. In the third stage (given
in Sections 3.4 and 3.5), the optimal QoS level of path group selection is identified by using a non-

cooperative game theoretical framework.
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3.1 QoS Provisioning with Path-Classification Scheme

Suppose a type-call traversesh domains, with the sequence of domais. .., k), and do-
main ¢ adopts the Path-Classification scheme. After the upstream domaing,...,i — 1 have

assigned their paths, the bandwidth and availability targets for doh@ai updated b};’g,s anda!

i,87

respectively. The proposed QoS provisioning framework is comprised of three steps

- I
Step 1: QoS Ranking: All the paths k6;(s,n) are sé;#/e}d in ascending order by using the logarithm

of their availability values frommin, ¢ . . log(;'{(,/kgj‘EO max; e . ) 10g(A(k)).
- . -
Step 2: Path Classification: Apply-alinear quTntisation to-the QoS scale between the minimum and

maximum log availabilit Ugs® For, dorseazintheir pathsinC; (s, n) are then classified into

D; path groups, each coreéspendingtot
VI

Ifieet Qe-S léyethis QoS provisioning framework allows
réuﬁ‘, w Jre'dl- € {1,..., D;} andD; is the highest QoS

equally quantised QoS level.

4

Step 3: Path Selection: Withsa pre-spe
domaini to select any path fr

level in domaini. Thus, letfus/denote thefé;é't of paths that can be assigned to a tglle-

% o

with the QoS levell; = 1,....D; of_f'}dh‘qainz"‘-ii’ﬁ_gn the network is in stateasl';(s,n, d;) C

Ki(s,n). The paths i;(s,n, d;) V'(M,L_be randf;:,_mlyf"selected for a typeeall with probability
o e A i A =
1/|T(s,n,d;)|. Note that ifF(5;n;di) =0 and /S (5,n) #E)(,
4 : .

choose a path in thé nexilowerlevel-with-maximui-avaiability. This relaxation can decrease

then domain is allowed to

o * P
the unnecessary call rejection. Note also that whichever-QoSdewekelected, the assigned
| i

paths always satisfy bﬁtﬁ the bandwidth and availability targets.

Figure 3.1 shows an example of this.QaS provisioning framework with the Path-Classification
scheme wheiC;(s,n) £1{1,2,...,7} andD; = 3.

The proposed QoS provisioning frameworkwith-thePath-Classification scheme can be consid-
ered as a general representation of all three existing path provisioning policies: ME, LE and ED. In
particular, our framework results in ME, LE and ED withbeing set taD;, 1 and a proper interme-
diate value betweem and D;, respectively. This generalised expression becomes exact at the limit
with a large number of QoS level®{ — o).

In practice, the Path-Classification scheme can usually be implemented independently by each
domain. ISPs adjust their selection to achieve their own objectives, such as maximum chance of call
success or least bandwidth consumption. In the long run, if ISPs can learn of the returned reward

upon the completion of their selections and try to adapt their QoS-level selection strategies rationally,
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Domain i-1 Domain i Domain i+1

End-to-end connection constraints: by, a,

1/ 2
i g0 Qldri i
min{log(A(k,)} ‘,_,..-' mM!loﬂ{Afk OH

k. Ex. (5, —
i ll::f‘- L\/, o - Ti_gﬁ‘a{?“_/n
QoS level?™ GQoSievel 2 QoS level 3

ificatio scheﬂﬁg(.s,n) = {1,2,...,7}andD; = 3

one may expect convergencesto est QDS.pl‘OVISIOﬂIng solution. With PC-Nash, we allow such
adaptation to occur in the constrained nwronmént of non-cooperative Nash equilibrium. To identify
the equilibrium, one needs first toffind an eﬁ1C|entA5fay of evaluatmg the long-run averages of perfor-

mance or utility values of interest. thlsmegard, lﬁ analytlcal model is herein proposed within the

loss network framework [51]. ;-'{:.‘:

3.2 Evaluation of QoSdéveI Selection _{4{ )
\ -—————— - '
% j 4

3.2.1 Assumptions |
-

e The network is modelled asa.loss network [54] with alternative routing. The incoming call can
access any route that satisfies the QoS requirément and corresponds to the routing policy. If a

call request cannot be accepted because the corresponding route is_not available, then the call
will be blocked.

e Poisson arrivals and exponentially distributed holding times are assumed for every origin-
destination pair. The mean call arrival rate and the mean call holding times do not depend
on the system state. This property can be useful in justifying the Markovian assumption in the
Continuous Time Markov Chain (CTMC) model. Hence, the number of calls in the system is

modelled by a stationary and ergodic Markov chain.

e The state space of possible network states is finite because every route has a finite capacity and

every call will be assigned a certain amount of bandwidth associated with its request.



22

3.2.2 Loss Network Model of Proposed Framework with Path-Classification Scheme

Let v, andv; be the originating and terminating nodes for a call request.inThus, node
v, IS In domain1 and nodewv; is in domainh. Let the mean arrival rate and the mean holding
time of types calls from nodes, to v; be As(v,, v¢) and1/pus(v,, v¢), respectively. A state of the
Markov chain can be defined as the matrix of the number of calls from every type and on every route,
n=I[nys:r e R,s e S]. The state space, yvhlch represents the states in which the reserved

bandwidth in every link is not greater than the |Ink)®lw is denoted as

———Q:{n:Rjnbgc}—,*— (3.1)
where column vectorB = [bs [q e L]
Assume that all domain the/end-te-end connection implement the proposed QoS provi-

n, domain: classifies its paths i nto D Qjou;ps With selected;, pathk] € T'; (s n,d;),
which satisfies the QoS request oi 'ty aIIs wnl tfe randomly selected with the probability
. ..-‘..'44 d
1 /L, d kf e F n,d;
]P)k: (87 n,d ) ,/.I Jl(s : .{ (S ) (32)
I Lo btherW|se

wherel';(s,n,d;) # (). Note: that ifl; (5, n,d{) 0 r‘fi:'fk(s Nt (7) then domain selects patlt;
in the next lower QoS IeveTmljty 1.

Note that although the pgthsm 5,n) andl’;(s, n, d;) depefid on the selected paths along the
upstream domaing (= 1, . — 1), the events in which a path n(s n,d;) is selected and a path
inT';(s,n,d;) is selected@re independent dué fo the randomisation principle of path selection within
the selected path groups. Asa result, givem, d; for all j's), the probability that paths], ..., &’

are selected is equal to
HPR;(S,n,dj). (33)
j=1

Consequently, the probability that route = {k}, ..., &} } will be selected for type-calls arriving

at staten is expressible as

w+(s,n,d) HP"C s, N, d;), (3.4)

whered = (dy, ..., dp).
Let e.; be the unit matrix with a 1 in the-th row ands-th column. If router* is assigned

for the incoming call of typer from origin-destination paifv,, v;) at staten, the state transition rate
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fromnton + e« is obtained from
Pr*(sanvd))\s(vmvt)a (35)

wheren,n + e« € €. For the outgoing (completed) calls of typefom origin-destination pair

(vo,v¢) ON router™ at staten, the state transition rate fromto n — e, ; is obtained from

nr*,sﬂs(vm vt)7 (36)

wheren, - ¢ is the number of ongoing typﬁﬁxﬁzf( on route” andn,n — e, € Q.
With the transition rates fro%& )steady-state probability associated
with the implemented policy ca@by splvmg:ﬂmalisation condition and global-balance

Jefine th%kmg states of typkefor origin-

equations of the resultant M

destination paifv,, v;) as
(s, vgr 0 ) Ll AT el ¢ O . 3.7)

whereR (v,,v;) C R is the set ofpo
Then, the acceptance ility Of 1y, 3 __&io ain; for origin-destination paitv,, v;)

can be calculated as follows:

(3.8)

(3.9)

And the call-level mean bandwidth,usage of domiadtits point of interconnection is given by

Wi@ﬂﬂmfﬂﬂ Alik)

5,V0,0t

23 Lossmknmmmpm’n NYIRE

For completeness, this subsection extends the loss network model to analyse the ME, LE and
ED policies since their original formulation appear only with a computer simulation model [13].
The method to construct corresponding Markov chains for these three policies is the same as in
Subsection 3.2.2. The only difference is that (3.2) must be modified in accordance with each policy.
For ME, LE and ED, parametef; in Pk;(s, n,d;) of (3.2) can be omitted. Similarly, parametén
P,+(s,n,d) of (3.4) can also be omitted. TheP:(s, n,d;) andP,+(s,n,d) can be rewritten here as

Py:(s,n) andP;«(s, n), respectively.
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e With all domains implementing ME, all ISPs select the path according to (2.10). Thus, (3.2) is

replaced by

1, kf= argmaxA(k;)
Pk;‘(s, n) e kieﬁi(&n) (3'11)
0, otherwise

e With all domains implementing LE, the paths are selected according to (2.11). Thus, (3.2) is

replaced by

(3.12)

(3.13)

(3.14)

(3.15)

The transition rates of the Markov chali Vi rethe same as (3.9pwitts, n, d)
being replaced by~ s(s,n) and (3.6). Performance of ME, LE and ED can be evaluated from (3.8)—

[
(3.10). ‘ —y & e
Note that the p%oua&lé ng ngamgcmbai:lﬂoﬁained, while the performance

of PC-Nash needs to be further searched i the utilirx]snﬁce for Nash equilibrium. The utility defini-
ti

on and resuqnmﬂ-aaﬁtﬂlﬁm 0 nd dptiinal OB I6uel 1 @@bofied in sections 3.3-3.5

3.3 Utility Function

This chapter has adopted the utility functions to express ISP profits and costs from the business
models proposed by [13]. There are two types of business models at the point of interconnection, (1)
peer and (2) customer-provider.

Peer modeis used for adjacent ISPs that have agreed to trade their traffic flows equally. Hence,

there is no exchange of payment between the ISPs. Therefore, only the cost of reserved bandwidth is
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reflected in the peer utility function. The utility value of domairs

u; = —Biw;, (3.16)

wherew; is the mean bandwidth usage of domaand each bandwidth unit costs monetary units.
Customer-provider modelepresent the fee-charging agreement by adjacent domains for ex-

changing traffic flows. There are two models: (1) retail service and (2) wholesale service. In the retalil

service model, providers charge their customers in accordance with the requested type of service. For

example, ISPs may charge on the basis of guara'h ed availability. The utility function of the retail

service model is {__,
=" gi(a)s.. — Bitwse (3.17)
—

whereo; ; is the mean number pted typealls in demaini and g;(as) is the revenue in

monetary units per call, which depe é;,on‘the wvailability requesn the wholesale service model,

customers are charged at the 'rfegaf;dfess of the guaranteed availability. Thus, the utility

function is similar to that forfetail service é§<ce—'t for the revenue term. For the wholesale service

that is not dependent on N .
add .?«'ﬁ_.._
. F_ipss. i
3.4 Non-Cooperative Game in PC-NﬂSh —
h‘f - b
"d,r - :, I-'J-::‘;ila-

In PC-Nash, a non- cog)peratlve game is proposed for dgtér{;nmmg an optimal QoS level. The

action of choosing the prefe'f’red QoS-levelfor each domain is deﬁned as the game strategy of
player: (referring to domain). Each game player tries to maximise its own utility values based on
the business models at its corréspanding point of interconnections.

Given the nature of interactions between ISPS, an ISP, can lgarn from the actions of other
ISPs and adjust its strategy accordingly. This behavior is mapped to sequential actions and reac-
tions between players.: Siiategies with'appropriate probabilities ‘are’ eventually selected. This type of
probabilistic selection is called a mixed strategy (see [49]).

For this game formulation, let;(d) denote the utility of domain, given the QoS-level setting
by all domains ind. Recall that domairi classifies the paths int®; groups. The strategy space
of domains: is defined to cover all possible path categories. QoS-léyevhered;, = 1,...,D;, is
denoted as strategies of domairAll possible combinations of strategies are tfjgg, D;. Domaini

assigns the probability,, to strategyd;. Define the probability

d) :dej-
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The expected utility for domainis then obtainable from
E[U;] =Y P(d)u(d), (3.18)
vd

for all [pg, : d; € {1...,D;}] for all i's. Suppose that the expected utili{U;] can be obtained
by applying probability vectorgp; : d; € {1...,D;}] for all i’s into (3.18). A mixed-strategy
profile ([py : di € {1..., D;}],vi) is a Nash equilibrium if, and only if£[U}] > E[U;] for [pq, :

d; € {1,...,D;}] for all i's. The optimal point»pytained by arriving at a Nash equilibrium in a

mixed-strategy game can be used to represent th.ye/ rfermance of PC-Nash.

_

—

S 3 '
3.5  Algorithm for Finding PC-Nash Performance

o

It is well known that there i

shrequilibrium for this mixed-strategy game [49]. To find a

Nash equilibrium, we have adopt sio hastfg; LFarning algorithm, called the method of successive

averages (MSA) [52]. The essen SA-_is-i;e emulate the learning behavior of game players in

'iJ o'l . . . .
searching for their best expec ies. The ’ A algorithm can be summarised in the following
idd

steps. e A ks

Step 0: Initialise probabilityy, to 1 i,jg}'gqll VS arj@;g?g:gthe current iteration numbeto 1.

—

Step 1: Let each domain = 1,... /i take turns in Updating its strategy selection probability as

o ~ il ) . .
follows. For a domaifi sselect.ihe strateg Y -thatraxi ISES. t_jg? average utility of domain
l"j i
|/\ |
“id; = argmax z P(d)u; (e » . (3.19)
Jie{17""Di} Vd:di=d~¢

Setn,, to 1 if strategyd; is selectedd; = c@); otherwise, setitto 0. Then, update the probability
of domain Stfateqypy) <& (/n)g. < (1 & (174))py,for alldpa {1y .y B ).

Step 2: Update iteration number — n + 1 and return to Step 1 unless utilitigs{U;] of all i's

converge.

If (3.19) in Step 1 gives multiple solutions, then the corresponding strategies are here randomly
selected in a uniform manner. The Nash equilibrium is found at the end of this process. The obtained
probability vectors,[p; : d; € {1,...,D;}] for all i's, represent the optimal probabilities of the

strategies as recommended for individual domains in this proposed PC-Nash framework.
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For practical implementation of PC-Nash, the call admission and routing decisions can be made
in real-time because the decision maker at each domain can immediately assign a proper path (that
satisfies the QoS criteria) within the domain to incoming calls according to the pre-chosen QoS level.
Or if no such path is available, then the incoming call can be immediately rejected. In a longer time
scale, based on the collective information of reward or penalty obtained from individual call admission
and routing decisions, each domain then adjusts its proper QoS level by a stochastic learning process
e.g. MSA. '

Therefore, the optimal operating point of lpéékash can be promptly used at the convergence

time. The proof in [53] shows that the solution by MSA‘éTy,vays converges to a certain point, which

o 2
is an equilibrium point. The convergence tlmj of Nash equilibrium depends on the size of strategy
space—related to the number)gt,do’ )

Nash equilibrium in the worst

fe an QoS levels of each domain. The convergence time of

"ponside ed as in the order of polynomial time of the number
of domains and strategies [54, 5 " a"\/e_'r, the convergence speed can be improved by adjusting

the step sizel(/n) of MSA fellowing _§u§ge—t'iog in [53]. Based on numerical results in this

paper, MSA has been found t@ converge qufcklyﬁr_vithin 10 iterations because the size of the strategy

space for inter-domain networks is sﬁaify: ot \f/fefr‘y'iarge PC-Nash, therefore, can be applied for

. .. . . . Y e ¥/ -

time-sensitive applications withoutany __eTf_ect on r@ffmg decision delay.

,'.u-- . ok o o

Since PC-Nash is employed for eﬁetto endE?‘o’S path provisioning in inter-domain networks,
'u_;a-

the approach is intended toPe scalable 10 the network dlmen3|9n of individual domain as well as to

the number of domains alo@ the route. Instead of dealing Wrtn“hylgely detailed routing information
when the network size is Iarge the router can take the advantage of aggregated routing information
readily provided by the proposed path classification framework As a result, the necessary signalling
information for path selection of éach domain only-marginally growswith the number of QoS levels.
In addition, PC-Nash does not require any additional TE signallings to be forwarded over the whole
route of inter-domain.networks...Only local information'is sufficient.for .each domain running PC-
Nash to perform‘the long-run QoS-levelradjustment. | For this reason,”PC-Nash can be separately

implemented by individual domains and its implementation is readily scalable.



CHAPTER IV

EFFECTIVENESS OF PATH PROVISIONING POLICIES

This chapter starts with the mathematical verification of the proposed loss network model.
The experimental verification presents the accu"ra'sy of the proposed loss network model applied for
three conventional policies (ME, LE and ED) and ’"thénewly proposed policy (PC-Nash). For the
comparison of simulation and exact_analysis-‘results, th;exact analysis is based on the proposed
loss network model. The per’f@faﬂc’ ‘of alllpolicies are investigated in the case studies of two-

concatenated domains in order te'previde insightiul applicability of those policies. To achieve the

purpose of performance evalliation, the € fféactivén@ss of PC-Nash is evaluated by comparing with ME,

LE and ED. Two topologies see:the concatenation of two identical network topologies

4 |

and the concatenation of two differen nétwork_- 9p'ologies. The investigation considers both inter-

domain networks without and withra nteréonnec'efﬁ‘g‘!ink between the two domains. The summary of
alely
our finding in each experiment is provided-with pd!g&)_le insights for practical inter-domain networks
It - iy
and the suggestion for further analyse'in the next{i,hap'ter.

4 o,

et .I“J:‘ _:-;_

4.1 Accuracy Evaluatipé of the Proposed | oss Network léodel

'..P"f i e

The goal of this sectioﬁ; is to verify the correctness of pﬁe proposed mathematical model in
Chapter 3. The proposed Io;s network model applied for ME,—LE, ED and PC-Nash is first verified
by a discrete-event simulation modelin this‘section: To confirm thejaccuracy and applicability of
the proposed loss network model, the experiments have been set in various network topologies and
network characteristies. Fhe important finding here;is‘the-accuracy eonfirmation of the proposed loss

network model; which is used'in the latter experiments.

4.1.1 Experimental Setting

Figure 6.11 illustrates the inter-domain networks of the same path quality (a) and of different
path qualities (b). The topologies’ profiles are presented in Tables 4.1 and 4.2. The experiments
have been conducted on the topologies shown in Figure 6.11. For all experiments, let every call
route from one origin-destination pair with independent Poisson call arrivals and exponentially dis-

tributed call holding times. The investigation considers multiple call types of which the constraints
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(a) Topology 1 (concatenation of two identi pids), where label of link € {1,...,12}.

(b) Topology 2 (concatenation network' , Where label of link € {1,...,11}.

es

and load proportion are listed in Table 43 esults presented in Section 4.1.2 have
< on program has been developed in

time for each run has beeng‘ uy
MATLAB ®) and run on the c ‘puter cluster consisting of 3 computing nodes each with core-2-quad

oo I TNEINENNT

Table 4.1 Network profile of topology 1
CRK e
q

A(l) 0.99999 | 0.99992| 0.9999| 0.999
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Table 4.2 Network profile of topology 2

Link (1) | 1,2 | 3,4 5 6,7
A(l) | 0.9999| 0.9998 | 0.9995| 0.9999
¢; (Gbps) 3 1 1 2
Link (1) | 8 9 10 11
A(l) | 0.9998| 0.9992| 0.999 | 0.998
¢ (Gbps)| 2 1 *’J'/" 1 2
= - -

Table 4.3-'Frafﬁc types!in inter-domain networks

7 3 Load
Topologyy )é? £ ,bs‘: ; W Proportion
[y 25T

f“ 500 pS 0.9998 50%
500 0:9980 50%

, / / 500 Mﬁjp‘é 0.9986 50%

500 Mb#.ro 99%7| 50%

» | £
S ——
4.1.2 Results Yy X)

Let Amth and Afism be_the acceptance probability of typezall in domaini obtained from
mathematical analysis and the' cerresponding average obtained from simulation, respectively. The
percentage relative error AIZSL”‘ with-respect to&mth is defined as (%) = |A§Lm—Ai7nlth| /Amth
100%. We have examinied the accuracy and the applicabhility of the propased loss network model by
comparing itwith experimental casesy(with reparted examples fram topaolegy:1iin Tables 4.4 and 4.5).
Table 4.4 showis the maximum percentage relative erd6) of acceptance probability for type-1
calls as approximatel§.8% and Table 4.5 shows the maximum percentage relative erttr) for
the type-2 calls as approximately4%. These imply that the proposed loss network model returns
accurate acceptance probabilities of both type-1 and type-2 calls for all policies.

From the accuracy comparison of simulation and mathematical model based on topology 2,
the mathematical analysis is also in good agreement with the simulation. Because our derivation

is given by the CTMC being solved directly using the global balance equagi@aci analysis the
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comparisons turn out to be very close to the simulation results in all cases.

4.1.3 Implication of the Results

The conclusion of this section is that the accuracy of the mathematical model has been con-
firmed by comparing its results with the corresponding discrete-event simulations. Based on this
confirmation, the results obtained from the the proposed loss network model are good enough to

evaluate the system performance in the oth ases. Hence, the experiments here are based on the

proposed loss network model only.

4

1l
i¥ |

AULINENINYINT
AN TUNM NN Y
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Table 4.4: Accuracy comparison of simulation and mathematical model based on blocking probability
of domainl: topology 1, traffic type 1g; = 0.9998,b; = 500 Mbps. Note: PC-Nash of peer service
model refers tod; = 1,ds = 1) and PC-Nash of retail and wholesale service models refer to

(dy=T7,dy =7)

>\s ('on Ut)/:ufs ('on Ut): Erlangs
Policy | A; s(vo,vt)
1.2000| 2.0000| 2.8000| 3.6000
A 75! 0| 0.4922| 0.4152
ME ASImLS 6 0.4929| 0.4161
3451 © 11422 0.2168
0).0. 0.6726| 0.5790
LE i 9 679/ 0.5818
' & A Baz 0.6 0.4836
A 0.8¢ 3 71'0.6399 | 0.5439
. 2 U\ N
ED A 0,8897 0.7614}.0.6419| 0.5434
0f 10644806211/ 0:3125| 0.0919
20 0a \
PC-Nash| ATl % 9141 86/ 0.6843| 0.5868
A gkl - 4, .
dy=1 APM “S=g:01 60| 0.6844| 0.5903
=L
dy=1 146 0.5965
PC-Nash'= 927 0.4152
di="7 ‘mAll 4949 0.4129
dy="T7 ) 0.4115 08167 0.5486 | 0.5539
QW’]MﬂiﬂJﬂm’YJVlMﬁﬂ
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Table 4.5: Accuracy comparison between simulation and mathematical model based on blocking
probability of domainl: topology 1, traffic type 2 = 0.9980, b, = 500 Mbps. Note: PC-Nash of
peer service model refers f{d; = 1,ds = 1) and PC-Nash of retail and wholesale service models

referto(d; = 7,ds = 7)

As(Vo, v1) /s (vo, v¢): Erlangs
Policy | A; s(vo,vt)

1.2000| 2.0000 | 2.8000/ 3.6000
AMih ﬁ 08| 0.9115| 0.8527
ME ASIL 10,9914 81 0.9094| 0.8512
0303 ( 12304 | 0.1759
2 9 %4 0.7955
LE : 8 | 638| 0.7935
0/ /| 426 0.1180 [ 0.18%9 | 0.2514
A 0se21] 0 362 | 0.8733| 0.8070
ED ) 3}5 0.9384| 0.8723| 0.8064
YEE ‘%g 0.2350| 0,1145| 0.0743
PC-Nash| AT 5, 03}0.8628| 0.7930
d=1 | AP ?“‘_:j" 97| 0.8645| 0.7892
=1 A (%)":" 761529 970] 0.4792
PC-Nash/|~ , 0.8527
dy="T ﬁAlg .9094 | 0.8492
dy="7 ) 0.1614 00520 0.2304| 0.4105

ﬂ‘NH’JWHWﬁWHWF‘i
o/

amaﬂﬂmum'mmaﬂ
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4.2 Performance Evaluation: Two Domains without an Interconnection Link

This section studies the performance of ME, LE, ED and PC-Nash when these policies are
applied to inter-domain networks with two concatenated domains without an interconnection link.
This topology setting refers to the sharing of an edge router between two connected domains. Alter-
natively, this case represents a scenario where the interconnection link between two edge routers of
two domains has a larger capacity than the total bandwidth required by the traffic across the domain
boundaries. This study concentrates only on the n@ation of the effectiveness of the considered
policies implemented in the inter-domain network; régardlerss of the effect of a bottleneck by the

interconnection link.

4.2.1 Experimental Setting

The experimental setti
tion 4.1. The network topologies for te tiﬁg_éxre {&pé‘trated in Figure 6.11. The profiles of topologies
i4d

&l

are presented in Tables 4.1 and 4.2/ The experiments have been conducted on the topologies shown
in Figure 6.11. In the experiments; let _ev‘e'fry cé@%te from one origin-destination pair with inde-
pendent Poisson call arrivals and exp‘éf@ially d@éﬁted call holding times. The investigation take
into consideration multiple call types';add'_'their c@sﬁaints and load proportion are listed in Table

4.3. The analytical resultg‘éave been obtained by using a prp§ram developed in MAJ lak@

run on the computer clusfe%;consisting of three computing nodés each with core-2-quad 2.0-GHz

J
Xeon™processors and a 4-GByte memory. -

4.2.2 Results

This section presents the results obtained from the.mathematical @nalysis with using the loss
network model. The investigation ofthe four.policies is based on the inter-domain networks shown
in Figure 6.11 to study the effect of the path quality (in terms of availability value and path capacity)
in the two concatenated domains with a common point of interconnection. The multiple traffic types
with their constraints listed in Table 4.3 are taken into consideration. To see the effect of loading in
each topology, the experiments have been carried out with total offered load ranging from light to
oversaturated conditions. For the Path-Classification schBme, 7 andD; = 3 for all the domains
in topologies 1 and 2, respectively. Consequently, there are 49 and 9 possible cases, which take a long

time to simulate, and therefore there is a need for analytical computation. The assigned Dyisber



35

based on the distribution of the availability of the paths and is herein set so that ME, LE and ED are
at least distinguishable when being expressed in the Path-Classification parameter. The results have

been evaluated under three business models, peer, retail and wholesale.

Table 4.6 Optimal QoS level of PC-Nash for offered load (0.4—4 Erlangs)

Optimal QoS level

Utility function Topalogy 1 Topology 2
1 J
(D=4, Di=3)
Peer (di="7,dy = 7Sfﬂ-((’41_: 1,dy = 3)

J— -l -
Retail =1 (d] = 1, 9 = 1) (d1 = 3,d2 = 1)
Wholes‘ege/' XA 1) (d1 =3,dy = 1)

!

'( S levels of PC-Nash in accoedwith the three utility

Table 4.6 presents the

—

functions, peer, retail and whole The op’timgl results referring to PC-Nash suggest that, in inter-

domain networks with the same pat qua:lrty Ilk’é that in topology 1, the maximum level of QoS

_-*)'n L)

apportionment, i.e., PC-Nash ata s ttlngl,p'f: 7 aﬁng = 7, leads to the system performing well

for the peer service model. In con asx,t_o.‘th_e retai_l;a?fg}.wholesale service models, the minimum level

of QoS apportionment, i.e., PC-Nash.u:;ﬁ] poW@y%l-gnddz = 1, leads to the system achieving
et B _‘-_Ju_-_‘ —

the highest utility. The reaS'Qn for this is that whén= 7 is appliedﬁhe highest availability route is

shared between the Iowesta.ﬁd highest availability requests, but mé two types of requests are separated
by using the other QoS level settlng This'leaddte=7 performlng the lowest in bandwidth usage
and the lowest in the mean number of accepted calls. Thus, ISPs should apply the same policy, but
they do not need to try their best usidg= 7-to obtain the most optimal profits.

When the network qualities are different (referring to topology 2), setfing: 1 andd, = 3
is suitable forthée peer service moedel while settifjg="3 and &, ="1]is suitable for the retail and
wholesale service modelS. The optimal operating point suggests that, for the retail/wholesale service
models, an upstream domain (referring to the higher quality network or Domain 1 in Figure 4.1(b))
should implement a high QoS level apportionment, while a downstream domain (referring to the lower
quality network or Domain 2 in Figure 4.1(b)) should implement a low QoS level apportionment, and
vice versa for the peer service model. This is because a small domain has a very limited resource of
high availability links. The high availability request will be blocked if the upstream domain does not
support the path with the highest availability.

PC-Nash yields the highest utilities for all the tested cases because of its inherent optimal QoS
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level setting. Thus, the effectiveness of these three conventional policies have been quantified here in

terms of the utility-difference ratio

utility of PC-Nash— utility of policy
|utility of PC-Nash

x 100%. (4.1)

The effectiveness of these path-provisioning policies depends on the network topology and the
utility function. For the inter-domain networks with the same path quality (Figures 4.2-4.4), ME
performs the best with respect to the peer service model while it performs the worst with respect to
the retail and wholesale service models. In contra&& performs well with respect to the retail and
wholesale service models, but warst with respect to thé’ﬁeer service model. The reason is the same
as that for the setting, = 7 andd, — | e for PC- NJsh respectlvely

For inter-domain network

| erent ath qualities (see Figures 4.5-4.7), ED performs the
best with respect to the peer servic model while it performs worst with respect to the retail service

model. Unlike the case of the same 0 rquallty i‘ietwork ME. is the best for the retail service model

while it is the worst for the whole

service model. The reason isthatwhen ME is used maore calls with high availability request can be

)'M &

accepted than when using LE of E Whl|e,. LE af ED maximise the total accepted calls regardless
Y JI' o

of the call type. With ME, the ISP, can gain thenrfuﬁ]i‘ty from the high acceptance rate of the calls

S

with a high-availability request mstead _Ffrom céﬁ?’ with a low-availability request. Consequently,
S
ME is the worst with respectto the wholesale service model bec‘?use of less overall call acceptance.
—
It should be noted thg in the case of inter-domain netwqtgb with the same path quality, the

L AF

performance of conventional poI|C|es is quite close to that of PC-Nash. Therefore, the conventional
policies can be efficiently used for this case. However, the performance of the conventional policies

is significantly less than that of PC-Nash in inter-demain networks with different path qualities.

4.2.3 Implication of the Results

Based on the accuracy of the mathematical model that' has been confirmed by comparing its
results with the corresponding discrete-event simulations in Section 4.1, in Section 4.2 the effective-
ness of the proposed policy has been investigated by comparing it with the conventional policies, i.e.,
ME, LE and ED, when two domain networks without interconnection link between domain. With the
utility functions of practical service models, ME and LE are found to provide comparable utilities to
PC-Nash with respect to the peer and retail/wholesale service models, respectively, for a network with
the same path quality. However, for networks with different path qualities, PC-Nash significantly out-

performs all the conventional policies. From this evidence, the PC-Nash is thus expected to be useful



37

N
(63}

N
o
m
O

-
o1
T

=
o
T

]
T

Utility—Difference ratio (%)

L

-5

rkeyt opology 1): Utility-Difference
ratio for peer service model hased o uﬁﬁ' 0 ' ) D; = 7fori = 1,2, and

]

Figure 4.2: Results for inter-demai

u; = —[G;w;, wheres; = 0.35 units pe

in QoS provisioning of practical i

AULINENINYINT
PAIATUAMINYAE



38

25 T | | I I I
' ME
----- LE [T
20 o - -
15F o -
10F . -

Utility—Difference ratio (%)
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43 Performance Evaluation: Two Domains with an Interconnection Link

Typical inter-domain networks interconnect by joining their edge routers using interconnection
links. Due to the increasing amount of traffic across multiple domains, the capacity of the intercon-
nection link might be less than the amount of the maximum bandwidth simultaneously requested by
the traffic across a domain boundary. Once this occurs in the inter-domain networks, the limited
capacity of the inter-connection link might affect She effectiveness of the implemented policy. The
previous study in Section 4.2, nevertheless, does, eﬁoonsmer the issue of bottleneck by an intercon-
nection link. Therefore, in this section;-ihe effJ:tlveness of the four policies is investigated on when

the capacity of the interconnegiienlink is,_limitﬁd.

',ottlgnec}_k

The analytical approachgin t

nection bottleneck in the inter-
multiple concatenated domains.
tion links is taken into consider Lé(_pm, V) deg@_];e the set of interconnection links connecting
a sequence of domain pairs from orlgmto destlnatlgti;,;:"leen that each domain pair is connected
by a single interconnection link, the. nymber of mywm, vy) is equal toh — 1, whereh is the

number of domains frommgo%f Interconnectlon link; ;€ E(v,,fvf) ¢connects the edge routers of

domains; andj. Assume ImK‘avallabllltyA( l; ;) is equal to 1, so th‘afjthe effect of the unavailability
of link /; ; is omitted. Y L

Define f}, . (s) as a flow value.of the type-calls/from the edge router to another edge router
in domains which is offered to linkf; ;. The value af the flow can be @btained by using the max-
flow/min-cut theorem [56] with respect to the set of paths that can be provijsioned to the ¢gatle-
arriving at domain, C; (%, my)| 1o Note thatf, (s) = 01f no path indomaingatisfies the availabil-
ity or bandwidth constraints of a typeeall. In the other wordsf;, . (s) = 0 whenk; (s, n)[n—o = 0.
Letc,, ; be the capacity of interconnection lik;. Link [; ; can carry some traffic flows in which the
total amount does not exceed the link capacity.

Observe that interconnection lirdk; is considered a bottleneck, if
¢, < min {¢y, (4.2)
’ l/EL’(vo,vt){ l}
and

a,, < {mln{fl : i, (s) > 0}}. (4.3)

SES
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A call, which requests to route from an edge router of doniand terminates outside the domain

i, is blocked and lost on interconnection lifk if the remaining capacity of link; ; is less than its
bandwidth request, or if no a single path from edge-to-edge router meets its availability request. An
accepted call, therefore, depends on the remaining capacity of the interconnection link or the path
availability instead of the remaining capacity of any link inside the domain. With that regard, the
network model in this case can simply be analysed by using a single link model as proposed in [57].

inter-domain network with the interconnection bot-

Figure 4.8(a) illustrates an example of [
tleneck. To analyse the performance of %hé.f

inter-domain network model is mapped to

a single link model as shown in Fi g 1.8(D). Th ffic flows passing through limkust

be the allowable traffic according E'g' Ermpl ent_mf Eilcy in every domain along the end-to-end
routes. /, N \
.; "", L >

Domain 1

(a) Example of the inter-domain netweﬁks’;&_ﬁh m}ermks: leth = 3, L(vo,ve) = {l12,l23},
and supposeé, 2 is a bottl nack _A{

)
0

(b) Single link model withm traffic types sharing link; 2, wherem < |S]|.

Figure 4.8: Example of mapping inter-domain network with the interconnection bottleneck to a single

link model.

Based on the same assumption of the call arrival discussed in Chapter 3, calls requesting from

origin nodev, to destination node; are Poisson streams at ratgfor all s € S. The call holding
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times are distributed exponentially at a certain megn,. The mean call arrivals and the mean call
holding times are independently and identically distributed and do not depend on the system state.
Since the network model is mapped to a single link model, the dimensions ofirautée defined

staten = [n,,: 7 € R,s € S| can be omitted. Thus, let(l; ;) = [ns(l; ;) : s € S] be the state of

link 7; j, wheren,(l; ;) is the number of ongoing type<alls in link /; ;. The state space in (3.1) is
rewritten as

Q= {n 1.7 (}]b<clw} (44)

where column vectob = [b, : s € S]..Thus, the se}'f)@ockmg states for typealls between the

origin-destination paifv,, v;) in (3:)is redeflnejl as- ’{r

QB(S’@F‘

whereeg, is the unit vector with a ia'the th golumn. To obtain the steady-state probabiity (/; ;)),

(liy) € Q) T6¢ O}, (4.5)

'.conditibn and global-balance equations of the resultant

Markov chain. Alternatively,sthe stead staft'e p‘g{pbablhmn )in this network system can be

simply calculated by using the produc form,solu n (eg [57=59]);

b

<y : ‘ 3\‘9 ,U nS i
m(nll.; ) = GEAH F:’/—). (46
s T S 5 - T lig
g -'..&'-
where the normalisation constantis = _E‘f
'- s ': l: J
/\"J 7«])
Y 71 [Pl @
_} —n(l;,)eErseS L d .\__Jl

Based on the obtained stead'state probability from (4.6), the performance of ME, LE, ED and PC-
Nash can be evaluated from (3 8)—(3.10). -

According to thisinetworkimodel,/a call is blackedbecause af-aminadequate remaining capacity
of the interconnection, link“orno Satisfied paik; (s; n)|n_o~= @) With respect to the employed
policy. This leads_to_an interesting_question for such a network model:«that is, how many traffic
streams will be allowed to share ithe bottleneck lipk This humber of 'stfeams depends on the
policy used in each domain and the characteristics of the call types and the network topologies. Define
S, C S as the set of call types which can be allowed to access/jinkwhen policyp is employed
in the network, where € {ME, LE, ED, PC—Nash} denotes the policy used in the inter-domain
networks. Hence, the number of traffic types allowed to access;link equal toS,|. According to
an end-to-end path provisioning process, the set of call types accessing; hikh respect to policy

p can be expressed as

S, ={s€8S:Kils,n)|n=o # 0,fori =1,... h}. (4.8)
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Onthe basis of updating the constraint targe@s (andbﬁ,s) from upstream domaim to downstream

domainh, (4.8) can be shortened to
S, ={s€8S:Kn(s,n)|n=o # 0}. (4.9)

For convenience, we assume every link4dn— é(vo,vt) has a capacity greater thaj .,
so that|S,| depends on only the path availability. From (4.9,| depends on the possibility that
Kn(s,n)|n=0 # 0. Thatis,s is in S, if there is a path in domaih with an availability that is at least
equal th';L,S. Then, ME, LE and ED must be take'rillfbiﬁ),account. For LE, the assigned paths of the up-
stream domains push the burden of responsibility in aémilability target to the downstream domains,

but this is not true for ME. For ED the“upper hound-of availability tatg%% is shifted up frorm

1/ (ke
to mln{\/_ <ﬁ>

the downstream domains suff

(€6e (2 4)). In partlculaa is always>a . Therefore,

S rgm thelr vallablllty target. In comparison to ME, LE and ED,

the number of accessible call types/of ED and ME is rankedasl < |Sep| < |Sue| when

every domain along the end-to-end rou has thssame path guality. On the other hand, the number of

ess {han that of LE when some of the domains in the middle
.f)a-l %

ath (F;ldélltles;jhé&ﬁ)] < |Ste| < |Sume|. The reasoning

accessible call types for ED migh
of the end-to-end route have p

behind this is since availability ta e],ED 2z at fo_r;;’l::'_ ‘z < h, domaini might suffer from the
necessary responsibility in the avallablllmarget GFﬁDlrather than relax due to the availability target
of LE. Although the upstrear_p domalns share a hIth Ie\;gl of I’ESngSIbIIIty for the availability target,
the middle domain still face_@«'the difficulty of attaining its updateq’_tﬁrget However, PC-Nash always

provides the highest performapce associated with the con3|der1eg utility function. When every domain
employs the highest QoS-Ie\;;I (gkt= D; fori, ..., h), |Sro—Nas| é})proaches t6Sne|. Also, when

every domain emplays the lowest QoS-levell (@et= 1 for'z, ..., k) far"every domain,Spcnas: |
approaches tpS;z|. Therefore, the results of PC-Nash correspond to those of ME for the retail and

wholesale servicegmodelsyand its, results aresclose;te-these of,LE forthe-peenservice model.

4.3.2 Experimental Setting

The objective of these experiments is to give some examples of the performance evaluation
based on the mapped single link model and to show the obtained results corresponding to the analysis.
The experiments are set similarly to the experiments described in Section 4.1, but an interconnection
link between the two domains is added into the topology. The network topologies for testing are
illustrated in Figure 4.9. The profiles of topologies are presented in Tables 4.7 and 4.8. For all the ex-

periments, let every call route from one origin-destination pair with independent Poisson call arrivals



45

ard exponentially distributed call holding times. From the analysis, the performance of this single
link model can be divided into two cases. The first case is that all call types are allowed to access the
bottleneck link, and the other is that some call types cannot be allowed to access the bottleneck link.
The investigation considers multiple call types of which the constraints and load proportion are listed
in Tables 4.3 and 4.9 for the first and the second cases, respectively. The analytical results have been
obtained by using the program developed in MATL&Band run on the computer cluster consisting

of three computing nodes each with core-2-

r 2.0-GHz Xéprocessors and 4-GByte memory.

Table 4.7

Link (1)

(Gbps)

P
)
i

Al ey
QRSN

Load

Topology | Type () bs as .
Proportion

L 1 500 Mbps| 0.99982 50%

2 500 Mbps| 0.99800 50%

) 1 500 Mbps| 0.9986 50%

2 500 Mbps| 0.9977 50%
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(a) Topology 1: concatenation of two identical network topés, where label of link &
{1,...,13}.

4.3.3 Results

Figure 4.10 presents He re dtme on topology 1 (see Figure 4.9(a))

under the traffic characteristic Iiﬂsﬁtid. in Table 4.3. A&(’)ne expected, the performance of all the policies,
i.e. ME, LE, ED an i isss t y setting and the availability
requests. The avaiIﬂwﬂgrmtﬁemeiﬁeﬂﬁrnj.99998, 0.99982, 0.99891 and
0.99889, while far. availability, r ﬁ: .9998 = 0.998. F , the route with

the highest Qilﬁtﬁﬂeﬂ ﬁﬁ ﬂrﬁﬂﬂm %11%]2 E, in domain 1

the paths with %vailabilities of 0.99982 and 0.99891 are assigned to call tygas2, respectively.

Then, the updated availability targ<5f1t§1 ~ 0.99998 andag2 ~ 0.9991. Note that there are paths in
domain 2 that satisfy the availability targets of both call types. For ED, the availability targets for call
types 1 and 2 are/l ~ 0.9999 anday ~ 0.999. With the same results as with ME and LE, there

are some paths in domains 1 and 2 which satisfy both call types. With this experimental setting, the

performance of PC-Nash for the peer, retail and wholesale service models are also equal to the results

of ME, LE and ED. ConsequentySyz| = |Ste| = [SEp| = |Src—nas:| for this example.
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The other example has been tested on the same topology as that in Figure 4.10, but the call
characteristic has been changed. Based on the call characteristic in Table 4.9, the results of ME, ED
and PC-Nash are the same as shown in Figure 4.11, whereas the results of LE change as shown in
Figure 4.12. The reason is that when LE policy is deployed in the inter-domain networks, domain 1
always assigns path with availabiliey99982 for a call which requests; = 0.99982. This assigned
path of domain 1 causes domain 2 cannot find any path to support that call request. Nevertheless,
this situation dose not happen in ME and ED cases. Consequehtly, < [Sep| = [Sue| for this
example. /7,

Observe the results from topology 2 in Figure 49(’b‘}' when the call characteristic is set following
that listed in Table 4.9. In this example theJath guality in domain 1 is different from of that in

domain 2. The results of ME Gre similar to the results in Figure 4.11, and the results of

[s] e 4; 12 ihese experimental results draw the conclusion that

: ‘lySIs thés | might be less thahS,z|, but it cannot be

ases rther investigation will therefore be needed to study
alns,are greater than 2 domaing)( In order to complete

the analysis results, let us provi results of thé {Aree-domain cases in the next section.

Consider the effectiveness o aII the path prDms]?nlng policies in terms of the utility-difference

o o

ratio. Figures 4.13-4.15 represent the percentage of difference in the utilities of ME, LE and ED
‘u -

compared to that of PC- Nas_p based on the three busmess mod?{s namely the peer, retail and whole-

sale service models, respegavely Here the results of the first exgerlment are omitted because there
is no difference between all of the policies. Hence, these three figures are for the second and third
experiments, which show that the performance of LE is dlfferent from that in the other policies (i.e.,
ME, ED and PC-Nash). Figufes 4.13-4115 show the 'same trend-inithe difference of utility, which de-
creases by increasingithe offered load. Not surprisingly, LE is similar to PC-Nash for the peer service

model, while ME.and .ED.are close to.PC-Nash,for.the.retail.and.wholesalé service models.

4.3.4 Implication of the Results

In this section, the effect of the interconnection bottleneck in the inter-domain is studied by the
analytical approach. The analysis is based on the concatenation of multiple domains in order to per-
form a generalized analysis. This analysis is confirmed by the experimental examples for two-domain
cases. This finding shows that using ME ensures that the performance is always well associated with
the resultant of the highest allowable call type$,(z|) compared to the results of LE and ED. The

examples have shown that in some settings the results from LE and ED are equal to that of ME. The
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performance of this policy is the hi‘ghe i ' same level as ME, because of the inherit opti-

mization by PC-Nash. Since the examples given ion are limited based on the two-domain

network, the experiment —————————————————————— / " the conclusion that sometimes

ae

yir - Lﬁoie concatenated domains will be

AULINENTNYINS
ARIAINTUNRIINYINY

|SEp| < |Srx/|. To fulfill the c
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Figure 4.13: Results for inter~domair ‘m/ S witk
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(U1 = UQ): D; =7fori= 1,2,a ‘&gw , O;
f-"l

yﬁ' s = I
T — =

(topology 1) and load traffic
\' 10del based on utility of dorhain

nits per Mbps.
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o ] .
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Figure 4.14: Results for inter-domain networks with same patility (topology 1) and load traffic

setting in Table 4.9: Utility-Difference ratio for retail service model based on utility of dorhain

(u1 = u9): D; = T7fori = 1,2, andu; = Zle gi(as)oi s — Biw; whereg; = 0.35 units per Mbps,

gi(a1) = 1000 andg;(az) = 1500 units per connection.
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CHAPTER V

HI ERARCHICAL NETWORKS

Today’s Internet structure composes many complex interactions between thousands of do-
mains. An individual domain administratively cd'nt'pgi/ed by a single ISP uses its own routing policy
to select a route for supporting an end-to-end Qoé’"co_‘g/pection request. In practice, the routing policy
depends on the business relationships between the neig—r;boring domains, which can be categorised

S acJording to the hierarchical structure of the Internet [60].

as customer-provider or peer relations

The inter-domain levels based “hierarchical structure refer to the network tiers of which the

F

top to bottom levels represe tti =14t “r4'2. and- ti.er-3 respectively [61]. The hierarchical structure

of inter-domain networks can bagically e-elravm I|ke that shown in Figure 5.2. The hierarchical

structure is composed of three tiers of hICh' defi eltlonS are given as follows [61]:

a"" d

e Tier 1: ISPs which access global intetn ft routing table and have a huge network capacity.

As aresult, Tier-1 ISPsdo n borrow or buymtyyork capacity from other ISPs.

....-...,

e Tier 2: ISPs which have a smaller presence jn‘ tej,ecommunlcatlon markets than Tier-1 ISPs and

may lease part or aILofthelr network from a Tier-1 ISP. — ":_;
'j \&J
e Tier 3: ISPs which purchase their transit from other ISPs (typically Tier-2 ISPs) to reach the

=i T

Internet.

The business rélationships between-two inter-domain; networks on the same inter-domain level
and on the different inter-domain levels are classified as peer and customer-provider models, respec-
tively [62]. The top=levelinetworks areconsideredas theprovidersiwhg own [large networks, while
smaller networks in the lower-level belong to their customers. Atelationship between the same tier
level is peer-to-peer. In the peer relationship, most domains have a comparable network size as well as
a comparable amount of exchanged traffic demand. In a provider-customer relationship, the customer
is typically a smaller domain that pays a larger domain for access to the rest of the Internet.

Observe the numerical results shown in the previous sections (Sections 4.2 and 4.3), an opti-
mal operating point (corresponding to PC-Nash) depends on the relationship of the two connected
domains. An undeniable fact is that the relationship between the two domains has influence on how

much traffic is exchanged at the POI (point of interconnection) in the inter-domain networks, and also
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Figure 5.2 Inter-domain hierarchical structure

depicts which QoS-level should be implemented in each domain. This section therefore investigates
the effectiveness of the path provisioning policies based on the business relationships with respect
to the hierarchical inter-domain networks. In order to observe the basic concept of a hierarchical

structure, the study here focuses on the interaction between two adjacent tiers as shown in Figure 5.2.
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According to the Internet hierarchy (Figure 5.1), some ISPs use a single homed network of
which the traffic can be routed to the neighbouring domain via only one exterior gateway. Multihomed
networks have recently replaced single homed networks in order for the ISPs to improve their network
reliability. In doing so, their traffic can route to at least two exterior gateways. Since two kinds of
networks may render a different performance of path provisioning policies, this section provides

fundamental studies for both single homed and multihomed networks.

5.1 Single Homed Network | ;//f
o

Small customer domains may heme their nefwork o a single ISP to connect to the Internet.
They assign one of their routers 6 be-ah ext#rior gateway which connects it with a router in their
neighbour domain. Thus, this'rs/t/

‘_}simplest>case of an Inter=domain routing policy setting when

the inter-domain traffic has tospassithiough only one gateway. Recommendation RFC 2270 [63] has

suggested the solution of a P gonfi 'Urre}_ﬁonjér a single homed network regarding the issue of
how to manage the routing table and é*sgalatﬁ!ity. Although such a customer domain can easily
make a routing decision in order {0 ¢ rqmyﬁicaté:ja;pr,qss domains, a pragmatic problem with a single
homed network is which policy ‘pro desd'gq'e moﬁﬁﬁective end-to-end QoS routing. Consequently,

this section discusses on the effectiveiéss of the pathprovisioning policies in a single homed network

environment. LT -
> £
5.1.1 Experimental Setting ._H,_J'

In a single homed netwbrk, the customer homes the network to an ISP. The experiment for
this study is based on,the three<cencatenated domains shown in Figure 5.3, where domains 1 and
3 singly home to domain«2._In this study, the observation has been done on the interconnection
bottleneck, where the links jointing between the exterior.gateways are c@nsidered a bottleneck. The
performance of the path provisioning policies has/heen evaluated. The perfermance comparison has
been made with respect to the resultant performance of the four policies, i.e., ME, LE, ED, and PC-
Nash. The experiments have been done in MATI8ABY using the proposed analytical method.

The independent Poisson call arrivals and exponentially distributed call-holding times are assumed
for every call type. The topology profile is presented in Table 5.1. Multiple call types are also
considered; the calls originated from nodeand terminated at node;», which is denoted as an
OD-pair (v1,v12). The characteristics of each call type are listed in Table 5.2. The total offered

load is varied to clarify the effect of the loading. The PC-Nash equilibria are obtained by setting
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D, = D3 = 3 and D, = 2 for the PC schemes. Thus, the performance of 18 d@se x 3 = 18)

must be tested to obtain a PC-Nash.

Figure 5.3: Network topology: concatenati '@tmt\mrk topologies with 21 links.

Note: the number on each link rep a I|r$ la
\
Table 5.1 N omed network
Link () | 1,2,1 24.16005,15,, 16,7, 17,18
A(l) 9 9999 11 ¢ \ 0.9998
¢ (Gbps)| b7 N\NE
Link 1) | 8, 0, 1o 11 20,21
A(D) 0.9998 | 09992 | 1l 0.999 1
¢ (Gbps) ; 1

AR B NS DRREN HAR

5.1.2 Results of Single Homed Network

The experiment is tested under a scenario in which domains 1 and 3 have significantly higher
quality paths than domain 2. Figures 5.4 and 5.5 illustrate the call blocking probability of ME, LE,
ED and PC-Nash based on the single homed network environment, where domain 2 has poor path

qualities. These results show that the number of allowable call types of ME, LE and PC-Nash are
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equalto 2 (Sye| = |Ste| = |Src—nas| = 2), While the number of allowable call types of ED is equal

to 1 (Sgp| = 1). The resultant performance of the implemented policies shows the confirmation of
the following statement as described in Section 453p| < |Sre| < |Sue| when some domains in

the middle of the end-to-end route have poor path qualities. The reason is that when the inter-domain
networks deploy the ED policy, the availability targ&ﬁsD of the first domains might suffer from the

high level of responsibility in their availability targets. In contrast to ED, firstly domains deploying

0. 9994 for ED, whereas:| ; ~ 0.9986

LE relax with the lower level of respon&bﬂﬂyu/helr availability targets than the last domains do.

For call type 1 in this experiment,’; NQ@QBQ

anda2 1 ~ 0.9988 for LE. ThereforgI type 1 accepted by ED, but it can be accepted
=

by LE.

o
fos)

j - i _
uﬁammwmm |

z

).E .5 2.5
| Offered Ioad Erlangs

Figure 5.4: Results for inter-domain network with single hdrneevironment: Call blocking proba-

bility of call typess = 1,2 from ME, LE and PC-Nasld; = 3,ds> = 2,ds = 3).
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5.1.3 Implication of the Results

In this section, the effectivene: 5 ¢ ioning policies has been investigated on a

single homed network enviroament—in-orderto-i -;.,.....;.i;;,‘” | conclusion in Section 4.3, the

experiment has been run for ihe
|

Eains with a interconnection bottleneck

link. As expected, the resu alysis in Section 4.5hdt <

L} . . "
|Ste| < |SmEe| when rﬂjﬂaﬁ ﬂh&rﬂfﬂgﬂ]ﬁﬁute have poor path qualities.
Compared to PC-Na%i rms ofithe utility- r i@, oficourse, the utility based on the retail
service model provides a more significant difference thamthat based on the wholesale service model.

ARIANNFUARTINETRE

show the confirmation of the
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5.2 Multihoming to a Single Domain

Typically, multihoming techniques are used by many autonomous systems, such as Tier-3 ISPs,
and small networks for businesses to connect to the Internet in order to increase their network relia-
bility [64]. A network is said to be multihomed if it has multiple external links (either to an ISP, or
to different ISPs). This section focuses on a multihomed network to a single ISP. There are several
techniques to control traffic across a domain boun',d ry via multiple gateways. Basically, the adminis-
trator might set their traffic route to every gateway oﬂferln order to balance load. The other common
technique is for the traffic to be assigned io one gateway rou'ger and let the other gateway be a backup.
Recently, some studies have werked o evaluaT[ing and realising the benefits of multihoming [65]. The

most remarkable conclusion.imthis literature is'that selecting the right gateways yields a performance

improvement. However, this wiork did ot consrder the provisioning path under the QoS constraints.

In this section, the study focuses on't ffectlveness of the path provisioning policies (i.e., ME, LE,

ED and PC-Nash) in a multihomed gn ronngent&ob single domain.

-'_J ¥ i A j}.:'-l ¢‘

5.2.1 Experimental Setting 2 :;fﬁ
Add L £

The investigation focuses on thé"éﬁé'ct of éf?ﬁiﬂﬁ‘homed network to a single domain. The ex-
periment for this case study is basedpﬂ the thre'e;e:@ueatenated domains with two exterior gateways

between the connected don&ams as shown in Figure 5.8. The gerformance of the path provisioning

policies has been evaluatet{ The comparison have been made with respect to the resultant perfor-
mances of four policies, namely, ME, LE, ED, and PC-Nash.“The experiments have been done in
MATLAB ® by employing the proposed analytical method. The independent Poisson call arrivals and
exponentially distributed jeall-holding itimes' are agsumed_ for every call type. The topology profile

is presented in Table 5.3. Multiple call types are considered; the calls ariginated from-neadd
terminated atnode;,, whichys denoted as ah OD:pdiv, v12).| The charfacteristics of each call

type are listed'in Table 5.4. The total offered load is varied to clarify the effect of the loading. The
PC-Nash equilibria are obtained by settifg = D3 = 5 and Dy = 2 for the PC schemes. Thus, the

performance of 50 cas¢s x 2 x 5 = 50) must be tested to obtain a PC-Nash.

5.2.2 Results of Multihoming to a Single Domain

Figures 5.9 and 5.10 illustrate the utility-difference ratio of ME, LE, and ED compared with

PC-Nash based on the retail and wholesale service models. The results of multihoming to a single
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) Table 5.4 Call tprs;

[ ] |?f’|019 .é’wﬂs L 0 5% O
3}/ 500 Mbps | () 10%] d
4 0.9993 300 Mbps 0% |y
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9
domain network are different from that from a single homed nétw That is, the performance of

ED is the best compared to ME and LE. Specifically, the utilities of ED are the closest to PC-Nash,
while the utilities of ME are slightly lower than that in ED and PC-Nash. This finding contradicts the
conclusion in the case of a single homed network because, in this case, ED can separate the different
call types to the different gateways. In contrast, ME allows every call type to share the same exterior
gateway. Therefore, ED can better balance the traffic between two exterior gateways than ME.

The utility-different ratio of LE is 100% because there is no accepted call. The reason behind
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this call rejection is that LE cannot prov@on the:ﬂ.g_'_ﬁt set of paths with respect to this topological
"- '--.

setting. When deploying LE domaln 1 always selects the path \J/’wth the availability = 0.9995

for all requestya; = as _.mdgmon lifts the burden of path
selection to domain 2. Domam 2 must select one in the set ‘of paths which connects the exterior
gateway (nodey,). There are two pathdg(andly) for call types 1 and 2. When using LE, domain

2 must select linky, Wwhefe availabilityA(lg) =0.9995 for ¢all typés)land 2, while it cannot find

any path for call types;3 and 4. However, the path provisioning of domain 2 for call type 1 creates a
difficulty for domain,3,.since it.cannot.find any path,matching the,availability.request. Note that PC-
Nash can provide the highest'utilities'withfespect to the retail and‘wholesale-service models because
PC-Nash can match the right set of path selections for those gateways corresponding to the request

constraints.

5.2.3 Implication of the Results

This section discusses the investigation of the effectiveness of the path provisioning policies
(i.e., ME, LE, ED and PC-Nash) based on being multihomed to a single domain environment. Each

domain may face the difficulty of how to efficiently select the gateway router rather than select the
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best path to support a call request. The ﬁght setﬁu“'paths selected corresponding to the requests can
'u_;a-

help to more efficiently provnde the appropnate network The regorted results based on the topolog-

ical setting in this expenmgjt show that employing ED nTIVI’E" gan drive the system close to the

optimum operating point. On ‘,the other hand, LE pushes the b'urden to the latter domains suffering
from the availability target. :I:f.werefore, LE is not recommendég for implementation to this kind of
network environment., In.fact; the refmark coficlusion. of this finding depends on the topological set-
ting. Nevertheless, PE€:Nash is found by learning algorithm MSA which provides the optimal set of

path selections for-all.the.requests.

5.3 Multihoming to Multiple Domains

A multihomed network is a currently used technique for connecting a network domain to mul-
tiple ISPs in order to improve the network reliability, redundancy and supplier diversity [64], while
this technigue challenges researchers to consider the practical issues, such as the scalability and rout-
ing policy capability. To support the multihoming concept, some researches [65—-68] have proposed

several solutions to make multihoming practical in the Internet protocol. For example, IPv4 multi-
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homing practices have been added to the Classless Inter Domain Routing (CIDR) architecture [66],
which assumes that the routing table entries can be aggregated upon a hierarchy of customers and ser-
vice providers. Many different schemes, e.g., [65, 69, 70], have been proposed for leveraging traffic
under the multihomed network environment, so that these schemes improve the efficiency in terms of
the network performance and revenue. Akella et al. [65] have quantified the benefits of multihoming
and shown that selecting the right set of providers yields the performance improvement. This work
motivated Liu and Xiao [70] to propose a load bilalancing mechanism that dynamically balances the
inbound traffic in multihomed networks. Focusing‘fgﬁ/the least cost routing, Wang [69] has proposed
an optimal algorithm for multihomed networks to aehieVé’_an optimal set of ISPs based on the ISPs’
charging models. These studieiaie,the moti\j;tion for this dissertation on whether or not to consider

that the focused path provisio‘rp‘g’ﬁ"_' fes (i-

S:ME, LE, ED and PC-Nash) can efficiently leverage

traffic to multiple accesses wh [ g Into account the business relationship models for hierarchi-

cal networks. To fulfill the invesiigaiio .lfhe; efi_e(itiveness of the path provisioning policies for an

end-to-end QoS support in multihomed to m‘TuIti%re domains is discussed in this section.

4 ¢
Y idd
S
-'_J ¥ i A g)'.)d a:
¥ ;ff
Ad A Fdda

ults from our mvesﬁgatlon on the most effective policies for use

S

5.3.1 Experimental Setting

This section provides the r

in the multihoming environment. In the multlhorﬁﬂﬁg environment, each domain connects to two
domains in order to |ncreas§ its network rellablllty The experinient on the multihomed network is
—

based on the triangle netngk model as shown in Figure 5.11. ‘Tbﬁe topology profile is presented in

Table 5.5. The business relqtlonshlp of the two connected domains is denoted as in Figure 5.11;

L AF

customer-provider relationships are for domain 1 to domain 2 and domain 2 to domain 3, and a
peer relationship is foer domain 1 to"domain:3. "Multiple call types are also considered; the calls
originated from node{land terminated at nodg, which is denoted as an OD-pdir;, v19). The
characteristies, ofi each call typerare-listed; in Table 5:6.~Ihevindependent Poisson call arrivals and
exponentially distributed call-holding‘times are assumed for every-call'type. The effect of loading has
been investigated by varying the total offered load. The performance of the path provisioning policies
have been evaluated and compared against the four policies, namely, ME, LE, ED, and PC-Nash.
Similar to that in the first case, we sBy = D3 = 5 and D, = 2 for the PC schemes. Consequently,

there are 5@5 x 2 x 5 = 50) testing cases in order to obtain a PC-Nash.
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Table 5.5 Network to ork'topologies in Figure 5.11
Link (1) 6, 16,10
A(l) 1
c; (Gbps) 2
ﬂ UH%%ﬁW?%ﬁ\ﬂﬂ‘i
CaII type () G ? Jl=o0ad proportion|a.»
AR Iﬂﬂf@@d%ﬁps?ﬂ@% t
9 2 0.9990| 300 Mbps 40%
3 0.9996 | 500 Mbps 10%
4 0.9996 | 300 Mbps 10%

5.3.2 Results of Multihomed to Multiple Domains

Taking into consideration the topological structure with a multihomed to a single domain in

Section 5.2, the routing policy does not concern the difference in charge whereby the traffic passes
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to different gateways. Therefore, the optimal solution of the path provisioning policy only suggests
how to match the exterior gateways among domains. Unlike the aforementioned investigation in
Section 5.2, the routing to multiple gateways, which connect different domains, must take into con-
sideration the different charging models in order to optimise both the network performance and the
revenue.

The end-to-end QoS path provisioning based on an inter-domain network in Figure 5.11 can
be classified into two groups. The first group presents the paths which route from the origin to
the destination by passing through the transit dé’y/ Figure 5.12). The second group represents
the paths which route from the origin-io the destma‘/}__{hout passing through the transit domain
(Figure 5.13). In this mvestlgaﬂ_o_r.w_,,l_us assumed that the mterconnectlon links are the bottleneck

links. Based on this separatio

- spect to the mterconnectlon link model, these two routing

groups can be mapped to two si

Domain 1

Traffic Flow aj//’ - Single Llﬂk

Figure 5.12 Topology mapping to a single link model for.the esytassing through three domains.

Figure 514 ‘presents the results of the ‘call blocking“probability forr-ME“LE, ED and PC-Nash:
(dy = 5,de = 2,d3 = 1),...,(dy = 5,do = 2,d3 = 5), while Figure 5.15 illustrates the results
of the call blocking probability for the path-classification scheme with the following QoS-levels:
(d1 =2,dy =2,d3=1),...,(d1 = 2,dy = 2,d3 = 5). Note that the QoS-level of domain 1 affects
how a call is routed. For example, when domain 1 deploys QoS-eveb, every call type is routed
to domain 2, but call types 3 and 4 are blocked by domain 3. When domain 1 deploys Qaf-=tevel
call types 1 and 2 are routed to domain 2, whereas the call types 3 and 4 are directly routed to domain

3. In these cases, the performance of this topology does not depend on the QoS-level of domain 3.
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Traffic Flow [

Traffic Flow §

When the inter-domain networks'deploy ME and

———

= Y gilas)ogs — Buwi, (5.1)
s=1

e UL TENTNEIN
QRIRRIHINTINENAY =

For LE and ED, there are two call types (i.e.= 1 ands = 2) which are allowed to access the
interconnection link (see Figure 5.18). Based on the peer relationship model, the utility function
of domainl and 2 is calculated by

u; = —fFw;, (5.3)

wherew; can be calculated as (5.2). There are some QoS-levelddies 2,dy = 2,d3 = 1), (dy =
2,dy = 2,d3 = 2),...,(dy = 2,dy = 2,d3 = 5), which provide different performance from ME,
LE, ED and PC-Nash as shown in Figure 5.17. Call types 1 and 2 are assigned to pass the transit
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domain (domain 2) with respect to the customer-provider relationship, whereas the call types 3 and
4 are assigned to access domain 3 directly with respect to the peer relationship. Thus, the utility

function of domain 1 can be calculated by

wi =Y gi(as)ois — Biwi, (5.4)

s=1,2

wherew; is calculated by using

ﬁ/f/»o ve)/ 1hs (Vo vt). (5.5)

The results of the utility-differ r d.mal own in Figures 5.19 and 5.20. Note
that following (5.1) and (5.5),

s is only in the cost function, i.e.,
—G;w;. Consequently, the

Ievels(d1 =2,dy = 2,d3 = 2

..' -classification scheme with QoS-

, \ vect to the retail service model is

the same as that with respect i thg e Ser N0

0.8 0-s=3|4
=+=5=4

2
5 0.6f .
o]
o "
s | By
S | TR
So4r ) TN\ -
o |
s | .
S \

Figure 5.14: Result of the call blocking probability for ME, LED and PC-Nash(d; = 5,dy =
2,d3 = 1),. cy (dl =05,dy =2,d3 = 5), whereD; = D3 = 5andDy = 2.
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2,d2:2,d3:1),...,(d1: =5 and Dy = 2.
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il -: cheme with QoS-levelsl, =

L B,
Origin
Transit
Domain 2
L)
Destinatic
y — — = Call type 1
Customer-Provider —— Call type 2

Domain 3 Relationship

Figure 5.16: Call typed ard 2 are routed in interconnection lifk andl;; when every domain

deploys ME and PC-Nash(d; = 5,dy = 2,d3 = 1),...,(dy = 5,de = 2,d3 = 5),

Dy =D3 = 5andD2 = 2.

where
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Domain 2

————= Call type 2

= Call type 3
— - —» Calltyped |
Figure 5.17: Result for path Sif athtz. heme, with Qa@ik: (di = 2,dy = 2,d3 =
1),...,(dy = 2,dy = 2,d3 = 5), whereD \
) (dy 2 3=15), 1$‘,,§}_‘
e : 'f J;'*J _7
Origin
Transit
Domain 2

Destination

— — == Call type 1

Customer-Provider ———= Call type 2
Domain 3 Relationship

Figure 5.18: Call type$ ard 2 are routed in interconnection liks when every domain deploys LE

and ED.
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Figure 5.19: Results for inter-d n network @ithﬁ single leanenvironment: Utility-Difference

. . . S l" '
ratio for retail service model‘based on utility off;'l_grpan(ul): Dy = D3 =3, D, =2, and

A :
5.3.3 Implication of the Rej‘;u%ts ::j

This section focused qE_: the multihomed to-multiple dom%ins environment. The effectiveness
of the considered policies, namely ME, LE, ED and, PC-Nash have been tested on the three connected
domains with multihomed networks.  The-business relationship pbetween two connected domains is
given following the Internet hierarchy: the customer-provider for the transit domain and a peer for
the non-transit\demain The reparted:results showthat, RC-Nashrcanprevideithe most benefit in terms
of utility value. JIn"addition, ME can also provide the same performance-as that of PC-Nash. On the
other hand, LE and ED provide the worst performance. The remarkable thing about the results is that
some of the QoS-level sets of the path-classification scheme provide the least call blocking probability
because these policies make the different call types route separately to the different exterior gateways.
Therefore, some call types do not share the capacity in the same route. If the network goal is to achieve
a high performance level, these policies are recommended for implementation in the multihomed
network environment. However, the utility of this setting is still less than that of ME and PC-Nash

because of the charging according to the business model amongst the three domains. The conclusion
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Figure 5.20: Results for inte wironment: Utility-Difference

ratio for retail service model based on t||| m D3 =3, Dy =2, andu; =

2521 gi(as)ai,s_ﬁiwi whereg; =0. ﬁﬂ% ‘; f ‘. gi(a2) = gi(ag) = gi(aq) = 1000
| ..M

s

units per connection.
P ‘ oy,

based on these results is that PC-i ash o \4‘{.’,.‘ 00d posible routing policy for multihomed
networks, while LE and EDZdo not leverage traffic in this envir ent. Apart from this topology

Y
d‘;' and have a good revenue because of

!

setting, PC-Nash will also .‘f?.

its inherent optimisation.
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CHAPTER VI

PC-NASH EXTENSION

While providing an end-to-end QoS service in inter-domain networks is considered throughout
this dissertation, one concern is the flexibility toila@u} the proposed PC-Nash to several objectives.
This chapter outlines some of the issues that need'ltO—’Q_év.sensidered in the real practice. One interesting
issues is that rational ISPs tendsterbehave selfish path prbvisioning. Although PC-Nash can provide

the necessary optimal path pr&/T" in teﬁrms of achieving the business model objectives (e.g.

peer, wholesale and retail), it cannot uarante% the optimality that can be obtained from cooperative
unselfish operating point. T :

path availabilities may lead some path to—_over utlllsatlon, while this leaves other paths to under

estlg*atlon"éi‘ PC-Nash extension to twofold problem: to cope

with the selfish ISP problem (sée i Seetien 6 1)_Jﬁﬂ to improve the network performance by using

4 "f

load balancing (see in Section 6.2). "‘_ 2
i iour plklent £
6.1 Selfish BehaviourPievention =
i X'

Focusing on the conngg::tion—oriented services based oNriMPLS/GMPLS in the inter-domain
network, the ISPs are facing with_challenges of a twofold problem. First, the major problem is how
to provide an end-to-end QoS guarantee.according 1o the subscribers’ requests in the inter-domain
network. Second, theiend-to-end QoS cannot be done without coordination from multiple network
domains. Severalipreviors researches:haveipreposed schemes tordeahwithjthis need. For example,
adopting BGP at the edge routers is a typically useful technique to"construct an end-to-end connection
across the multiple domains [71], [72]. The key idea of these works is to achieve the end-to-end QoS
services by extending BGP to include Traffic Engineering (TE) information across domain bound-
aries.

Besides the modified BGP approaches, several researches have investigated the path provision-
ing policies to overcome the problem of end-to-end QoS during a path establishment (e.g. [13—-15]).
Three policies, i.e. least-effort, most-effort and equal-distribution policies, have been proposed in [13]

with the concept of minimum, maximum and equal responsibility in terms of path availability effort.
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With these policies, the ISPs do not necessarily require internal TE extension across domains. How-
ever, the freedom of policy selection is not held. Instead of forcing all domains to execute the same
path selection policy, the proposed idea of letting ISPs freely select a path according to their own
“path-classification” scheme has been proposed in Chapter 3. In practice, game-theoretical approach
drives the system to achieve the equilibrium point of which one drawback leads to selfishness by
using the utility function of three business models (i.e. peer, wholesale, retail models).

Observe that the selfish behavior cannot g;irive the system to satisfy the subscribers as well as
the other operators in the same inter-domain netWWj}], [73]. Therefore, another challenge to ISPs
is to prevent the impact of the other ISPs’ selfishfieSs#There are several researches (e.g. [32], [73])
which adopt the concept of penfl'gy_to punishh'gelfish operators. Consequently, a penalty function is

taken into account in this sectio

0 "to overc&'ne the end-to-end QoS path provisioning problem in

r]

The study here focuses g

a competitive network environment n gdrp['evi_gni selfish path provisioning. The path-classification
!

scheme is adopted to broaden the poli fsé]ecf"(')n_jor the end-to-end QoS path provisioning. More-

over, the utility function is newly adjusted bf/ acfdi.pg a penalty term to prevent the selfishness. The

investigation relies on an equilibriu pgiﬁf of miié‘ﬂ é;crategies in the game theory. The optimal pol-

. . , Ak S 44 . _
icy regarding three business models, i.e.peer, Whgfe%le and retail, is evaluated. The comparison of
et g

-t -

system performance among different policies hav%’?{een investigated.

A
6.1.1 Proposed Penalty ‘Eixjhctéon <1

Regarding the path—clagésification scheme, ISPs can use ;h'is scheme to help them provision their

traffic routes. The ISPs just select the preferred palicys {1,..., D;} for routing management.
However, this scheme does not provide any ‘mechanism'to prevent occurrences of extremely selfish
policy selection. Consider the utility function proposed in Section 3.3, i.e., (3.17),

u; 2 ) i (de) oils — Birwi, (6.1)

s€S

whereg;(as) = 0 for peer service mode; (a;) is equal to positive revenue rate for wholesale service
model, andy;(as) depends on call types for retail service model. As realised from the results in [14],
setting the utility function according to only maximum network profit (referred to wholesale and retail
service models) and minimum network cost (referred to peer service model) cannot prevent the selfish
path provisioning. In other words, these results show that all operators prefer a path that minimises

its own bandwidth consumption and offers the least possible availability as its promised QoS during
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Penalty Level of AS1 [l [ [ ] Penalty Level of AS2 [ | | [ |

path satisfying
ailability constraint
ised unit

path satisfying
ility constraint

availability path. If so, the remaining down-

Fi= AT ,- . .
stream domains cannot fin.ifny patﬁ"sﬁfi%ffi'rﬁg"[ _ gets. This behavior of the upstream
A L

domain is clarified here asseliish-path-provisieningence-the-penalty function is defined in terms
v o o

vision their paths. The concept of

penalty is summarised in Flgure 6.1. With this deflnltlon the penalty function is mathematically

formulated as ﬂ u 8 ’J w 8 /] n ‘j

ﬂmw
where penaltq ﬁq&s W ml nd%( ) be the
mean numberqf rejected typecalls. Therefore, utility function in (6.1) is rede ined as

= Z gi(as)ois — Biw; — Z fi(8)vi(s). (6.3)

seS seS

The performance of the network by using this utility function is reported in [74]. The effec-
tiveness of selfishness prevention is evaluated in terms of how much total call blocking probability of
the system can be reduced. The reported results in [74] show that including the penalty term in the
utility function can force the system players (ISPs) to become less selfishness. However in practice,

the penalty term should be carefully chosen as to motivate all participants to act as the regulatory
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auhority’s approval. The question left behind the defirsstfish path provisionings how to trace

back who behaves a selfish ISP in the inter-domain network. In the real telecommunication business
markets, the right of the regulator is quite limited, and it is impossible to ask for the log files of all
ISPs to trace one should be punished. The best that the regulator can do is to motivate all ISPs in the
inter-domain network trying to cooperate with each other. In doing so, the new penalty function of

selfishness punishment is redefined. Define the mean number of rejectedcgiteef domain as

vi(s) = Z W(h)b\y/(})o,vt)/us(vo,vt). (6.4)
NEQ 5 (8,00,0t) i ’/,// 7

All domains found oneself a no-win sttuation when'anﬁgmain behaves selfishness. This number
: 7 -

reflects the loss-loss situation. Thus,this penalty funetion will drive the optimum operating point into

unselfish behavior correspon@;gfté/

I metwork .environment.

6.1.2 Experimental Setting

.f)a-l L

models. ] T :,a" "
it -’ § ."J iy '-i-

The experimental setting for this investigation is the samé as the setting in the experiments
Y —

of Section 4.1. The netvdpjk topologies for testing are re-miréted in Figure 6.2. The topolo-
gies’ profiles are presentedzﬁl Tables 6.1 and 6.2. For all egperiments, let every call route from
one origin-destination pair withyindependent Poisson call arrivals and exponentially distributed calll
holding times. The investigation considers multiple call types of which the constraints and load pro-
portion are listed in Table 6.3. The analytical results have been obtained by the program developed in
MATLAB R and run’ en, they,camputer:cluster consisting of3 computing nodes each with core-2-quad

2.0 GHz Xeont¥ processors and 4-GByte memory.

6.1.3 Results

This subsection presents the examples of preventing selfish path provisioning. The examples
have been tested via adopting the new utility function in (6.3). For quantification, the evaluation is
done via the rejected-call-difference ratio,

Z %i(s " x 100%, (6.5)

seS

H]
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(a) Topology 1 (concatenation of two identical network togods), where label of link
le{l,...,12}.

»
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(b) Topology 2 (conc
led{l,..., 11}

), where label of link
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from PC-Nash?Nithout the penalty function and PC-Nash with the penalty function, respectively.
Figure 6.3 illustrates the rejected-call-difference ratio for peer, wholesale and retail service
models in the case of the inter-domain networks with the same path quality. The comparison between
PC-Nash without the penalty function and PC-Nash with the penalty function shows that the penalty
function can reduce the mean rejected calls in the case of peer service model, but not in the case of
retail and wholesale service models. The reason is that, for peer service model, PC-Nash without the

penalty function minimises the network cost by minimising accepted calls, while PC-Nash with the
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Table 6.2 Network profile of topology 2

Link () | 1,2 | 3,4 5 6,7
A(l) | 0.9999| 0.9998| 0.9995| 0.9999
¢; (Gbps) 3 1 1 2
Link (1) 8 9 10 11
A(l) | 09998 0.9992| 0.999 | 0.998
¢ (Gbps)| 2 1) /i f 1 2
- - -

Table Wﬁlc typeslln mter-domam networks

J

/] S load

Topologyy ){@// __bi 4 N proportion
o 500 P 0.9998 | 1 50%
50‘0 M 0.9980|  50%

, / / 500 Mﬁb‘é 40.9986 50%

500M pS10.9977|  50%

Bl f‘- =

-

penalty function optimises_ between the penalfy cost by re@@ét_gd calls and the network cost

by reducing accepted callii‘;herefore, these two policies apprngh to the different optimal operating
points, where PC-Nash with:tlhe penalty function can reduce_zejected call from PC-Nash without

the penalty function. In contrast,.based on wholesale and retial service models, PC-Nash with and
without the penalty finction maximise the revenue by inereasing laccepted calls. Thus, adding the
penalty term for thesetwo business models does not affect the optimal operating point.

Additionally, the highest differencelis found in light load afid the difference declines by more
load of peer service model. This is because, in the light load, there are some policies setting that let
network accept more calls to minimise the penalty term. However, no policy setting can increase the
accepted calls in heavy load. Observe that including the penalty term in the utility function of peer
service model can force the system to reach unselfishness.

Figures 6.4-6.5 show the effectiveness of the path-provisioning policies compared with PC-
Nash with penalty function. For the inter-domain networks with the same path quality, LE performs

best, while ME performs worse with respect to peer, retail and wholesale service models. The worse
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call-difference ratio for peer, wholés ela_r]@aretaltge‘rylce models, where 7 fori = 1,2, u; =

Zses gi(as)ai,s - Biw; — Zseg z'(S
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performance is resulted irlj?l_e middle-fight Toad (1.6 Erlangéf_qjthe case of wholesale and in the

middle-heavy load (3.2 Erlanﬁ‘.'s) of the case of retail service models.

When the penalty funcﬁbn has been applied for the inte;?(;lomain networks with different path
qualities, the comparisofi of peef, wholesale ‘and-retial service madels in terms of the rejected-call-
difference ratio in Figure 6.7 shows the same trend as in Figure 6.3. However, the effectiveness of the
path-provisioning, policies-compared-with PC-Nash with-penalty.function, as, shown in Figures 6.8—
6.10 is different from the ‘€ase"of the inter-domain'networks with the same'path quality. ME performs

the best, whereas ED perform worse for peer, wholesale and retail service models.

6.1.4 Implication of Results

In this section, the problem of selfish path provisioning in the inter-domain network has been
studied. Many works of literature have adopted the idea of penalty to control selfish behaviour in
network systems. Similarly, the penalty term which punishes according to the number of rejected

calls has been added in the utility function to prevent the selfish path provisioning. Under non-
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rejected-call-difference ratio for peer, wholesale and retail service models, Whete3 fori = 1,2,
up = Y g 9ilas)ois — Biw; — Y g fi(s)vi(s), Bi = 0.35 unit per Mbps,f;(s) = 1000 unit per
call fori = 1,2, gi(a1) = gi(az) = 0 for peer service modey;(a;) = 1000, g;(az) = 1500 for

retail service model, angi(a;) = 1000, g; (a2) = 1000 for wholesale service model.
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6.2 Load Balancing

Path-classification scheme that offers ISPs the freedom of choices in assigning the level of re-
sponsibility in QoS constraints. This scheme does not force the ISPs to assign the paths in the same
level of QoS or disclose their network topologies and does not require TE signals to be forwarded
across domains. It requires only that the ISPs classify paths on the basis of their availabilities re-
gardless of the amount of capacity remaining on gach path. The optimal PC based on the framework
of non-cooperative game theory, PC-Nash, can i pfiv_g,resource efficiency over ME, LE, and ED
because PC-Nash allows ISPs small‘ehoices of path §e|ef:ﬁqn. Efficiency resource usage of PC-Nash
implies that balancing routing.among patins in‘ the same QoS level can improve resource efficiency.

However, PC-Nash only balances ___load in the sense of random path selection. There has been no

explicit investigation of load on the basns of remaining capacity of each path.
One way to improve resource effici ncy a_gl to guarantee end-to-end QoS in inter-domain net-
works is to use load-balancing reuting ohc_g, qu&a load-balanced path-classification (LBPC) scheme

- rlr
presented here provides end-to-end QoS g;uara‘rit,)ee,s and dynamically balances the loads among the

paths in the network. Itis basedon the Ieggfload tég}gng concept, which is used by Lee and Tiento [75]
and Wang et.al [76], for example, o solve‘the call congestion problem in a core network. The LBPC
scheme extends the PC scheme of Suksgmboon é?.aj [4.4] by not only classifying paths in accordance

with their availabilities but_a%‘so by taking into account the Ieastf;g,sy path in the path classification

process. Non- cooperatlve‘géme theory is well suited for solvmg*th)e call congestion problem because
each domain is independently controlled. Therefore, the optimal group of classified paths under the
LBPC scheme is depicted at the peint of Nash equilibrium on the basis of the non-cooperative game
theoretical framework. The effectiveness of the 'scheme is evaluated by comparing with conventional
policies (ME, LE, ED [13], and PC-Nash [14]) in terms of call blocking probability and utility for

practical business modeis! ‘While previous wark [14] use the framewaork of a two-person game, a

non-cooperative game theoretical framework for three players is introduced here.

6.2.1 Proposed Load-Balanced Path-Classification Scheme

The responsibility in availability constraint is the key to controlling call rejection, and assigning
paths on the basis of load balancing is the key to using network resources efficiently. ISPs may con-
cern about achieving high network utilisation, which means utilising network resources efficiently and

reducing the number of call rejections. The propokedd-Balanced Path-Classification (LBPC)
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scheme helps ISPs balance the trade-off between responsibility in availability constraint and load
balancing.

The proposed LBPC scheme is extended from the PC scheme to improve resource efficiency.
The difference between PC and LBPC schemes is how paths are ranked. The LBPC scheme takes
both availability and the remaining bandwidth of paths into account in the ranking process. This
new ranking process is proposed to distribute different call types to the appropriate paths which have

different qualities based on a network state. Doi ’ng so help balance the traffic in the network, so that

W

Let all paths inK;(s,n) be ranked based on twm@ges The first value is path availability,

high resource efficiency is achieved.

<
A(k;). Let the second value bepg_oLr_espondin to the proportion of the remaining capacity which is
given by /

, (6.6)

wherek; € K;(s,n). The idea lehi using th& proportion of remaining capacity is to give the

maximum positive value to th ngeéted ﬁ’éth based on the state of the network. Therefore, the

least busy path has the highestwval wh»lethe Ef%lest path has the lowest value. Note that this term

|

is always positive because ij’_?;?j-'i'- 5 _,,,_J,_,{,
mm— ,,n b 6.7
feK; (5, n / 7 7‘7’ - ( )
and \”;;. 7
WV '
;ibs 3)
| ) < C(k; n)~ (6.8)
~max C(k;,n) ~max  C(ki,n)|
keki(s,n) ki€lCi(s,n)

To avoid every eall type-sharingsthe same,path with respect-to an.employed QoS-level, the pro-
portion of remaining ‘capacity-is weighted-by the difference between the highest availability request
for every call type and the availability request of typeall, [ax;cs as — as] Hence, the path value

based on the*remaining capamty is given by

C(k;,n)

max  C(k;,n)
k;eki(s,n)

(6.9)

[max az; — as} X
ses

For the highest and the lowest availability requests of calls, the bound value of this weighted term is
given by

0< [max az — as] < maxag, (6.10)
5e8 ses
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wheremingcs az > 0. Therefore, from (6.8) and (6.10), the bound value of (6.9) is given by

k;,n
0< [max az — as} X ¢l )~ < max ag. (6.11)
ses ~max  C(k;,n) ses
ki€;i(s,n)

This weighted ternimax;cs a; — as] is multiplied to the proportion of the remaining capacity
term because of to allow the highest availability request to access all pakfigsm), regardless
of their remaining capacity. Therefore, ranking' paths for a call requesting the highest availability
depends on only availability value of each pathl. -’Ep’}entrast, a lower availability request is allowed
to access the paths by taking into aceount the paih av%f_?fgbiﬁty and the remaining capacity of these
paths. Consequently, all pathsl%ﬁ) are raJked differently ‘based on the network state and the

availability request of a call. /

To combine the two QoS

étgrls, L :, avallability and the remaining bandwidth of paths,

into a unique value, the availability oi'path and l;[:éiproportion of remaining path capacity are linearly

(6.12)

where

(6.13)

e

AL

, (6.14)

andy; andv, are the coefficient parametersof k; ).and 7 (&, .s,0)  tespectively. Note thats(k;)
dominatesr (k;, s,n) if &< thax ;&% ag orlC(k;, n) for all k. /G is equal tomaxj, . C(ki,n).

That is, the least load routing is not affectedthe ranking process when either an incoming call requests
for the highest availability ‘orithe traffic/load is balanced in the network:, 'By(6.12), every call type
can share the Same path if every path in a network achieves a balance, while the different call types
must be distributed to the different paths whenever every path is under an imbalance in the remaining
capacity.

The proposed LBPC scheme comprises four steps.

Step 1. Ranking: Given domainthe paths satisfing both constraints (bandwhﬂ;pand availability
aas) are ranked with (6.12). The pathsfj(s,n) are ranked on a linear scale based on their

valuer(k;, s,n) from minimum to maximum.
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Step 2: Categorisation: The paths are classified with equal interval into small groups.

Step 3: Group selection: Each domain independently selects a group of paths, which represents the

level of QoS apportionment.
Step 4: Path selection: The paths in a selected group are randomly chosen.

Note that ranking on a linear scale in Step 1 can be applied to many QoS parameters, e.g., jitter and
delay by adding in the termy. ,

Letd; be the index of QoS-level of paths of do(ﬁ@dD be the number of levels for domain
. Note that, with the LBPC scheme, whichever categoffrsselected the allocated paths always satisfy
both the bandwidth and availabﬂ_i;y,x:equests. Jor the'sake of simplicity, the selection of Qo8;level
in the LBPC scheme is caIIedj.B'P/:. vﬁr hereafter.

lflcant differences from the ME, LE, and ED policies proposed

PC seheme classifies the paths into small groups by rank-

path capacity. This enables rk tey ach(eve tunable resource usage efficiency. Second, the

.f)a-l L

paths in-a s?ected group, which means that all paths are treated

e same quahty—-]@'vg

ol

LBPC scheme randomly choos
fairly under the equity principle at

The LBPC scheme can be mdependently |F]=|§Iemented in any domain. With this scheme, de-

spite the many choices in pa_{h prowsmnmg, ISPs can select theippreferred LBPC-level of paths from
—
D; options for call admlsngy_ control. The LBPC scheme can _tﬁ_g#efore be considered as a general

representation of the PC sch}me of Suksomboon et al. [14]uyi§et to 0. In practice, ISPs adjust
their selections to achieve their own objectives, such as maximum chance of call success or low-
est bandwidth consumption.  Therefare, ISPs can,independently select solutions that enhance their

network performance @s well as minimise their network resources.

6.2.2 Experimental Setting

The performance of the proposed LBPC scheme is evaluated by applying it to three concate-
nated network domains (see Figure 6.11) and comparing the results against four benchmark policies,
namely, ME, LE, ED, and PC-Nash. The scheme has been implemented in MARL ABd the
simulation results have been obtained with 95% confidence intervals from ten independent runs per
point. The time for each simulation run is 720 time units. Independent Poisson call arrivals and
exponentially distributed call-holding times are assumed for every call type. The topology profile is

presented in Table 6.4.
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Multiple call types are considered; the calls originated from nqdend terminated at node,
which is denoted as an OD-pdir;, vg). The characteristics of each call type are listed in Table 6.5.
To clarify the effect of loading, we varied the total offered load. The weighting coefficientsnd
7¢) in LBPC scheme are set to 1 because the effect of weighting coefficients is omitted. The PC-Nash
and LBPC-Nash equilibria are obtained by setting= D3 = 5 and D, = 2 for the PC and LBPC
schemes. Consequently, there aré’®Q 2 x 5 = 50) combinations of test cases for the two schemes.
The number of path categories depends on the distribution of path availability. This number should
provide results covering all possible performande% The evaluations are based on three business

—

models: peer, retail and wholesale services.

Origin Destination

Domain 1

= \
Figure 6.11: Network topology: concateration om‘;r'e.e idEhthetwork topologies with 14 links.
L= et e =
Note: the numbers on the Ii{lks represent the link labels. £
& =3
l") '_‘;._
:)'il'able 6.4 Network topology profiE
Link (1) “|4»2,10,11 | 3,124 | 4,13 | 5,14
A{) 0.9999 ' |10:9995] 0.9997 | 0.9998
¢; (Gbps) 2 2 2 2
Link (%) 6 / 8 9
A(l) 0.9999 | 0.9998| 0.9997| 0.9995
¢; (Gbps) 2 2 2 2

6.2.3 Results

Figure 6.12 shows the call blocking probabilities against the offered load for the ME, LE, and

ED policies for the peer, retail, and wholesale service models. The call blocking probability (1.0)
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Table 6.5 Call type characteristics

Call type () as bs Load proportion
1 0.9990| 500 Mbps 40%
2 0.9990| 300 Mbps 40%
3 0.9993 | 500 Mbps 10%
4 0.9993| 300 Mbps 10%
,-"rf,
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Figure 6.12: Call blocking probabilities of OD-pdir, v2) with ME and ED policies for peer, retail,

and wholesale service models (call biocking probability 'of LE is equalito 1 for all call types.)

is the highest for the LE policy. This is because the LEspolicy lets all d@mains select the lowest
availability paths for eachsrequest. Far example dioe= 0.9990, domain 1 assighs path = /3 and
domain 2 assigns patty = Iy, for which the availabilities are 0.9995. Then, domain 3 cannot find

a path that satisfies all availability request types (e.qg., for call typel, a,g1 = 0.9990/(0.9995
0.9995) = 1). The probability is the lowest for the ED policy. This is because, with the ED policy,
the lower bound of responsibility in availability is greater than that with the LE for all domains with
respect to equally responsibility in availability (e.qg., fgr= 0.9990, aﬁ,l = {/0.9990 ~ 0.9997, and

for as = 0.9993, aﬁ,Q = {/0.9993 ~ 0.9998). Thus, every domain can find at least one path satisfying
this availability request. With the ME policy, the highest availability path is always assigned to the
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request. The call blocking probablllty WIHEL—ED IS Ies‘s—:f{lan that with ME for call types 1 and 2 while
the probabilities with ED and MEare comparable fbr éhll'types 3 Jand 4.

Figure 6.13 shows tﬁe—eaH—bioekrng—prebabﬂrhes—fer—th&Q? Nash and LBPC-Nash policies
for the retail and wholesale service models. Those for LBPC “Nash are significantly lower than for
PC-Nash for call types 3 and_ﬁ, while they are slightly higher fdr‘fypes 1 and 2. These results indicate
that performance can-besimprovedby takingdoad:=balancing into-account. In addition, both PC-Nash
and LBPC-Nash outperform ME, LE, and ED ‘palices in terms of call blocking probability.

LBPC-Nash yields the highest utilities because of-its inherent optimal QoS level setting and
optimally balanced'load. For a peer serviee medel, let the effectiveness of ME, LE, ED and PC-Nash

be quantified in terms of the utility-difference from the utility of LBPC-Nash
utility of LBPC-Nash— utility of policy (6.15)

because the utilities of LBPC-Nash is the highest with zero value, while others are less than zero.
Figure 6.14 indicates the difference in utility between the conventional policies and LBPC-Nash. For

retail and wholesale service models, the effectiveness of ME, LE, ED and PC-Nash are quantified in
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terms of the utility-difference ratio
utility of LBPC-Nash— utility of policy
|utility of LBPC-Nash
Figures 6.15 and 6.16 show the utility-difference ratio against the offered load for ME, LE, ED and

x 100%. (6.16)

PC-Nash policies for the retail and wholesale service models, respectively. LBPC-Nash consistently
has the highest utility while ED has the lowest utility for the peer service model and LE has the lowest
utility for the retail and wholesale service models. As aforementioned reason, ED provides lower calll
blocking probability for every call type than ME and}E. Therefore, based on the peer service model,
ED provide the lowest utility. With LBPC-Nash p'blfgy,’);be traffic is dynamically balanced based

on the current network state and well matches the ufility functions. Consequently, LBPC scheme

can improve system performan€e from BC-Nash and-also provide guaranteed end-to-end QoS in an
* |

r

inter-domain network. 7/ IX
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Offered load: Erlangs

Figure 6.14: (Results forrinter-domain network of three-cdisca demains™ The| utility-difference
from the utility"of LBPC-Nash for peer service model of domaifu; = us = ug): D1 = D3 =

5, Dy = 2, andu; = —f;w;, wheres; = 0.35 units per Mbps for = 1,2, 3.

6.2.4 Implication of the Results

This section considers the problem of how to utilise resource efficiency under the condition
of guaranteeing end-to-end QoS in inter-domain network. Provisioning path based on load balanc-

ing on the basis of QoS guarantees is a solution. The proposed load-balanced path-classification
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u; = Zle gi(as)ai,S — ﬂiwi, W A "‘ 3&: '1— o b gi(al) = gi(ag) = 1000 units

= D3 = 5,Dy = 2, and

Ale i+,

(LBPC) scheme helps balance the tfaﬁe(s&ﬂ’ be

interests, non-cooperative
|

je theory is ust . imal operating point of the LBPC
ion by simulation using three co

scheme. Experimental eval catenated network domains showed

that the optimal LB ﬁ ﬁaﬁﬁﬁ% ﬁﬂw’g ﬁ ist performance in terms of
call blocking probabilit ﬁ st-effort, equal-distribution,
and PC-Nash poI|C|es Consequently, optimal load balancing along with,optimal responsibility in
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CHAPTER VII

CONCLUSION AND FUTURE WORK

This section provides the conclusions of this dissertation in which the contributions are se-
quentially described. The conclusions.have been }pwn as a summary of what the dissertation has
proposed and the important findings based on the'répfgfwd results. To complete the dissertation, some

unresolved research challengesintheresearch areaofinter<domain QoS routing have been addressed
g— o » ‘

for the future work. / -

7.1 Conclusion [Ny

This dissertation has prop % @N}Ean%v\@rk to solve the end-to-end QoS path provisioning
problem in inter-domain netwerks /A framework has Igeen proposed to improve the manageability of
QoS apportionment and to find the ti@%l;pper%ig‘boint in hon-cooperative domain environments.
The optimal operating point referr g,}t@lgp_timal Q@'{gvel apportionment is obtained by using the
proposed QoS provisioning framew__odrkﬁh PC—@%‘E:u?ased on the utility functions reflecting the
practical business models;t_@e game v;hjé has be‘é; f;und to g@g{tbjre the resultant level of competition
amongst the considered dQﬁains. In addition, an accurate Ioss’r__fétﬁvork model based on the CTMC has

been derived for evaluating tjh;é QoS-level selection in PC—Na{E. This network model has also been
extended to evaluate the conventional policies, i.e.,,ME, LE and ED, being used as the comparison
basis.

The accuracy ofithe mathematical models has been confirmed by comparison with the discrete-
event simulations.cFromsthe reported numericabresults‘comparing'ME;"LEyand ED with PC-Nash,
it has been found that, for the'two domains with the same path quality, the highest QoS-level appor-
tionment is suitable for the peer service model, while the lowest QoS-level apportionment performs
well for the retail and wholesale service models. In addition, mixed policies between the high QoS-
level apportionment for a domain of high quality paths (an upstream domain) and low QoS-level
apportionment for a domain of the low quality paths (a downstream domain) are suitable for domains
containing different path qualities.

PC-Nash as an effective QoS routing policy using in inter-domain networks has been rigorously

investigated in the cases that two domains connect to each other without a bottleneck through an
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interconnection link. Further investigation has been focused on the effect of the interconnection
bottleneck in the inter-domain network. The performance of this kind of network can be analysed
by the well-known product-form solution. The analysis is based on the concatenation of multiple
domains in order to perform a generalised analysis. This analysis is confirmed by the experimental
examples of cases of two- and three-domains. The reported results depict that ME always performs
better than or equally well to LE and ED. The examples have shown that in some settings the results
of LE and ED are equal to that of ME. Underlininﬁg the analysis, ED may provide lower performance
than LE in some topological characteristics of a an[E consisting of more than two domains. The
reported results confirm the analysis that the perfofma'ﬁce of ED is less than that of LE and ME
when some domains in the midgi_le_gf an end—t?—end route have poor path qualities. Due to the inherit

optimization by PC-Nash, the W 1ce of

&ijs policy is the same as that of ME. Using the highest

QoS-level apportionment is thus're "'_mmend in inter-domain networks with the interconnection
bottleneck link. |

This dissertation has

environment, each domain may face ore,dlfflcultles in efficiently selecting gateway routers than in
selecting the best path to support a all réquest 'I"he problem becomes how to select the right set of

that prowdes,the network efficiency. The reported results based

-..a..

on the topological setting in this experlm—t showﬁt’ usmg ED and ME can drive the system close to

- =

the optimal operating pomt On the other hand Lé pushes the t‘}urden to the later domains suffering

paths corresponding to the reques

from the availability targettjneretore LEis not recommended-'fgr implementation to this kind of
network environment. PC- Nﬁsh however, operates based on 1 the optimal set of path selections for
the overall requests. In domg so, PC-Nash always achieves the highest performance for a multiomed
network environment.

To extend PC-Nash to prevent selfish path provisioning in an inter-domain network, the idea of
a penalty has.been.adopted in the utility.function..Under.a hon-cooperative situation for an individual
domain the game'theory concept for searchingforthe equilibrium-point has been adopted. With MSA,
the new optimal operating point of the system can be achieved with respect to the new utility function.
This operating point is called PC-Nash with the penalty function. The performance evaluation has
been conducted on two topologies: an inter-domain with the same path quality and the inter-domain
networks with different path qualities. The selfishness has been measured in terms of the rejected-
call-difference ratio. Based on the results, adding the penalty term in the utility function can force
the ISPs to become unselfish, especially for the peer service model. Based on the observation of the

policy effectiveness, LE performs the best in the case of an inter-domain with the same path quality,
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while ME performs the best in the case of an inter-domain with the different path qualities.

A provisioning path based on load balancing has been seen as a solution to improve the resource
utilisation and concurrently guarantee an end-to-end QoS in inter-domain networks. The proposed
load-balanced path-classification (LBPC) scheme helps balance the trade-off between the respon-
sibility in the availability constraint, which is important for establishing an end-to-end QoS call,
and the load balancing, which is important for achieving an efficient network resource management.
Given that ISPs prefer to retain domain controlﬁand that they have an inherent conflict of interests,
non-cooperative game theory is used to identify, ‘{hf’e,ggtimal operating point of the LBPC scheme.
Experimental evaluation using three eoncatenated Aetwork domains showed that the optimal LBPC,
which is an LBPC with Nash qu_i@r_ium, proviJes the best performance in terms of the call blocking
probability and utility compare}\mhw"f T
| lo2gd balan

e/mos

effort, least-effort, equal-distribution, and PC-Nash
policies. Consequently, an opti &"ng along with an optimal responsibility in the avail-

ability constraint can improve the'sy, ém.,«ber_forhﬁnce.
!

7.2 Future Work

The challenge of end-to-end oS quh prov_;yonlng in inter-domain networks not only lines in
the responsibility of every ISP in ordef-io accomphsErfthelr customers’ requests; the inherent com-

plexity in the Internet’s today requires the: optlmal gss.p.ath provisioning to effectively operate from

dynamic aspects. To undgrﬂake the necessary improvements f§r - supporting the sustainable require-

ments of users on the Futtnaé Internet, this section introduces somle opening questions and directions
that are worth taking into consideration to make the PC-Nash ¢oncept work in future practices.

The tuneable parameters’sugh as the maximum number of QoS-levels for the path-classification
scheme and the co-efficient parameters ofithe utility function have been pre-assigned in the disser-
tation in order to narrow the investigation te the major purpose of this dissertation. Although some
guideline has,been pravided, ih this dissertation, the" different settings oisthese parameters can affect
the optimal QoS-level apportionment. One of the possible directions of how to select the maximum
number of QoS-levels for the path-classification scheme might depend upon the distribution of the
path qualities in each domain. This reflects the new paradigm of future exploration.

Sometimes a path provisioning process of an ISP under unknown the other ISPs’ capabilities
may cause the system to worsen. To improve the network performance, crankback signalling [77]
with a path-classification scheme can be suggested to renegotiate of the QoS apportionment. Doing

so leads the research area of the negotiation problem.
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In a multihomed network environment, PC-Nash is a successful solution to selecting the right
set of paths connecting an exterior gateway. Trading traffic between neighbouring domains on a
practical Internet not only depends on the end-to-end QoS apportionment, but also depends on their
charging prices. Additionally, what makes a proper solution for setting an optimal cost function
for the interconnection links is crucial in an inter-domain network problem. A possible thread for
load balancing and optimal pricing opens a challenge research problem. A useful guideline is a

combination of an optimal pricing scheme in @ ceoperative manner for inter-domain routing [78] and

LBPC-Nash, so that it helps balance tF i se the revenue in the multihomed networks.

technique for the future.

AULININTNEINT
AR TUNMIINGAY



REFERENCES

[1] Chamania, M. and Jukan, A. A Survey of Inter-Domain Peering and Provisioning Solutions for
the Next Generation Optical Network&EE Conmmunicaions Suiveys& Tutorials 11
(2009): 33-51.

|
[2] Farrel, A., Ayyanger, A., and Vasseur, J. ||F|Ler—Doﬁ)d[pMPLS andGMPLS Traffic Engineeing—
'y
RSVRTE Extersions. The Internet Engin’a/er_iﬁg Task Force (IETF), CalifmriiSA,
2008. Standards Track. 4 s
—

[3] Xiao, L., Wang, J., Lui, K., and"(gtedt, K. Advertising Interdomain QoS Routing Information.
IEEE Jounalon S edA(g&sip Communicaions 22 ;10 (2004): 1949-1964.
“-13 .

o
¥ v

o

[4] Prior, R. and Sargento, S., :7;/% QoS hou'ging with Virtual TruimkBraceedngsof IEEE

Intemaional Corferenceon 6}rr1f;unﬁ>ﬂigns (IEEE ICC'07), Glasgow, IEEE, 24-28
June 2007. : G
PN

[5] Zhang, R. and Vasseur, J. P. M S,j,r]t_er-_Auton;cz_ﬁ_‘rggs System (AS) Traffic Engineering (TE) Re-

quirementsRFC4216 1 (2005): November2005.
e -

[6] Kumar, N. and Saraph, Gg,';nd:lo;Eud_Q.QSJnJmemgmai@éﬁaroceedﬁgsof Intemational

- e
corferenceon Né‘l\/morking andSewices,2006.(ICNS’063',' Slicon Valley, CA, IEEE, 16-
l |
18 July 2006 2006+ U

[7] Georgatsos, Ret al.[.Provider-Level ‘Service"Agreements: for Inter-domain QoS Delivieryro-
ceedngs ofithe Fifth Intemational Workshop on Qualty of future Intemet Sewices

(QeflS104)+EEE, (2004):-~368—377.

[8] Griffin, D. et al. Interdomain Routing through QoS-Class PlanE&E Commun. Mag. 45 (2007):
88-95.

[9] Howartha, M. P., Boucadairb, M., Flegkasa, P., Wanga, N., Pavloua, G., Morandb, P., Coadicb, T.,
Griffinc, D., Asgarid, A., and Georgatsose, P. End-to-End Quality of Service Provisioning
Through Inter-Provider Traffic EngineeringomputerCommunications 29 (2005): 683—
702.




99

[10] Levis, P., Boucadair, M., Morand, P., and Trimintzios, P., The Meta-QoS-Class Concept: a Step

Towards Global QoS Inter-Domain ServicasPraceedngsof IEEE Int. Corferenceon

Software, Teleconmunicaionsand ComputerNetworks (SoftCOM 2004), Venice, Italy,
IEEE, 11-13 October 2006 2004.

[11] Aslam, F., Uzmi, Z. A., and Farrel, A. Interdomain Path Computational: Challenges and Solutions

for Label Switched NetworkdEEE Commun.Mag. 45 (2007): 94-101.

[12] Ogino, N. and Nakamura, H. Adaptive QoS Clasélﬂﬁocation Schemes in Multi-Domain Path-Based

Networks.|EICE Trans.Commun. E92-B (2'0/09')’ 898-908.
- . .
[13] Pongpaibool, P. and Kim, H. S.-Providing E d to-End Service Level Agreements Across Multiple

ISP NetworksCoerm/N/ VA6 /1 2004) 3-18:

ol P., an Aswakul‘, C., An Equilibrium Policy for Providing End-to-
%e ts m Interdomaln NetwankProceedngs of IEEE Wire-
lessConmunication e orkmg erence,2008 (WCNC 2008), Las Vegas, NV,
IEEE, 31 March 2008 rit 2008 2008 “

- JJI'. J{f-s
[15] Semret, N, Liao, R. R. F., and C ptp_éi_L--A. R P_agfy;g and Provisioning of Differentiated Internet
Services.in Proceedngs of JEEE INFOSOM:2000, Tel Aviv, IEEE, 26 Mar 200030
= S R

Mar 2000 2000.") f

—

[14] Suksomboon, K., Pongpai

End Service Lev

Yy i )
[16] Loja, K., Szigeti, J., and ‘éiinkler, T., Inter-Domain Routing quItiprovider Optical Networks:
Game Theory and Simulations Praceedngs of NGI-2005, IEEE, 18-20 April 2005
2005.

[17] Secci, S., Rougier, JiL., Pattavina, A., Patrone, F., and Maier, G., PEMP: Peering Equilibrium Mul-
tiPathyRoutingin Praceedngsof IEEE Global Feleconmuniedions €arference,2009.
(GLOBECOM-2009), IEEE, 30 November 2009—4 December2009 2009.

[18] Rekhter, Y. and Li, T.A Border Gatavay Praocol 4 (BGP-4). The Internet Engineering Task Force
(IETF), California, USA, 1995. Standards Track.

[19] Xiao, L., Lui, K., Wang, J., and Nahrstedt, K., QoS Extension to B&Proceedngsof 10thIEEE

Intemational Corferenceon Network Praocols, 2002., USA, IEEE, 12-15 November
2002.




100

[20] Cristallo, G. and Jacquenet, C. The BGP QENISRI attribute.IETF IntemetDraft 1 (2004): Febu-
rary 2004.

[21] Boucadair, M.,QoSEnhancedBorder Gatavay Praocol. The Internet Engineering Task Force

(IETF), California, USA, 2005. IETF Internet draft.

[22] Awduche, Det al. RSVP-TE: Extentions to RSVP for LASP TunneR~C 3209 1 (2001): Decem-
ber 2001.

[23] Pelsser, C. and Bonaventure, O., Extending RS’(P;}E to support Inter-AS SP8&ceedngs
o pbllied
of IEEE WorkshopHigh'PeiformanceSwitchingand Rouing (HPSR), Belgium, IEEE,
24-27 June 2003. - ‘

[24] Thamand, C. and Liu, Y. Assur nd 10- En QoS Through Adaptive Marking in Multi-Domain

Differentiated Servic ork@omnuter Conmunicaions 28 (November 2005):
2009-20109.
[25] Shenker, Set al, An Architeddref ffere’rtlateijemces The Internet Engineering Task Force

_-*)'n L

(IETF), California, UJA 998 IETF lﬂtfrnet draft.

[26] Thamand, C. and Liu, Y. Assured Ef’id_Q End @S‘;‘hrough Adaptive Marking in Multi-Domain
Differentiated Services Networké:onputbﬁeomnunlcalons 28 (November 2005):

2009-2019. &2 vy
"j .,'&_)I

[27] Puterman, M. LMarkov DeCISIOI’l ProcesselescreteStochch Dynamlc Programming. New

Jasy, USA: A John Wiley and Sons, Inc., Publication, 1994.

[28] Levin, H., Schapira, M.,4and Zohar, A/, Interdomain’ Routing and (GaineBroceedngs of In
STOC’'08, Canada, ACM, 1720May 2008.

[29] Feigenbaum, J., Papadimitriou, C., Sami;.R.;'and Shenker, S: ABGP-Based-Mechanism for Lowest-
Cost RoutingDistrib. Comput. 18 , 1 (2005): 61-72.

[30] Goldberg, S., Halevi, S., Jaggard, A. D., Ramachandran, V., and Wright, R. N., Rationality and
Traffic Attraction: Incentives for Honest Path Announcements in B®Praceedngs of
SIGCOMM’08, USA., ACM, 17-22 August 2008.

[31] Jesus, V., Aguiar, R. L., and Steenkiste, P., Linking Interdomain Business Models to the Current

Internet Topologyin Praceedngs of 20101EEE/IFIP Network Operations andManage




101

ment Sympaosium Workshops(NOMS Wksps), Osaka, Japan, IEEE, 19-23 April, 2010
2010.

[32] Barth, D., Blin, L., Echabbi, L., and Vial, S., Distributed Cost Management in a Selfish Multi-
Operators BGP Networkn Proceedngs of Next Gereration Intemet Networks, 2005,
Rome, Italy, IEEE, 18—-20 April, 2005 2005.

[33] Shrimali, G., Akella, A., and Mutapcic, A. Cooperatlve Interdomain Traffic Engineering Using Nash
Bargaining and DecomposntlonEEE/A"Q;M,Transmlons on Networking 18 (2009):
77
341-352. ”’i:-'

o’
[34] Qian, L. and Rouskas, G., An E_ceﬁomlc MOdE for Pricing Tlered Network Seniit@scceedngs

ofIEEEIntemalonaJ—C’/g‘;e(/nceon ommunicaions (ICC'09), Dresden, IEEE, 14-18
June 2009.

[35] 12, I.-T. S. G. Communicati of Serwee A Framework and DefinitiBages G: Trans
mission Systemsand e gltal SyéemsandNetworks Qualty of Sevice andPer
formance 1 (2001) N eMber 200144 4

F JJI'. J{f-s
[36] Jamoussi, Bet al. Conststraints-Based LSP Setu:pﬁfsjng LRPC3212 1 (2002): January 2002.

[37] Yannuzzi, M.et al.On the Challenges’pf E's';tablisriijig-'bi-sjoint QoS IP/MPLS Paths Across Multiple

DomalnsIEEEQﬁn’munlcalonsMagazme 4412 (ZOd%)J 60-66.
"j .,'&_)I
[38] Guerin, R., Ahmadi, H., andﬁ\laghshmeh M. Equivalent Capacny and Its Application to Bandwidth

Allocation in ngh-Speed Network$EEE Jounalon SdectedAreasn Conmmunications

9 (1991): /9682981

[39] Sugih, J., Danzig, P.“B., Shenker, S., and Zhang, L., A Measurement-Based Admission Control
Algorithm’ for iitegrated Services Packet Networks Praceedngs of SIGCOMM'95:

Proceedngs of the corferenceon Applications, techologies, architedures,and proto-

colsfor computercommunication, New York, NY, USA, ACM, (1995): 2-13.

[40] Grover, W. D.MeshbasedSuwivable Trangort Networks: Options and Strateyies for Ogptical,
MPLS, SONETand ATM Networking. Upper Saddle River, NJ, USA : Prentice Hall
PTR, 2003.

[41] Kershenbaum, ATeleconmunicaions Network Design Algorithms. New York, NY, USA :
McGraw-Hill, Inc., 1993.




102

[42] 15, I.-T. S. G.,Paaneters and Calculation Methodlogies for Rdiability and Availability of Fi-

bre Optic Sydems”, Saies G: Trangnission Sysemsand Media, Digital Sysemsand

Networks Internet Telecommunication Union ITU, Geneva, Switzerland, 1997. ITU-T

Recommendation.

[43] Aslam, F., Uzmi, Z. A., Farrel, A., and Pioro, M., Inter-Domain Path Computation using Improved
Crankback Signaling in Label Switched NetworksPraceedngsof IEEE Intemational
Corferenceon Communications, 2007(ICC'07), IEEE, 24-28 June 2007 2007.

[44] Mahajan, R., Wetherall, D., and Anderson, T., Neg{ ion-Based Routing Between Neighboring
ISPs.in ProceedngsofNSD| 05: the2nd con‘erenceon Synposiumon NetworkedSys

temsDesign & Implemguatlgn BerkLIey, CA, USA, USENIX Association, (2005): 29—
—
42.

[45] Adlakha, S., Johari, R., and Geldsmi AL S, écffnpetition in Wireless Systems via Bayesian Inter-

ference Game<oRR ab

i idd

[46] Adlakha, S., Johari, R., and Goldsmith, A.J. Fairefficient Guard Bandwidth Coeficients Selection

in Call Admission Contr forMﬁbHe Myﬂnmedla Communication Using Framework of

Game TheoryiElCETransﬂu‘pdanerta} -Eé‘BA 7 (2005): 1869—1880.

[47] Roughgarden, T. and Tardos E. How Bad is SeIfJSh Routm ¥49 , 2 (2002): 236—-259.

'-s..- —

[48] Banner, R. and Orda, A. Bgi;tleneck Routing Games in Commuméation NetwhikE. Joumnal on
SdectedAreasin Communicaions 25,6 (2007): 1178-1179.

[49] Luce, R. D. and Raiffa, RGameandDecisions. .New York,.NY,.USA : John Wiley and Sons, Inc.,
1957.

[50] Fudenberg,B. and Firole, GameTheory:, The Massaehusettsyinstitute of, Technology, USA : The
MIT Press, 1991.

[51] Kelly, F. P. Loss NetoworksThe Annalsof Applied Prokability 1 (1991): 319-378.

[52] Bell, M. G. H. The Use of Game Theory to Measure the Vulnerability of Stochastic Netw&ikk.
Transdionson Rdiability 52 (2003): 63-68.

[53] Liu, H. X., He, X., and He, B. Method of Successive Weighted Averages (MSWA) and Self-
Regulated Averaging Schemes for Solving Stochastic User Equilibrium Prolbdemal

on NetworksandSpdial Economics 9 (2009): 485-503.




103

[54] Papadimitriou, C. H. and Roughgarden, T. Computing Correlated Equilibria in Multi-Player Games.
J.ACM 55, 3 (2008): 1-29.

[55] Xing, Y. and Chandramouli, R. Stochastic Learning Solution for Distributed Discrete Power Con-
trol Game in Wireless Data NetworkdEEEE/ACM Transadions On Networking 16 , 4
(2008): 932—944.

[56] Papadimitriou, C. H. and Steiglitz, KCombinatorial Optimization: Algorithms and Conplexty.

Mineola, New York, USA : Dover Publlﬁﬁf( )ns INC., 1998.

[57] Kelly, F. P. Routing and Capaciiy-Allocation Lr} Netwo’k/wnh Trunk Reservatidathemaics of
OperatlonsResearch_j,glggo) 77]1 —793.

[58] Iversen., V. B.Teldraffic Eng@(and)ook Geneva, Switzerland : ITU-D Study Group 2
Question 16/2, 2

[59] Ni, J. and Tatikonda, S. Analyzing Pr ducTF Stochastlc Networks Via Factor Graphs and the
TRAN TIONSON COMMUNICATIONS 55 (2007):

_-*)'n L)

Sum-Product Algor

1588-1597.

- JJI'. J{f-s
[60] Huston, G., Interconnection, Pee mg,,and SettletﬁdﬂﬂroceeahgsoleET San Jose, CA, USA,

-

22-25 June 1999 2008. - .- e

f )
L ‘.1', \__i

_-

[61] Winther, M. Tier 1: Whai%hey_Are_and_Why_they_Aze_lmpoquhlte pgoer, IDC Analysis
Future §201657 (2@06) =1 =

| <
A’ —

[62] Subramanian, L., Agarwal, S., Rexford, J., and Katz, R. H., Characterizing the Internet Hierarchy
from Multiple*Vantage Pointsn Proceedngs of IEEE INFORCOM 2002, New York,
USA, IEEE}23-27 June, 2002 2002.

[63] Stewart, J., Bates, T., Chandra,’ R.,"and Chen, E.'Using a Dedicated AS for.Sites Homed to a Single
Provider.RFC 2207.

[64] Smith, P. and Upadhaya, G. R., BGP Multihoming and Internet Exchange Poifsxeedngs
of SouthAsian Network Operators Group (SANOG 7), Mumbai, India, 16—-24 January
2006 2008.

[65] Akella, A., Maggs, B., Seshan, S., Shaikh, A., and Sitaraman, R., A Measurement-Besed Analysis
of Multihoming. in Praceedngs of ACM SIGCOMM’03, Karlsruhe, Germany), 25-29
Aug 2003 2003.




104

[66] Fuller, V., Li, T., Yu, J., and Varadhan, K. Classless Inter-Domain Routing (CIDR): an Address
Assignment and Aggregation StrateC 1519.

[67] Abley, J., Lindqvist, K., Davies, E., Black, B., and Black, B. IPv4 Multihoming Practices and
Limitations.RFC4116.

[68] Guo, F., Chen, J., Li, W., and Chiueh, T.-C., Experiences in Building a Multihoming Load Balancing
Systemin Praceedngsof IEEE INFOCOM 2004, Hongkong, 7—11 March 2004 2004.

[69] Wang, H. and Xie, H., Optimal ISP Subscription'.@ternet Multihoming: Algorithm Design and
. -"'-i, . .
Implication Analysis.inRPiaceedings of IEEEINFOCOM 2005, Miami, USA, 13-17
March 2005 2005. ‘

[70] Liu, X. and Xiao, L. ILBO: B Inbour%i Traffic Dynamically in Multihomed Stub Net-
works. IEEE TRA M{:NS QN PARAL LEL AND DISTRIBUTED SYSTEMS 21

(NOVEMBER 20],@5/

[71] Feamster, N., Johari, R., and'Balakri hnah H: h»'fmplications of Autonomy for the Expressiveness of

_-*)'n L]

ed gsofACM SI;SCOMM Philadelphia, PA, August 2005.
i & ~JJ-;

[72] Cobb, J. A. and Musunuri, R., Enforcm‘g Converg@gé in Inter-Domain Rodutirfgroceedngs of
IEEE Communication Scciety. Grgbe:omZﬁQ,A..JIexas, USA, 29 Nov.—3 Dec. 2004 2004.
A ve
[73] Bhattacharya, A. and Gh?f -Optimizi - Jetworks with Selfish Processes.

Policy Routing.in Prc

Praceedngsof F|r§f lntemalonal on SelFAdaptive andS'eIf Organizing Sygems(SASO
2007), Boston, Mass., USA, 9-11 July 2007 2007.

[74] Suksomboon, K., Pongpaiboal, P., and Aswakul,'C., Game-Thearetic Approach to Prevent Selfish

Path Provisioning in Interdomain Networka.Praceedngs of 5th Intemaional Corfer-

enceon Eledrical Engineeing/Electronics,Computer, Telecommiunications and Infor-

mation Tecmology, 2008.(ECTI-CON 2008), Krabi , Thailand, 14-17 May 2008 2008.

[75] Lee, Y. and Tien, J. M. Static and Dynamic Approaches to Modeling End-to-End Routing in Circuit-
Switched NetworkslEEE/ACM Trans.Netw. 10 (October 2002): 693—705.

[76] Wang, C., Wang, N., Howarth, M., and Pavlou, G., An Adaptive Peer Selection Scheme with Dy-
namic Network Condition Awareness. Praceedngs of IEEE Intemational Corference
on Communicaions, 2009, (IEEE ICC’2009), Dresden, Germany, |IEEE, 14-18 June,
2009 20009.




105

[77] Farrel, A., Satyanarayana, A., lwata, A., Fujita, N., and Ash,dBankbackSignaling Extersions
for MPLS andGMPLS RSV. The Internet Engineering Task Force (IETF), California,
USA, 2007. Standards Track.

[78] Shrimali, G., Akella, A., and Mutapcic, A. Cooperative Interdomain Traffic Engineering Using Nash
Bargaining and DecompositiofEEE/ACM TRANSACTIONS ON NETWORKING 18
(APRIL 2010): 1561-1572.

AULINENINYINT
ARIAATAUNNIING A Y



AULINENINYINT
IR TN TN



107

Appendix

List of Publications

Suksomboon, K., Pongpaiboolw kul, C., “An Equilibrium Policy for Providing

End-to-End Service Level Agtg\. ain Netwoirk,Praceedngs of IEEE
rkiry 004,2008. (WCNC 2008), Las Vegas,

Wireless Communicaions an%
08 2008

T—
NV, IEEE, 31 March 2 ken from Chapter III.

Suksomboon, K., Pon , “PC-Nash: QoS Provisioning

Framework with Path-Classiiicz Ysel : N;aﬁh Equilibri@ime’ Computer Jour
(2 0. O@!/comjnllbxq084 Content taken

nal, (First pubdishedo

from Chapter IIl and Cl

Suksomboon, K., Pongpaihbe E: i At 1,°C,, “Game-Theoretic Approach to Prevent
Selfish Path Provisioning in Inté‘ﬁdﬁmam i8,Praceedngsof 5th Intemational Con
ferenceon Eledrlcal E‘rlglneemgTEf’eﬁtrbrF csCo “ elegonmunicaions andInforma

tion Tecmology, 20 (ECTHCON2008)-Krabr—Fhailand 17 May 2008 2008. Content

taken from Chapter VD ‘i

Suksomboon ﬁ m ﬁﬁdﬁ\ﬂﬁ ﬁad -Balanced Path Provision-
ing for Guar d-to-En ﬂ in Iﬂw ks Praceedngs of 10th
Intemational Syrrposmm on Communications and Infermation Tectalogies (ISCIT 2010),

o PRI H RN E




108

Biography

Kalika Suksomboon was born in 1980 in Phuket, Thailand. She received her B.Eng. degree
with 2nd class honors in Telecommunication Engineering from King Mongkut’s Institute of Tech-

nology Ladkrabang, Thailand in 2001 and received her M.Eng. in Electrical Engineering from Chu-

lalongkorn University, Thailand in 2004., SF 1S heen pursuing the Doctoral degree in Electrical
Engineering at Chulalongkorn Uni ty, Ban ( ailand, since 2006. In 2009, she has joined
Yusheng Ji laboratory as an internship si : | Institute of Informatics (NII), Tokyo.

Her recent research interests i [ ar-domainer

s* orks and application of game theory.

AULINENINYINT
RN IUNRINYIAY



	Cover (Thai) 
	Cover (English) 
	Accepted 
	Abstract (Thai)
	Abstract (English) 
	Acknowledgements 
	Contents 
	Chapter I Introduction
	1.1 Research Motivation
	1.2 Literature Review
	1.3 Thesis Objective
	1.4 Scope of Thesis
	1.5 Methodology
	1.6 Original Contributions
	1.7 Structure of Thesis

	Chapter II Background
	2.1 Considered QoS parameters
	2.2 Network Model
	2.3 Conventional Path Provisioning Policies
	2.4 Principle of Game Theory
	2.5 Summary

	Chapter III Proposed QoS Provisioning Framework with Path-Classification Scheme under NashEquilibrium: PC-Nash
	3.1 QoS Provisioning with Path-Classification Scheme
	3.2 Evaluation of QoS-level Selection
	3.3 Utility Function
	3.4 Non-Cooperative Game in PC-Nash
	3.5 Algorithm for Finding PC-Nash Performance

	Chapter IV Effectiveness of Path Provisioning Policies
	4.1 Accuracy Evaluation of the Proposed Loss Network Model
	4.2 Performance Evaluation: Two Domains without an Interconnection Link
	4.3 Performance Evaluation: Two Domains with an Interconnection Link

	Chapter V Hierarchical Networks
	5.1 Single Homed Network
	5.2 Multihoming to a Single Domain
	5.3 Multihoming to Multiple Domains

	Chapter VI PC-Nash Extension
	6.1 Selfish Behaviour Prevention
	6.2 Load Balancing

	Chapter VII CONCLUSION AND FUTUREWORK
	7.1 Conclusion
	7.2 Future Work

	References 
	Appendix 
	Vita



