CHAPTER 11

RULE EXTRACTION PROCESS
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layer. Backpropagation aﬁ)rith‘m— tof&ijust the parameters of the

network to best fit the training set. The inputr data are treated as neuron excitation

parameters and fe@i uﬂg lm E’Jhm i w Eslo’f]lﬂient layer neurons are
propagateﬁoﬁ ﬁ \iq ﬁ g to weights
(numerical eoefficients) ascribed to corresponding intra-neur connectlons Based on this

observation on the neuron activity, it is possible to extract some comprehensible rules

governing the classification process.
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The proposed rul cess has three p s as shown in Figure 2.2. The
algorithms for a rule ex are traction Activation Projection

(iii) Rule Extraction Natural Lang;ZIERE 75 rithm. For the first part of (i) REAP
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trained and produced the vei t links. The ! ses the activation values of
the hidden nodes with the v&lues of each input to extract the rules called crisp rule. In

the second part Oﬁl%@ @%ﬂaﬂn&%@%ﬂnﬁ factor is defined and
Q'

attached with each crisp rule to provide the accuraey of each crispymule. Rule with a
certainty %tﬁt&@ﬁ mfﬁuﬁu uem;’l:l.m;clﬁy&j]ue about the
class is a useful piece of information for making decision in some applications such as
medical diagnosis or weather forecast. The third part of (iii) RENL algorithm concerns
the natural language terms used to express the extracted rules in a more human
comprehensible term. The value of each input is captured by a quantitative natural

language term such as “small”, “medium”, or “large”. Rule with a natural language term
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is called NL rule. The details of all three algorithms (REAP algorithm, RECF algorithm,

and RENL algorithm) are given in Sections 2.1 to 2.3, respectively.
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Rule Extraction Activation Projection (REAP) Algorithm
Train a feedforward multilayer neural network using a training set.

Consider the weight link activation values between the hidden nodes and
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the input vectors.

Generate the criSprrules.
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Rule action Certaanty Factor (RECF) Algorithm

Calculate the acc 'Ag;’yhof the cndép rules from all of the data set.
Compute the certai tj factor v%lue.
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Rule Extraction N_@tural I_.?E}ggage (RENL) Algorithm

Use the ,‘ghéjural language terms in the conditiorﬁbﬁ rules.

Generate'the NL rules. ot
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Figure 2.2 Rule extraction process.

Rule Extraction Activation Projection (REAP) Algorithm

A neural network module with three-layer fully connected architecture (number of

input units: number of hidden units: number of output units) is used. The network is

based on the architecture of multi-layer perceptron (MLP). The MLP network is trained

with a set of training data using the backpropagation learning rule. A single hidden layer

of neurons partitions the feature space into convex intersections of halfspaces determined
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by neuron hyperplanes. An output layer of neurons is required to join the combinations of

those convex regions into non-convex classes in the feature space.

2.1.1 Geometrical Meaning of Activation Equation

The goal of pattern classification isft? specify a physical object to one of the

pre-specified categories. Let m be the number 64(3& vectors, n be the number of input
- 2 et

features, and P = {p1, P2, :ng}, where pr == (k) x2(k) ... x,,(k)]T be a set of given

patterns to be classified ina{ egorics. The category of each pattern py is determined

of neuron j is computed by =

-
o 5 i -

gé hi(py) = wigx(k) +W;7)C9(k)—ﬂ-£lﬁ. @Y
i s

where w; is weight link’7 of neuron j, and b; is the bias offneuron J- This equation can

A L AF

be viewed as a line in a 2-dimensional space. . The concept can be extended to a higher

dimensional space and-the activation equation represents'a hyperplane.

2.1.2 Analytic Geometry in Euclidean Space in Cartesian Coordinates

Class A is defined as a class which their dot products between an input vectors pi
with w; are greater than or equal to zero and class B as a class which their dot products
between input vectors px with w; are less than zero. An example of this hyperplane is

illustrated in Figure 2.3(a). All vectors denoted by asterisks above the separating line are
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in class A and all vectors denoted by boxes and beneath the separating line are in class B.

Here, there are five input vectors in class A and five input vectors in class B.

To meaningfully relate each input feature x; with each class, the activation value
of each input vector px and the value of each x; are considered. This can be achieved

easily by plotting the activation value put vector pi against the values of x; as

shown in Figure 2.3(b) and Flgure‘%i\\ /
Let p1, p2, P3, Pa, anM"U"'ﬁ ty cgqrﬁwnd Ps, p7, Ps, P9, and pyo be

input vectors in class B with 1= (1,4), p2= (2,6), p3= (4.5),

ps= (48), ps = (5.7), ps = G2)ips= @2, po.= (5.1), and pro = (6.3). The

weight vector w; is equal to ; _'.,—" of all input vectors, p; to pio,

_..-«‘_-_..-r"‘!' "' L .?fﬂ_
element of an input fe:!_lSure, namely x. The mwfs are plotted against the

values of x,. All the posiiive activation values (c
| 4
negative activation valuegjclass B or non-class A) are ben h the zero line as shown in

Figure 2.3(b). Ttﬁ uﬁnkan%f%j)%ﬂ WQJQﬂu‘gctlvatlon values for a

particular class.
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defined by the interval [1,3] of x,. In case of x;, we can see that there are mixtures of
positive and negative activation values in both class A and class B as illustrated in Figure

2.3(c). Hence, it is impossible to separately define intervals of x; for class A and class B.
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Figure 2.3 Activation values projection. (a) Points in 2-dimensional space.

(b) Point projection with A; and x,. (c) Point projection with h; and x;.
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2.1.3 Basic Definitions for REAP Algorithm

The data are assured to be in Euclidean space. The relevant terminology to REAP

is given as follows.

Let [/;,u;] be an interval with respect to input feature x;, where /;is the lower bound
and u; is the upper bound. Interval [I;u;] defines class A if the activation values of all

input vectors having x; in [l;u;] have the sa@ and class B (non-class A) if the

activation values of all input vectors haviné x; In [lu;) have the opposite sign to that of
a— .

class A. The input vectors/of"é/ s/A may be scattered into several intervals and are
u. ""qu.turés.‘ In this situation, the conditions for testing
' a2

=

determined by a set of s

whether an input vector is4

L *
’ 4

an‘be Ttten in the following formats.

&d

idd
Let a be the number of intervals.If class A is defined by a set (IPu 1 <s<

WeLeLY |
a} such that [°u] N (102 = St <s, 1%@ fmd s # t with respect to input feature
d f sindea deid B4
— o

o

xi, then the condition of an input feature to bé_“?i_’q-’,c’;!ass A can be written as [I"
et et S e

4]+

(2@ +..+ ([1,w] The notation + denotes the logica
v A

Let n be an inpuL_feature dimension. For any class, say class A, let [/,u;] be an
interval with respeet to input feature x; if.class’A,can.be defined.by a set of intervals of
input features {x;{i1 <i <n}, then the condition of an input feature to be in class A can

be written.as ([£1,21] *{Ixze]* L. 7% [ Li,u,]) ' Where: * denotes logical |/ AIND!

Let {[Z,u"], (2u®), ..., [15u "]} be a set of size aj of intervals of input
feature x;. If class A can be defined by a set of intervals of input features {x; | 1 <i< n}
then the conditions of an input feature to be in class A can be written as AP,uP] +
E2u®)+ o+ BP0 * PP+ BP0 + o+ 20N o (O]

+ [Pu® + o+ 19 u“")) where * denotes logical AND and + denotes logical OR.
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Definition 1.

A crisp rule for classifying class A is a rule expressed in “If condition Then conclusion”

format. The value of the condition is projected on the input features. Let {[l,-(l),ui(l)],

[ I 2) (2)]

U , [15,u“"} be a set of size aj of intervals of input feature x;. If class A can

be defined by a set of intervals of input feature {x; | 1 <i < n} then the conditions are

#/ s A in an n-dimensional space in

addressed by the intervals of the i :
the following format.

“If (A

An example of some cris aﬁ' nensional space for input features x;, x; and
x3 shown in Figure 2.4, wh l¢ ' Le<f<g<hforx,andi<j
input for xs3.

“If ((a =%
(e &%
(i S x38

Then class A”.»

Note that the cnﬂrufﬂg %l &lm 5 %&Ll:m ‘Elgure 2.4 can also be
written in the follow1§forma

I UM INYIN Y

“If 9 ((@<x;<b)and (e £ x2<f) and (i < x3<)) or
((a<x1£b)and (g <x2<h) and (i < x3<))) or
((c£x12d)and (e<x2<f)and (i £x3<))) or
((c£x1=d) and (g £ x,<h) and (i £ x35j))

Then class A”.
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If there is at least one n}jiur d ﬁgative activation values of

every input vector py in the interval [/;u;], then the interval [l;,u;] is called the ambiguous

e m&m WEINS
Deﬁmtzora W’] aq ﬂim NVH’J VI El’]‘ a E]

Let S;" be the set of intervals on input features x; consisting of all positive activation

values for all patterns and S; be the set of intervals on input features x; consisting of all

negative activation values for all patterns. X; is called a useful feature if | S M S;| < o,

where o is a pre-specified constant. Otherwise, x; is called a useless feature.
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2.1.4 REAP Algorithm

REAP algorithm consists of two processes: (i) a neural network training process
and (ii) a class interval extraction of each input feature process. In process (i), the neural
network training process, a standard backpropagation neural network with one hidden
layer is employed. The network structure hz?s three layers: one input layer, one hidden
layer, and one output layer. The value of each/mfy.t—vector is a numeric number and not
limited only to binary valuesas those mM of-N rule {7]. Unlike the KBANN [8], no

domain knowledge is requi‘rgd.m” dify th links of the hldden nodes. The network will

- The irst group is the interested class for rule base

-
- 4

classify the input data into Ps';

extraction while the second group is the ;smammg classes not in the first group. Suppose

‘ namély, é{ass A, class B, and class C. We need three

bk ,-'Jn 4
-

ess The first neﬁ}ork is the network for extracting the rules

we have three classes of in
networks for extracting the
for class A. In this case, the outpu{'values forfﬁe‘{;attems in class A are set to 1 and the
output values for the pattems in tﬁe other cIasses (class B ?\d class C) are set to O as

g,g —

shown in Figure 2.5(a)‘jf§he second network is the networks..fdr extracting the rules for

class B. In this case, thef’loutput values for the patterns in-class B are set to 1 and the
output values for/the pattéris from the othet classes (class"A-andiclass C) are set to 0 as
shown in Figure 2:5(b). And the third network is the network for extracting the rules for
class C. dn this case; the output values for the patterns in class C/are set to 1 and the
output values for the patterns from the other classes (class A and class B) are set to 0 as
shown in Figure 2.5(c). So the number of networks to be trained is equal to the number of
classes. The reasons for separating the network into individual class are to increase the
classification accuracy and to use the activation value of each hidden node and its weight

link to classify each class only.
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] 7 (c)
Figure 2.5 The classifica ) ;WOr class B. (c) For class C.
The detail of REAP 1,2, and 3. Algorithm 1 is
for training the network and 1 hidden neurons. In process
(i1), the class interval extracti tracted rules are generated using
the class interval. The detail of ir; Algorithm 2.

Algorithm 1. eural i
: 7
1. Define a 3 layer nﬁ al
|
2. Repeat
. &
N )1l k(12 e
4. Admt iEI of-each’l ing'the ﬂa:l@pzaﬁon learning rules.
5. Until the sum squared error between the targets and outputs of'the network <7
o) pERDEIK et R}
6. If i sum squared error between target and output of the network > 7
7. Then goto step 1.
8. Else Accept the weight links of the trained network.
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Algorithm 2. (Extract crisp rule using activation projection value)

1. Set the threshold value o for the useless input features.

2. For each hidden neuron Dj, 1 <j <r, where r is the number of hidden

neurons.
3 For each input vector pk, 1 <k < m, where m is the number of patterns
4. Do Compute the activation value of each px
5. End For \\\ ,/
6. End For N ///
7. For each input featum n, .}’her mber of input dimensions
8. For each hidd
. For each i
10.
11,
12. If the mu ' ' siti Regative activation values of
li,u;] is greater than a
13, Then ormt thefmpa;t ,featstfé“%n the crisp rule.
14. ' isp rules fo SS mises are
@) and
([l o u,"’] or [l,‘”,u,‘”} or ... or [l u]) and ... and
ﬁ 1 2 %J"Wﬁ W BN
15 End or
o MRARIN T NNIINYINY
17. End For

Some input feature x; can be omitted from forming a rule by considering the
number of input vectors and their activation values. With respect to input feature x;, if the
difference between the number of input vectors with positive activation values and the

number of input vectors with negative values is greater than a preset threshold o, then x;
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is omitted from forming any rule. From Figure 2.3(c), if we set the threshold @ to 40%, in
this case, the crisp rule will omit x; from forming a rule. Because the activation values in
the interval [1,6] for x; have 50% (5 data points) of positive activation values and 50%
(5 data points) of negative activation values. Hence, it is impossible to define the
intervals of x; for class A and class B, and x; must be omitted from the crisp rule. This
process is the feature extraction technique’ xﬁ /ﬂ}a mining application to reduce the

number of dimensions of the input features by ehmm” the useless feature.

If some input vectorsypy Whose activation values with respect to a particular value

of an input feature x; have so ﬁ,iguous intervals, then these input vectors px will be

left out from the rule checking proces becausé their conditions will not satisfy any rules.

—

ous acu&aﬁon intervals must be considered during
i fJ

To solve this problem, thes

; < ¢ .
‘g Fd LA _,f,l'u a:

"f
4 d JJ - A-n

the. mterval T%Er]f there is 2% of negative activation

the rule extraction process.
For example, suppose i

values and there is 98% of positl_\/uﬁ;a@,nyatlonuyﬁ_{ug.;_ln this case, it concluded that there

A i v
is 2% of ambiguous mt - :

crisp rules with amblguous activation interval. For example,.lf the value yis set to 2% of

1 3 is used to extract the

ambiguous interval, then 2%wof negative a€tivation values with 98% of positive
activation values are allowed for crisp rules. On the other hand, 2% of positive activation
values withy98% of\negativeactivation yvaluesiarerallowed foricrisp mlesoThe y is used
to allow thenoise to be accepted to form the crisp rule (this value should be small around
1-5%).

Note that the maximum number of accepted ambiguous activation values ¥ and the
threshold value @ are not the same value. 6+ The @ is used for the feature extraction

purpose to eliminate the useless input feature as describe in Definition 4 (this value



should be around 40-50%).
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10.
11,
12,
13

Algorithm 3. (Rule extraction with ambiguous activation values)

Find all intervals [/;,u;] which are unambiguous and ambiguous, where /; is the
minimum value and u; is the maximum value.

Let w be the maximum number

and plus sign activation va

J=2, I=1, K=0
For each x;

Repeat

End For

The time ﬁaﬁﬁ’ﬁgﬂlﬂﬂ%} ngrﬂlﬂﬂe m is the number of

input vectors, n i$the input dlmensmﬁus and h is the number of hldden nodes. The

e AR T W B e

values or all negative values to all input features regardless of their classes. This pruning

eliminates the non-separating neurons and will provide the small network with less

hidden neurons. Note that the proposed REAP algorithm can be applied to the data set to

project on each dimensional space.
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2.2 Extraction Certainty Factor (RECF) Algorithm

The main reason to do this process is to provide more information about the

certainty factors of the rules to the user. No further training is needed. The RECF

"////)om the crisp rules. The related
2 4 ~
- h—\

algorithm calculates the certainty |

definitions to RECF are given

2.2.1 Basic Definiti

Definition 5.

pe—

The certainty factor is usec_l,%jﬁﬁgg

e : ;::, ?

the CF, of class A equalgd g a WO input vectors out of 100

input vectors correctly class'bﬁlegcllh as in class A. xl}erefore, the higher the CF, is, the more

certainty of rule i b p B W B AR A 1 D

U

oot 1) A7) T LN IN A S

A non-vagu% input-feature interval is the input feature interval that covers only one class

of input vectors.

Definition 7.
A vague input-feature interval is the input feature interval that covers more than one class

of input vectors.
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There may be some vague input feature interval in any class. As illustrated in
Figure 2.6, the non-vague input feature intervals are [a,b], [c,d] for x; and [e.f], [g,/2] for
x2 while the vague input feature intervals are [b,c] for x; and [f,g] for x,. These particular
be the overlapped intervals of both class A

A

s / \%

7/BY AR
NN

vague input feature intervals are consider:

and class B.

8T 777
T
'.sa

#',' C. 3

Definition 8.

ty factor included in the

ACFrulelstheexte n of a crisp rule with a ce

el “The Tﬁﬁjﬁ ¢) uons %’w El} ,.] ﬂ ‘j
CLMER i Wﬁ?‘m"i Ny

Definition 9.

A definite rule of class A is a CFx rule which has the CF, value equaled to 100.

The definite rule obtained by a non-vague region is a very useful piece of

knowledge because the given intervals are definitely in the class. If the CFa equals to
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100, then no input vectors of other classes are within the assigned interval for class A.

From Figure 2.6, we can generate the definite rules as follows:

rule(1) If (@as<x;<bandf<x;<h) or (b<x;<cand g<x;<h)
Then class A CFa = 100.
rule(2) If (bsx1fcande<x<f) or (c<xiSdande<x;<g)

Then class B CFg = 100.

Suppose that the vague r@% class A and 20% of data in class
B. We can generate the CF w
rule(3) r o /

Then cla

rule(4) If b

2.2.2 RECF Algorithna,

AU ANYNINGINT

In the crisprules, it is possible to compute the accuracy of each rule. By noticing

o oGRS Bl v

eliminate tlﬂe overlapping input vector intervals to produce a new set of rules and make
the rule to give a higher accuracy rate of some rules. Since CFj, is the percentage of all
input vectors of class A correctly classified under the crisp rules and has the value
between 0 to 100, the RECF algorithm is the process to produce the definite rules where

the intervals have CF, value equaled to 100. In the first step, we need to find the vague
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intervals from the crisp rules and assign the intervals for the definite rules with CFa
value equals to 100. Next step is to compute the CF4 values for the vague input vector
intervals and produce the CFx rules. The CF4 value that is less than the preset threshold
value & for accepting the certainty factor value will be eliminated. Suppose that, we set
the threshold value equal to 50. From Figure 2.6, rule (4) can be eliminated because the
CFjp value in this case is 20. This algorithm wfl}/ /;ve the CF rule base. The CF rules are
composed of rule (1), rule (2) and-rule (3) The déﬁfl .of RECF algorithm is shown in
Algorithm 4. The time of “RECE algonthfn is m=n or O(m) where m is the number of

input vectors and 7 is the number f mput fépture dimensions.

. .
L — _‘{

Algorithm 4. (Rule" xZ{t n, ;th cexSamty factor)

Set the threshold & jior aeceptn’xg the certainty factor value.

£ AAA ,-'}‘1 4

1r< i&n; w}wfe,re n is the number of dimensions

FYP

o

For each input feature
For each intervals

Find the overlappm g m’térval forﬁiass A.
— ol

Assign CE& value to each vague input feature 1;L§rval

2

3

4

< Compute t_pe accuracy of the 1n;;ut vectors of cldss A in each interval.
6

7 If the _S‘»FAS value is greater than the thre§_l}old value &.
8

Then Form a CF rule and assign the CF, equals to the accuracy

of the input Vectors of class Al

9. If the CFas value = 100
10. Then Form azdefiniterulejandyassignthe €Fagvalue te~100.
11. End For
12.  End For

2.3 Rule Extraction Natural Language (RENL) Algorithm

Rule extraction natural language algorithm uses natural language (NL) terms such

as “small”, “medium”, or “large” in the rule base in order to make rules easy to
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understand. A user will have a conceptual relationship between the input feature values

and the given class.

2.3.1 Basic Definition for RENL Algorithm

A rule expressed in a natural language has the same format as in the crisp rule but

“If conditionssof Class"A expressed i language terms
such as “sm

Then class A

X2
h ——
lage SR
e o
medium Vi
f i
small Ch
e — -
= .

a4 ¢ i &

s;nall medlum large

rawe27 fichr AT T e

the values of each mte al.

ARIAINITUNIINYAY

From Figure 2.7, we can devide x; into 3 ranges [a,b), [b,c), and [c,d), x> can be
divided into 3 ranges [e,f), [f,g), and [g,h), and name them in NL terms as “small”,
medium”, and “large”, respectively. The examples of the NL rules are as follows.
rule(1) If (x1 is small and x; is medium or large) or (x; is medium and xis large)

Then class A CFA=100.

rule(2) If (x1is medium and x; is small) or (x; is large and x; is small or medium)
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Then class B CFg = 100.
rule(3) If (x11s medium and x; is medium)
Then class A CFa = 80.

2.3.2 RENL Algorithm

RENL algorithm is not based on the concept of fuzzy logic and fuzzy set where a

membership function must be sp NL terms defined by a user. After

dividing the NL terms, eac

the following example. 7 ;

Suppose the speci > term - edium, and large when the
considered input features Since. th antitative terms, the values
of input features of x; mu
where u; < I, and u; < . n: ' r natural language terms are not
allowed the overlapping value. 7 Vis assigned a quantitative term as

follows:

[Z1,u1] igned term s

I
[l2,u2] is ;igned term “medium”, and

[”ﬁ]ﬁﬂg‘ﬁdﬂ’ﬂﬂﬁ NBINS

B 10m 0 i1

6 is used so that all linguistic quantities can be deployed without introducing new
linguistic terms. On the other hand, when the number of interval is less than the number
of NL terms, then dividing interval algorithm in Algorithm 7 is used to split the existing

intervals to deploy all linguistic terms.
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Algorithm 5. (Rule extraction natural language algorithm)
1. Let NL_Term = number of natural language terms.

2. For each input dimensional space x;, 1 <i <n, where n is the dimension.
3. Let M = the number of intervals for class A given from the CF rules.
4. Let I = {['"u™, (12u®), ... [1{,u*"]} intervals for class A given

e Yy,

5.

6. Then Do Merge interval algori

7. It <NE Tomm

8. Then D

9. Assign eac eV ali ’ i _

10. Form the NLirule ; ang; rms in step 9.
11. End For o _{;‘;Jj a

Algorithm 6. (Merging in i
I For NLTerm <M = =
2 PDj= (the number-ef.-d:ahin yi' 55 A of interval j)/(the number of all

of interval j/thi e totalarea of all intervals))

data i ¢las

< Let CF;=

4. Cost_Fun ,,

% t 'EE st Function;

.l ?ﬁw e

7. Then Iperge = merge IyinWwith the nearest interval.

Q) B T B A i
is equal to minimum cost value of i, —1 or Lyi,+1.

9. Compute the new CF value of Iperge.

10. M=M-1

11. End for.
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Algorithm 7. (Dividing interval algorithm)

1. For M < NL_Term
2. PD;= (the number of data in class A of interval j)/(the number of all

data in class A* (the area of interval j/the total area of all intervals))

3, Let CF; = Certainty Factor of the interval.

4. Cost_Functionj= PD; * CF;

5 Let 1,4, = the interval with the n{al /mum Cost_Function;

6. Let PDpya, = the PIRGENEE, ’ -*"","_,

7. Divide I« in.t:c:_'t;w_o parts un‘fil probability density value of Luviges = PDmax
and Lyivide2 W '

8. Compute the values A‘fldividel and Liivider.

9. M=M+1 /! ;

10. End for.

However, how to select tl mtex:.val toljf merged or to be divided and to provide

NL rules with a high accuracy 1s uﬂpm’tant Let.t-f:éff’robabzlzty Density (PD) value of the

interval equal to (the number of data’if class: Al'féi‘"ea‘ch 1nter}al)/(the number of all data
.'L

in class A* (the area ofjach interval/the total area of all mtég/als)) The criterions that

—r

will be used to select the Q.llwded or merged interval are the PD value and the CF value of
each class. Let the.cost function of any,interval.-equal the multiplication of the probability
density value andithe CF value of its class. The input vector with a lower probability
density value 15 less likelyto occur and the lower ‘CF'value means the.Jess certainty about
the class. Then, the cost of the lower probability density value and the lower CF value is
less likely to occur than the cost of the higher probability density value and the higher CF
value. For merging interval algorithm, the selection of intervals should be represented by
the event of the least likely to be happened or the minimum value of the cost function.

But for dividing interval algorithm, the selection of intervals should be represented by the
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event most likely to be happened or the maximum value of the cost function. Suppose the
dividing interval has the probability density value equals to PD, then the interval is

divided into two subintervals having equal probability of PD.

/0 .CF,= 100 CF,=80

T ANEANYRINE AN
RSATTIBA HE A

very small small medium large very large

©)

Figure 2.8 The NL rule base intervals. (a) The CF rule base intervals.
(b) The merged intervals. (c) The divided intervals.
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The NL rule intervals in Figure 2.8(a) illustrate how to calculate the cost function.
In this figure, the CF rules give four intervals {11, I, I3, Is} which the numbers of data in
class A are {340, 700, 300, 160}, respectively. The total number of data in class A is
1500. The calculations of the probability density value of each intervals are
{340/(1500x(4x3)/36),  700/(1500x(3x3)/36),  300/(1500x(2x3)/36),  160/(1500x
(3x3)/36)} or {0.68, 1.87, 1.19, 0.43}, respectf(;el/ The CF values for class A are {100,
70, 100, 80}. The cost functlons of eacﬁl mtef’v'/ —m{Il, b, Iy, Iy}are {(0.68x100),
(1.87x70),(1.19x100), (O.@]—F—'ﬁ {68, 130.9, 119, 34.47%, respectively. The minimum

value of the cost function is in'/s the maximum value of the cost function is in I.

Next, we will consi t r'ngrgé_" or divide the interval from the CF rules. If

| #*
ur Jth we-fcan‘;ssﬁgn each interval to have the same value

the number of NL terms is

as CF rules and name each/intervals’ wlth I\H.. terms (small, medium, large, and very
Ll Jl £ 4"-&

large) as shown in Figure 2.8(a). However, 1f ,tl')éfnumber of NL terms is three (small,

medium, and large), then we neeﬂ>t6 merge .’the-‘iiité-rvals. In this case, the selection of
A E
- - — m— = —

intervals to be merged%gs} the minimum value of mmqlon I4 where the merged

interval is shown in Figuﬁr__gél 2.8(b). On the other hand, if the:number of NL terms is five
(very small, small,.medium, large, and.very large), then we.need to. divide more intervals.
In this case, the selection of intervals to be divided 1s the maximum value of the cost
function I, wheére ‘thedivided intervalis shiowa lin'Figure'2.8(¢): ‘Frofil) Algorithm 7, item
7, the selected interval is divided recursively into two parts until probability density value
of Lyivider = PDmax and Lyivigez = PDpax. The time for dividing the interval into two parts is
O(log m), where m is the number of input vectors. The time for RENL algorithm is r-log

m or O(r-logm), where r is the number of intervals obtained from the crisp rules.



	Chapter II Rule Extraction Process
	2.1 Rule Extraction Activation Projection (Reap) Algorithm
	2.2 Rule Extraction Certainty Factor (Recf) Algorithm
	2.3 Rule Extraction Natural Language (Renl) Algorithm


