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Chapter 5

Design of System Network Architecture

Various activities are required to implement System
Network Architecture caongé current Thai Airways
International's Computes The following steps that
i plementation time are
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develo mmw ?F%; 2,3,5,and
6. The th vity step

3,4,7,8,9,10,and 11. The test group 1is involwved with
activity step 3,7,8,9,10 and 11.

The support group is organized to support both
development group an the test group. To do this, the support
group requires certain inputs from the other groups. For
instance, ‘as shown in figure 5-1, the support group requires
information from the development group and from the test
group in order to accomplished unit, package,system and
field testing. If the project is relative small, it may be
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more practical to have 1less than 4 departments doing the
four different type of tasks. A separate test group acts as
a check and balance on the development group. The decision
to use a separate test group also results in different times
in the project life for peak computer time usage and for
peak man power levels. Figure 5-2 shows peak time for
project with a saparate test group and figure 5-3 shows peak
time for a project without a separate test group.

Project plan and.systen feguirements can take place
concurrently. The req gllants contain a definition
of the technical = of a facility which
desires and automag - : gep should be done by
Thai Airways Internatien®l B pe aneds.and, of course, not be
a purpose of this e Vil | Ve ﬁhgome typical system
reguirements tha 1pC srited L
TN

£ be entered at the

evaluated are:
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Design Phase

i
This step can dewidi/

is the purpose™ g thes; g éFystem Generation
(SYSGEN) , which%& oD Come Do sostew 4 programmers using
appropriate docuénts. A

System dasIEn activ cludes Jgth the hardware and
the software conceptual design of the system. After the

design specifi i ! ' ifications are
completed, ﬁﬁg 3@1 Ean %iarted. Hardware
and softwar m' ~gr ry fast, with

hardware addynces, cost , performance has hown rapid
improve : t okh ‘ i in software
develop g %ﬂgﬁgms %fio ;ﬁ ErF ;!El percentage
of softw c i ota st. trends of
the ratio of hardware costs in computer department is shown
in Figure 5-4. The forecast that the ratio of hardware costs
to software costs, which was 3:7 in 1970 ,will be 1:9 in
1985. Thus the ease of development will become increasingly
important factor not only for reducing the total cost of

system development, but for developing a high reliable
system as ‘well.
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Operating system migration

This step is developed to enchance the operating
systems in order to make them suitable for the complex tasks.
Current operating system is 0S/VSl (Operating System/Virtual
Storage 1) will be migrate to 05/VS2 or MVS (Multiple Virtual
Storage) This new operating system will gives the capability
of addressing up to 16 1' e for each users.
. Although this U [ ot - rectly concerned about
the design of SNA sygtém, lhowevels*™Llhe migration will improve
Overall system pesfsemances wlehnwtherapplications are more
complex in the nea 5. 3 —

7

Since MVSSUpgtats 1 ‘\Q- ring Option) through
B
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Figure 5-4 Trends of Hardware and Software costs
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Phase 1, consists of wupgrading 3705 communication
controller storage from 32 K to 256 K, converting 3705
Emulation Program (EP) to NCP!® Install IBM 3274 model 31C
Remote terminal control unit including IBM 3278 display
terminal, and customize the control unit to operate under
BSC?? Generate logical unit for BSC 3270 to use with new BSC
terminals. Converting BTAM in 0S/VS1l which run under VM/370
to VTAM} generating VTAM for 3270 non-SNA local attachment
terminals. The beneficia fesults expected in Phase 1 were
host offload, alleviation\ ip-channel and 1line address
limitations, release Host = line control and error
recovery to 3705 NCE_* BSC 3270 under VTAM has
to perform because o handle PTS terminals,
since they can o @tgeol, and a lot of old
PTS terminals ca 5 €0 ler AM, i.e under SNA
environment. ThisfPha®a’ i1l b o, CICS/VS test system
under VM/370 for e $% fiehugging e estlng.

RemoTE CLUSTER
ConTrROL UNIT

LU ClCSf?S 3274- - 3278
31C =

PPPLICATIS 3—= - 3278
i/ i , — 38C |- 387
370 | OS/VS1lyTeM BSC

114 ’mﬁm i

CMS

RS NV AU 2116 B

ConTrOL UnIT
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Figure 5-5 Phase 1 system configuration

* See Appendix D



59

Phase 2 this phase start testing SDLC terminal by
using the cluster which was installed in phase 1., The 3274
remote cluster controller has to re-customize for SDLC2
operation. At this phase , all of the hardware used is the
same as phase 1, except the configuration of 3274 was
changed. This is the advantage of wusing 3274 because it can
be customize to work with BSC or SDLC by 3just changing the
microcode on the diskette. The 3274-31c are connected to
host via SDLC links. Uti ue SNA concept for terminal
attachment. Modifying igid NCP for new set of SNA
terminals are require @ are still in 0OSVS1l which
run under VM/370 fo &8s Expected benefits are
plication and addition

separation of com
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327% | - 3378 Ly02
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Figure 5-6 Phase 2 system configuration
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Phase 3,originally same as Phase 2, but imply on real
production system which run on native 0SVS51. The whole set
of software and hardware had been tested in the VM/370 test
system. The only hardware change is to upgrade 2nd 3705 from
EP to NCP, 3705 storage have to be increase from 32K to 256
K. At this phase, the performance of the system and response
time will be increasing satisfactory. New SNA terminals and
new application can be added to this system with minor
modification to the existing iystem. Changing of terminal
type will not cause any change fg €
be done in VTAM 3 NCR) [ LA for matching the new
configuration. — :

- CPT
- PRT

- CPT

= K1

LocaL CrusTter C.U. Rertote CLusTeR ControL WiTs

Figure 5-7 Phase 3 system configuration
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Phase 4 , is the installation of 4 processor switches
in each 3705 and install 2 modems to communicate from one
3705 to another 3705 using SDLC link, line speed of 9600 BPS
can be used for this 1link. Install Cross Domain Resource
Manager in each host, this modification are mainly done in
VTAM and minor change in NCP and adding more logical unit
and physical unit to CICS. This phase may be called
multitails NCP which allow up tn 4 CPUs (hosts) to access
one 3705 at the same t 1 benefit of this step is to
share or expand number o als to be connected to any
host for application a sab/ or in the case of any
failure in the 2 £ ! pE®™ Both VTAM in production
system and test sysieR JUsSt Be gl . VM/370 should be
migrate to VM/SP be

In order domain session in
operation, the VTAMG 23 Nl 0 ACF/VTAM with MSNF
(Multi System NetwWOr Fac v * 2shas to be upgraded
to ACF/NCP. CICS/\ - facilities should be

installed \\\
1' }) provide :

processing
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= Fufict@io]
- Dist
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application and devices.
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Figure 5-8 Phase 4 system configuration
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Phase 5, This phase , there are no major change in
the hardware component except increasing number of terminals
and application programs in OS/VS1 under VM/SP, or native
0S/VSl. VM/VCNA is installed in the test system. The purpose
of installing VCNA 1is to enhanced VM/SP. All of the
terminals that were connected through VTAM can access VM/SP
and can use CP/CMS. The beneficial of this phase is to make
VM/SP participate in SNA network and end users can access
more application. This phasé fis a good phase to start the

migration of OS/VS1l to MVS gf g TSO™(Time Sharing Option)
running under MVS. ol ‘//T
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Figure 5-9 Phase 5 system configuration

* See Appendix D
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