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N METHODOLOGY USING
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cquire interesting

information. Most n systems the overall rating

"\

sarchers have recently

begun to exploit ‘ . . te m's i S to. o~. precisely capture the
users' preferences. nique ds calle iing. The multi-criteria
ratings are usually ) usel rofiles. H current multi-criteria

recommendation systems still f i ty g a user profile depending on

time. This report proposes a ) iNng method that can update user

profiles in a required amoun -*..1-:‘:_ n .p',.- sis, and obtain more effective

user profiles. .oy nd be avior profiles.
= . H"

o] 1 Making (MCDM)

Moreover, to

to the multi-crﬂ ra lictio ‘vﬁ. We conducted
experiments u varying conditions using a reliable database,

hoo Movies. The

experimental resulfw that the proposed Uod outperforms a set of previous
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CHAPTER |

Internet service is bringing & new chance ion distribution, and absolutely

increases competitive advantage rganization responds to it by

ability. One interesting m [ Recomm s users to find out what

they prefer by learning their

as his/her profile. Most res% have fc = neighbor forﬂtion and the rating value
prediction steps in order to |lrlr?prove the recommendatlon performance. Various kinds of profile
construction tec neighbors. They
extract effective ﬁrsﬁﬁ a{joﬂgmﬁ wuﬁeﬂm:ﬁ ctive neighbors.
Meanwhile, resear ers proposed various teghniques to bette‘zgredlct users’ ratlnylues on an
- ARIANNIMNANEIAY
chently the evaluation is done by a user giving the single-criterion score 10 an item based

on overall preference. This way has worked well with many services. However, the effort to seek out

more accurate way is still in charge of the recommender system area. Many development directions



have been observed. Among them, a multi-criteria recommendation technique has been interested
by a lot of researchers’ interest. This technique realizes that users often express their opinions
based on their own aspects. The single-criterion technique which represents just the overall
preference will not be able to sufficiently handle the situation. To enhance the expressive ability,
multi-criteria techniques have been proposed. Adomavigius, G., et al., 2007 is the one who
publicized that the multi-criteria technique is able .0 outperform the typical single-criteria
technigues. Besides, some industries-have begun studying-multi=eriteria systems. For example,
Yahoo Movies which is a recommendation.service that employs the mechanism to let user specify
multi-criteria ratings for eachumovie, it'is theplace tr_]at clearly realizes the multi-criteria idea.

This work proposes afnovel multi-Criteria rl'ecommendation method. It concentrates three
details. First, weight assignment which is in the par.Lo’f' neighbor formation is proposed. Generally,
user profiles are created pased on the item featur?s (J(;riteria) for neighbor formation. Since the
influence of each criterion differs /\depending” on tt{? tjser, different weights to the criteria are
necessary to be appointed. Although several method-g-were proposed to assign criteria weight,
some of them assigned the same weights to all usersfe;,tjgally, while others required user’s effort to

assign the criteria weights. The propo:sed method Cahffagt:(_amatically assign different weights to

criteria according to each user’s characteristics. T

Second, a new User profile :fc;rt-the'neighbor for-r-n-;ti-ogn iIs concerned. Most multi-criteria
systems are categorized o a user-preference based system thatdireciy utilizes the rating given
on the criteria by a user, or-a-user behavior based system that utilizes the fréquency extracted from
criteria evaluation. Both of¥them do not completely represent the "user’'s characteristics. The
proposed profiling technique“expleits both the user fpréference and behavior for the neighbor
formation.

Third, a new. method for rating value prediction from the neighbors’ multi-criteria ratings is
presented. In_the rating value prediction step, recent recommendation systems predict the value
based on weighted average.technique using thessinglescriteriag(Overall rating) of an active user’s
neighbors' of a target user. The weights differentiating significance of neighbor’s ratings are the

similarity values between the active user and the neighbors. However, the idea of single-criteria, as

mentioned above, lack of ability to provide accurate recommendations. The proposed method



avails the multi-criteria ratings of neighbors for predicting the rating value for an active user by
using the MCDM technigue instead.
Last of all, the architecture of mobile multi-criteria recommender system is also designed.

The case of banking services in Thailand i nsidered to express the feasibility of the

proposed recommendation algorithm. T nking is a serious business domain in
such the way that it increases competitive & ntag'e. any banking services have been
esi@s, the-trend-of'such services keeps going on the

select a proper banking

presented to users by each indivi
use of mobile facility. This
service when they are usin at a banking service can

be represented in the ter ia recommender system

This work is organiz ts and explains a set of
research works in the related opportunity to enhance the
recommendation accuracy. The thir methods. The fourth chapter
presents the mobile architecture ecommender system. The fifth
chapter shoes the experimental resul nethods, while the last two sections
discuss the experlmenif 7 ontains the details of
recommendation algorithn » --------------------------------------------- gphoklang P., Maneeroj
S., et al, 2010 (IADIS 20 et al, 2010 (KST 2010)

respectively.

“ObJeCtNﬂ‘iJﬂ’J"flﬂﬂiWﬂ']ﬂ‘ﬁ

The foIIowmg proposed ideas are gmed to increaséropportunity of pr&d'cmg better

<o RN SR 173 V1818 B

Prop(ﬂse dynamic weight which is varied by users, and adaptive through time.

2. Propose hybrid user profile which is the combination between preference, and behavior model



3. Propose the applied MCDM (Multi-Criteria) which is the new preference score prediction
techniques.
4. Design mobile banking service recommender system architecture to ensure the feasibility of the

proposed methods in real situation.

1.2.Scope

This research conc e 0 enhance the quality and

accuracy of recommendati S ISEr-yari - »“1 \?}3 dynamic user profile, and

ie. The considered criteria

upon movie are overall, story, ¢ direction ~- s, er|a are considered in user
profile construction, and rai 2dicti ’
1.3.Research methodology

In order to achieve the défine@ tives ing tasks will be stated by means of

® Analyze the end’of research in the multi-

criteria x"‘af > proposed method to

improve thc f 7
J|

ption: After investigating the idea, a set of assu

ensuring the |c£

Floled ARINITHYINT

ude and analyze the expgrlmental results

ﬁﬁ IR NRIINGN Y

® Prepare the thesis report

® Set assum ptions need to be set for

All these steps are done in sequence through time defined in the Table 1.1.



Table 1.1: Task schedule

Month sequence
No tasks
1 | Analyze related literatures
2 | Set assumption
3 | Do experiments
4 | Conclude and analyze the
experimental results
5 | Prepare the proceedings paper
6 | Prepare for the thesis proposal
test
7 | Prepare the thesis repeort
1.4.Benefits

quality of recommendation by recognizing more closely to the user preference and behavior,

getting the user model adaptive, and utilizing more reasonable neighbor.suggestion.

The proposed algorithm will” Rélp @ multi-criteria “recommender _system produce better




CHAPTER Il

THEORITICAL BACKGROUND

Three types of recommender systems have beeniobserved with respect to recommendation
approaches. The first one is the content-based filteging. Ik provides recommendations based on the
similarity between user profiles andsitems. Fhe user profile is therepresentation of user's historical
data in rating items, or the requesSted.queries in which the keywords relate to a set of items are
specified. The second one analyzes user.characteristic, and produce a set of similar users. A, the
similar users will give opinion to agarget user. fhis is called a collaborative filtering approach. Many
works showed that only one of these two approaches:have some limitations. Therefore, researchers
proposed new approach which tries to combine both;!teé‘hniques. It'is a hybrid approach that uses
both previous approaches abilities to compensate fbrlthle limitations of the content-based and

collaborative systems. Hybrid géchpiue has been developed based on single-criterion rating

-hld-d

successfully. However, the trend of making recommenéé_njiz?n based on multi aspects of items
produce much more accurate result. Therefore, the hym:'x'dw‘"a."pproach is now adopted in the multi-
criteria rating recommendation system. For-example, Yé*‘\ﬂ('}'(')'r‘fvibvies, which is a movie recommender
system (Adomavicius, @ .et al —2007) provides four criteria for-movie.ratings: story, acting,
direction, and visuals.

Manouselis, N., et alr.‘, 2007 proposed a framework to analyze and classify multi-criteria
recommender systems. In most.works, they mentioned that the user profile is merely created as a
vector of the valugs ifelated 'tof each fitem crilerions.Since differént &ritena affect the user's
preferences unequally, “they should be signified by a“Set offvalues called' criteria weight. Thus,
weight assignment should be the main consi@eration in making@.more accurate regemmendation.
Manouselis, N, et al., 2004 "propdsed a system for which users need 1o providgscriteria weight
manually. (Fhis will deteriorate the usability of the system and also increase the user's cost. On the

other hand, many studies tried to calculate the weight automatically by using all the historical

preference data. However, they did not consider the fact that a user's preference will absolutely



change each time a user provide new rating information. For example, in the Lakiotaki, K., et al.,
2008, and Plantie’, M., et al., 2005, a set of criteria weights is assigned for all users. Moreover,
Srikumar, K., et al., 2004, and Perny, P., et al., 2001 created criteria weights that is a user variant.
Unfortunately, they did not take into consideration updating the weight when the preference
information consecutively changed. Therefore, the criteriasweight varying for different users and
different times should be considered.

Another aspect of the neighborformation step of recommendation is the profiling technique.
Usually the value of each criterion in thestiser profile is the summarization of implicit collected by the
user behavior or explicit given by the user's prefe_rence. For example, Maneeroj, S., et al., 2009,
stated that the user profile is.gompesediusing oniyl‘the user preference data. In a system that lets
users express their preference information fin“term of multi-criteria ratings explicitly, it showed only
one implication in the user profile. Meanwhile, son?é th_udies tried to observe the user behavior
according to their behavior in item selection. Each of;'ftdhefn can only imply the user characteristic in
one aspect. This leads the system to incompletely:—-gecognizing the user. Therefore, both the
preference and behavior should Be incorperated 1?1;"‘tge user profile to represent the user’s

characteristic more correctly. Y aind Eerel !

Another highly considered part is the rating value:’prediction step of the recommendation. In

=

this step, a system préedicts a rat}né- value from the list of similar gsers (neighbors). Most
researchers tried to use (the Weighted-average technigue on the single=ciiteiia rating (overall rating
toward items rated by neiéhbors) in order to estimate the recommendation ;/alue for a specific item
unrated by the target user."However, once the multi-criteria rating idea is‘introduced, the motivation
to develop rating prediction éouldsbe publicized. The IMCDM (Multi-Criteria Decision Making) is
widely used in the'decision making area to help users to select good alternatives based on multiple
criteria. Manouselis, N., et al., 2004 applied MCDM to their recommender system. Their work uses a
content:based. filtering.. technigue that .does .not .consider’ the  neighbor .opinion .in  making
recommendation, and does notiuse MCDM specifically in the rating value predictionstep. This work
applies MCDM to the multi-criteria ratings of rated items acquired from the neighbors to generate a

recommendation value in rating prediction step.



This chapter demonstrates a set of literatures in the related area, and navigates the
opportunity for recommendation improvement. First of all, the background knowledge about three

types of recommender systems is given. After that single-criteria and multi-criteria rating

recommender system will be described. Then th res are consequently analyzed in the terms

W

..J

of recommendation steps point of view

2.1.Recommender system
A recommender sys lect a preferred item in a large
item space. Most researcher. es which are content-based

filtering, collaborative filtering,
2.1.1. Content-based

This technique re prefer items which is similar to

the items that he or she has already gvaluated. At the ime, it has its root introduced in the

information retrieval area where text-b% d applica is. so much concerned, hence most
pd i </

recommendation is applied o nose content is me al. The evolution can be then

seen after that by the O ' - j’fa- marize the past item

. A
contents which have been evalua ofile.Generally, a user profile is
represented by a vector whose elements explain the summarized content regarding of one aspect
of evaluated items. Once the pfows constructed, the gystem finds an interesting item by measure

e A R T AT Y -

recommended to q}'h a user.

However, the main disadvantage of the tech!ﬁue is the overﬁiﬂcation of
e

Y G PR Eb i a1 T8

already tgsted by a user. That means the users will be recommended with a set of same old things.

t have

Hence, a user will not be recommended items that he or she does not have experience with. For

example, European researchers who have not attended an international conference in Europe will



never receive the recommendation for even the conference in their home town. Moreover, in other
words, it is not reasonable for them to be recommended only the conferences in America, if they
came to attend and evaluate such conferences just once. Therefore, variety of options is necessary

to enlarge recommendation ability.

2.1.2. Collaborative filterin

often ask for suggestion fro e with them for watching,

or have similarity in taste. view. The collaborative

evaluation is compared whethe sam itati in evaluation or not. In this

stage, the comparison will bring 0 users. After that, the system

will obtain top n friends whose smﬂargy—yé!fg_js high agai

® ,.7

a target user. From such a group of

neighbors, when the ta{% user is asklng for su@fges ion | iluated item, the system

obtains the neighbors whe-have-already evaluated-the item:=N valuation will then be

eighted by the similarity

averaged using weight aj 0 !
| | gj
and the target user are averaged. Finally,

values between each of t the suggestion is in the

form of score. The items Wh|ch£r.ﬁedlcted high will bé recommended to that target user.

AUEINENINGINT

Tabe2.1: srglerairgrraim(frunhreewersadkns"rs

[
%;;er E : Itfm1 Itim2 -

8 4 3

C N/A N/A . N/A

[ 1 co-rated items
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This technique overcome the over specification problem in the sense that it uses other

user opinion in order to make recommendation. Opinion from more than one user brings the variety

s similar taste in common absolutely have
/ rding to the fact that the technique

of items, the system will not be

of options to a target user, since each user eyve

experience with different sets of items
measure similarity between users
able to do that if there is no [ elongng t@“the system that realizes this
technique will suffer from th —rated set of item is hard to

be found. Therefore, the ively. For example, in the

Apart from conten : _ _( ) filteri ased, the hybrid technique
n of recommendation. There

are many ways to combine both e, Balabanovic, M., et al., 1997 confirmed

. . q__s: . . .
the reliable use of the hybrid model in the'-'vng;p reCOo ndat|on situation (The case study of

L

| et S | -
“Fab”). First of all, a usellr Il receive a set of items whose similar to his profile. After

that users give items the eve i rall'score), this evaluation is then

used as inputs for the coll

|
the collaborative filtering s

m. Other works based on such a model
Basu, C., et al., 1998, Claypod, Mpet al., 1999, Pazzani, M., et al., 1999, Schein, A. |., et al., 2002,

o R S

Rece@ the way of comblnatlon is composed to measure similarity between users.

IO faVa Ko tal k1L W (1l

rated |tenq set. On the hand, it produces content-based user profiles, and measure the similarity

Edes the content-based to

n be also found such as

between users based on their profiles. After that neighbors are formed, and gives their suggestion

toward unevaluated items.
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The current hybrid recommendation consists of three steps as followings.

® |nput acquisition: Rating information including single rating and rated item

content is collected.

® Neighbor formation:

y is composed using such rating

their profile and a similarity

sine similarity, or Pearson

ho has high similarity value.
® Rating pr iQn: ‘ that'a target use rated is given a predicted

ch an item weighted by

This technique is Qﬁ creases the opportunity that users are
no e co-rated item set in similarity

i 2
measurement. Therefore, the system i Slabl ..m l.uV

ilar a pair of users is even the two
iten o
users have not rated on a same set -’f"’j ,l-'l'":!:i. fi

2.2.Single-criteria anid Niuli-criteria rating recommer X'}

Nowadays, interneﬂapplications produce large number of iﬂrmation. One interesting

solution is a reco der sy rovides. interesti rmation out of the
whole database byt rﬁ EJred gjlw E]ﬁ ly refefred to as unrated

item that an actlveilser did not evaluated b%pre Recommender system technlques are generally

Ch 8 ST IR

recommendatlon to introduce items by comparing the content of an unseen item to ones that an

active user has already rated. Items that have much similarity are recommended to the user. This
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lead to its limitation called Over Specialization occurring when an active user has not been
recommended with the serendipitous items which he might be interested in. One technique that
was proposed to address this point is collaborative filtering. It collaborates with many users whose
opinion has the similar trend as an active user’s to make suggestion for an active user. Any two
users are determined similar if their overlapped preferences on the set of items are close to each
others. This technique came as innovative solution beegauserit users opinion of similar users to
introduce users a new set of items-which-are rarely faced by theirown experience. Unfortunately it
also has a problem called sparse rating matrix problem oceurring when the overlapped opinion is
not provided to the system.adequaiely..This prob_lem can make the eollaborative filtering not so
effective, because the set of similar gsess is hard tcl be formed. While the content and collaborative
filtering based systems have thgir own benefits and ilrﬁ&ations, the new technique applies those two
techniques in many different maaners to ayoid Iimiflétiqr)s. It is the hybrid recommender system.
Absolutely, it takes both overall score and item contefmz aé input, and has been proved undoubtedly
successfully.

The three mentioned ftechniques mainly usé':J{h_e; overall score in the recommendation
processes, thus somehow they can be referred to as éiﬁéj,eé_acriteria recommender system. Single

criteria technique provides a global function that represeﬁts the relation between a user and an item

=

to a preference score. Thefunction hésziﬁe normal form as followed.
- ——— N (1)
The global preferehce function R returns the preference score s-io arparticular pair of a user
u and an item /. The set @ and / represent the set of registered users and items in a specific
domain, while S is a set of preferenge scores which arefhgrmally numbers in a bounded interval.
While such'approaches have worked=well in many kinds of application, but the overall score
does not express the user preference well. Many users may have decided to rate the same score
on an item, but they may have different reasons. EFor example, in.an_ appliance.recommender
system, a person may, rate on an ironfbasedionithe reason thatit is very cheap.[While another one
may rate on that same iron with the reason that it can perform both dry and steam ironing. If both
people give the same score on that item, that means right now they are considered similar with

different reason of preference. Once those two users give the same score on the same item with
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different reasons, the system is going to analyze users on the same scope even the inputs are from
different ones. This is not so fair and reasonable, since the system expects users to rate on an item
using overall quality of its. Therefore, researchers have tried to consider letting users rate on an
items with different reasons toward a given set of item criteria. A set of works consider the

preference on multiple aspect in term of multi attribute €oatent of an item. These kinds of system

are called multi-attribute recommender._system. They ‘alwayss€reate user profile by automatically
retrieving multi-attribute contenizof selected items: Namely, thessingle ratings of all selected items
are converted into the multi-attribute user preference. After that, multi-attribute user preferences of
rated items are summarizedyin order to'match th_e favored attribute eontent, such as “Comedy”
movies, for producing recommendaiion,/such as inl‘the work of Capphannarungsri, K., et al., 2009.
Based on the idea of hybrid recommender sys’tems,.th’e' neighbor opinion have always been used to
form a high quality of neighbors which 7conseqqéntl}( affect the quality of recommendation.
Therefore, letting users specify theirpreference towarf"q a -set of item aspects will contribute to better
neighbor formation, rather than automatically transforﬁ}___-the single rating to multi-attribute content-
based preference (i.e. multi-attribute recommender sg;gﬂem). To inherit this idea for multi aspect of
preference model, some practical Systenis-have-been dé\'('e;lo"ped to let users rate on an item toward

many aspects, such as, http:/movies.yahoo.com, or hffo://wwvv.hotels.oom. Then these kinds of

=

system were referred to asithe multi-criteria rating recommender system.

Teble 22 Cavaring of single andmutiple rating onamovie

User- Srgerating Muitiple Refing
A 5 5 (3210,11)
B 5 5 (©987)
C 2 2 (321011)

The table 2.2[illustrates howgssinglesand.multi criteria are [represented inythefreal world
situation. Suppose there are three users providing scores toward a set of criteria on a movie, the
single criteria method can be represented in the second column contained just the overall score.

Additionally, scores toward all criteria together with the overall score visualize the idea of multi
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criteria method is shown in the third column. After obtaining rating table, most recommendation
algorithm aim to analyze common trend of preference among users. Taking the single criteria can
claim that user A and B have the same preference on such a movie, while concerning multi criteria
rating the user A and C are treated as similar user. This shows that letting user provide their
preference to the system in many aspect will contribute to better understanding user’s
characteristic.

The multiple criteria ratingsreecommendation’is definea-by-aset of individual local preference
functions toward each item criteria. Therefore, this|time the global function is used to represent the
relation between u and / to.a'vectopwhese e|emeri1t can be consequently determined from a local
preference function r_ (u, i). e local preference ftl'mction in this context has the function to relate
the pair of such user and item tg a scgore pro@&éd for a specific criteria c. Likewise, the
recommendation problem .€an be derived as by th’eIJIoJC_aI r. (u, i) mapped to an unrated criteria
score s.. Thusr_(u, i) = s_, r. (U, i) = s £ When dealin{:l W;th the n criteria, the systematical definition
of the multi-criteria rating recommender system:can be-fprm_ed as followed.

RO = (r (D), ) )

Multi-criteria rating recommender. sysiems Can'lb':e:{q]:assified into two general types which

are model-based and memory-based approach. .[he :fq_rmer leverage multi-criteria rating data to

d ol

construct a model basedon _many. dif]‘)e-reni teohniqueks, while the lattergaim to develop the pre-
defined formula utilizing Suefrdatarsubstituted as parameters tormakerecommendation.

Many concepts Wére'developed for user’s model construction, and::Ieveraging multi criteria
rating data. For example, UFA algorithm (Lakiotaki K., et al., 2008) whieh is a method that tries to
estimate the overall utility functiens,from the sub-estimated marginal utility functions on criteria.
Another approach’applied probability theory=an a set of latent variable to contral relation between
the domain of items and users. It is called FMM (Fixed Mixture Model) Si L., et al., 2003. Moreover,
Li Q., et .al.,. 2008 proposed. a_restaurant.recommendation, using the. MSVD (multi-lihear singular
vector ‘decomposition)y to enlarge the ‘analyzing! user preference data occurring on different
aspects. Among all these researches, such model-based approaches require much load for

computing user model. Accordingly to the real world application which is observed that user
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preference can be changed along the time. Therefore, user model re-construction is not quite a
good answer.

Apart from the model-based area, some people have tried to develop another approach to

let the system easier to be adaptive witho iring much resource. It is the memory-based
ﬂ termined to make recommendation
e

nd Schmit, C., et al., 2002, they
proposed different techniques:in ing iteria-preferenee profile of users. Schmit, C., et

al., 2002 applied the MAUT (MUl ibutetility theo g
Schmitt, C., et al., 2003) 1S€ a }\':1‘ 1 -\; Sy n, while Roux F. L., et al.,
2007 construct the course re Ader o . N riteria decision making.

hmitt, C., et al., 2002, and

Generally, in order to re bary i oM to- \ \ere are steps which are input

acquisition, neighbor formatio ing predictio teps 'i. be achieved consequently when
the recommendation is requested‘or d e ‘r ion processes are done starting from

input acquisition to rating prediction. .«
pet e -* :

2.3.1. Input acquisttion —_— -
p “’f!. EJ

e

In this step, E system aims to acauire user preferenﬂdata either by using the

implicit or explicit mechanisn'f Implicit mechanism refers to any mechanism that retrieves user

preference data ﬂi%sﬂ a’s}o%ﬂlg&} wb%fw va;] ﬁ%measure the time

a user spent on Iﬂﬂaning to music. For the explicit mechanism, most systems tried to let users

RS U e Ry
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2.3.2. Neighbor formation

This step aims to characterize each user by using the past user preference data. Then

the system will observe similarity among users

2.3.2.1. User profilin

In addition tc S€ f — ave considered two types of user

profile. They are either user pj___' T profile. The user preference profile
e

refers to a user prafile d fren

Aciar S. ek “of profile. They let
scores. Aclar o., etfal; 2007 stheTone~that ob: =0T [profile. ey lel users
\ %% ' | y

_multiple criteria rating

express their prefe

e 2 rmera) in term of text-based
comment, and use text-mining algorithm to automatically obtain=the multi-criteria numerical-
based preference valufsm 0 to 1. After thatigach element of a user profile is separately

camateﬂyu&]; aJorberefd Wldes Touifd e korbspahiin crtera of caon

comment. ﬁﬂe summed value is then averaged by the number of comments a user has

ARSI NRII NYAE Lo

uaer behavior profile. This type of profile is constructed based on item selection of a user.
Mostly, the system which realizes this concept will transform the initial user preference data

into a binary value toward each criterion. Srikumar K., et al, 2004 realized this style. The
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user behavior profile is constructed when a user request for recommendation. In their work,
user preference data is a vector describing multi-attribute content of a product in term of
binary value. A profile element represents a binary value expressing the presence (1) or

absence (0) of preference toward the ¢ ding criterion. After obtain the user profile

based solely on the direct req t be adjusted again to have some

zero-filled elements one acc nce data.
expresses only one e represents just only how
much each user prei ior profile is interested in
just the selection be increase recommendation
accuracy, this work co er characteristic implication.
The new type of and behavior. Thus, the

system will have bette
2.3.2.2.  Weightc

In the section 2.3.
g =

.
just only a user file will not well chara"éten -.

absolutely is jus narization of preference value tow icular criterion. This is

why researchers take in

a
| - i
Both :jmulti—attribute and multi-criteria rating reeommender systems have

concerned the use of l‘eﬁight assignment mgchanism to give different significance level

that Jame@ameron directs, such as Avatar, or Titanic, while others may love to see a
lot te el n values

AR AP KA aTkIL LTS
Farthermore, according to the example, if those users are impressed by a dramatic movie,

they may prefer that kind of movie without consideration of the director. Then, they may

focus more on how the actor or actress acts in the dramatic movie. This means that the
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most important criteria for them are the acting criteria, not the direction one anymore. This
means that the system needs to provide a way to monitor this preference change to closely
understand the consecutively changed user’s characteristic. In the work of Le Roux, F., et
al.,, 2007 and Schmitt, C., et al., 2002, users have to provide the weight corresponding to
importance of each criterion themselves manually. However, requiring user cost on weight
assignment is not a good selution for nowadays..herefore, another automatic weight
calculation was then prepesed. For example, in Plantieviget al., 2005 and K. Lakiotaki., et
al., 2007, the same set of weights_is assigned to each criterion for all users. This is not so
fair, because each user can get influenced kit)y each criterion unequally.

Recommender 8ysiems WhiChI' assign the weight variant to each user were
introduced in some domains of products ands’érvices. The work of Srikumar K., et al., 2004
and Perny P., et ali; 2001 tried to:aséign tlx"he Jc;riteria weights which vary to each user.
Unfortunately, they did not jprovide the way‘}dor Fgetting the criteria weight adaptive when
users give more preference. Recently, there-.ié;__iadaptive weight assignment, but it still is
hard to update the weight values.” For exa%ﬁlg, M. Park H., et al., 2008 proposed a
recommender system which e}_p’plied the Bajeéiélja network theory to give the set of

probability values expressing hew much each :rg_staurant is likely to be selected based on

each criterion. The probabilit&/ ;élueé will then be uged for assigning criteria weight using
the pair-wise comparisor-on-criteria=formed=by thesAHP=(Analyical Hierarchy Process).
Absolutely the pfoéess of Bayesian Network Model takes so many Igads on computation. In
Another work, Aciar'S., et al., 2007 proposed the technique=to construct the ontology
representing text-based jpreference with the numerical user preference on an item. But
there is no'claim that the extracted entology will represent the actual preference of users,
since extraction produces different ontology based on different text mining algorithm.
Consequently, the criteria,weights.are produced.by.either counting the .appearance,of each
content value (in' they'ontology: orydirectlyscomputing from the user-specified preference.
However, the criteria weights produced are in the form of fraction of appearing content on
each criterion and the number of item rated by a user. This technique is really suitable for

their case in which users may not provide preference toward all criteria, but if, on the other
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hand, users does leave any item criteria empty when commenting. The technigue will not be
useful in weight assignment.
It can be seen that the trend of weight assignment development keep on the

user-variant, and adaptive way. Unfort the weight assignments which effectively

ork, the new candidate method for

weight assignment is introduc U ptive.

After the eriatweig arerobtaine € SYS will incorporate them into the
corresponding element.in the'u rofile. he we ofile will then be passed to

the similarity measureme
2.3.2.4.  Similarity meas

A pair of us sing any multidimensional distance

measurement method, such as, Cosine similarity.

e
2.3.2.5, 5 .-
I!
U

Finallvﬂthis step, a target user is given a set ofssimilar users or neighbors

according to their simi‘riﬁalue. Users who haie more similarity value comparing with the

AR HIHEN TR
SRS SR BRI alat it ts 14

2.3.3. Rating prediction
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This step aims to predict the score a user may give to an item that he has not
evaluated before or an unknown item. Researchers have used the weighted average which
is introduced in Breese J. S., et al, 1998. The weighted average uses the overall score

similarity value of neighbors to produce

!. odicted score as in Eq (3).

(3)
R(u,i) reg - i all Sor he user u toward the item J.
o 1‘».'
The set N(u) is the neighborsiof user u th 1'"-.. dy e \ the item /. The sim(u,n)

r = h" "
y ! LY
denote the similari thef@ctiye \ ej" {f, ’

Speaking i~ terla 2 *H' @ ng point is to extend the idea
of multi-criteria rating to the ¢ \\s the new rating prediction
technique is introducedto utilize m _a}';-. ,.5_. g SCO = in rating prediction.

gz

Fe b .'?';

d

i

ﬂ'lJEJ’JVIEWIﬁWEJ’]ﬂ‘i
ammnimummmaﬂ



CHAPTER lI

From the aforementioned inter kes into consideration the neighbor

formation, and the rating value eps. The ts of a weighting calculation,
which is the user and the time vari a concatenated profile technique of both the user’s
preference and behavior in ord > etween each criterion, and
produce a more representative Jlue prediction step, the MCDM
is applied to the multi-crit 2. First, it is much simple
for understanding this work ed in our proposed method. It

can be categorized into two typ ren ) ) - -. ~ user behavior profile. These
profiles need the rating inf i \ ngs clear, in every step, an
example for an active user will \

3.1.Rating information

em a set of multiple rating

As inputs for the m
s e
score given by a set of %-" S ose there are m kinds

of criteria. Then, for item s, Er ais exp

f yaInenSneans

Where r,, notes the overall ratln? whereas r; (i > O denotes the raw for the ith

AR AN

these four criteria as well as an overall rating. As a result, the rating information is represented as a

0 ation@resented by a vector

VeCHOr (1, Magrre-or Fasa) -
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For the above description of rating information, it can be seen as this below example. Let a
user 102 be an active users for our explanation, and user 21, 78, 125 and 15 be another users in
this specific example. In this example, the rating information is collected in the form of database
tupple. Each field starting from “overall_rating” to {visuals rating” represents a score which a
“user_id” gives on a particular “movie_id” toward partietlais€Criteria. Before rating information is
transformed to numerical format;-there-are some-tasks (deseribed-in section 4) of collecting and
converting data, needed to bedone. Ihe fable 3.1 is formed from the real database, and will be

used in examples along the.explanaiion of proposed ideas.

Table’3.1 # Examples-of-rating information

user_id|movie_id|overall_irating|story rating/acting_rating|direction_rating|visuals_rating
15 50 8 8 10 10 10
15 52 6 2 2 L3 12
15 70 1 1 4 4 5
15 87 13 1 13 13 13
15 93 13 12 1.3 13 13
15 94 13 12 = 13 13
15 95 1 - 6 4 13
15 96 9 8 8 10 10
15 97 10 10 11 9 11
21 1 11 10 10 11 13
21 103 8 8 S 6 10
21 131 12 11 12 11 13
21 132 6 5 9 9 /.
21 133 13 12 13 12 13
21 134 4 6 7 3 3
21 66 11 9 11 11 11
21 87 11 10 11 11 13
21 91 7 6 S 6

21 95 6 6 7 6

21 98 5 6 3 6 10
78 591 8 5 9 6 10
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25 158 5 12 12 10 12
25 20 11 11 11 10 13
25 48 12 12 11 12 13
25 51 12 11 13 12 12
25 74 11 12 12 10 10
25 8 12 12 » 12 13
61 109 11 il 2 10 10
61 120 9 9 10

61 122 8 10

61 444 1 1

61 445 12 12 13 13 12
61 446 13 13 13 13 13
61 447

61 448 3 6 7
61 449 10 10 12 10 12
61 74 12 18 12 13 12
61 87 13 11 13 13 13
61 95 12 13 10 2 12
61 98 1 2 1 2
21 1 11 10 10 11 13
21 103 8 10
21 120 8 8
21 131 12 11 12 11 13
21 132 6 5 g 9 7
21 133 13 12 13 7 13
21 134 4 6 7 3

21 41 10 10 11 11

21 66 11 9 11 11 11
21 74 11 9 10 12 11
21 87 11 10 11 11 13
21 91

21 95

21 98 10

24
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3.2.User profile

When given a set of rating information, \ ose a user profile consisting of the user’s

dated when the users provide more

rating information to the system. Two k . Of use /conStructed. One is in the “like”

@having those two spaces for

s) of a user, otherwise poor

space, and the other is in the
the user profiles can better
quality neighbors may be o 06. In this work we use both
positive and negative user pr <e” and “dislike” spaces.
3.2.1. Space sep

Rating Information do > - [ ic of user preference. Usually,
human can express their in tw i _- 3 P ﬁ ;r X . s work, space refers to a set of
rating information records. The tw. _". y user in different manners in forming
a set of similar users. Normally, when a ugam

#f‘;‘f‘tz ;

case that item should belovec by a s ilar ugsers who have the same

jieh item he/she may be preferred, in this

likeness with the active UsErs=husyin-e der-to form that set of users {i'i would be able to

know much more abou a.use ituations when a user ask the
system to filter out items that he/she might not be preferred, the set of.users who have the same
taste in “dissatisfaction”. I‘l‘bﬁ/er, in Maneeroj, 8. ,set al., 2009, it was stated that space
separation is soﬂp%ﬂvtﬂ ﬂc%%}\%tﬁ Wwﬂ %ﬁ!ﬁa problem called
“misinterpreted sme taste”, found in the system that performs the recommendation without
separating rétﬁ information into like and dlsﬁe space.
TSI N8
q Additionally, in this work, it is suitable to determine the space based on a threshold “©”.

The threshold is selected as a half of the possible rating information value. In case of the Yahoo

Movies Database the threshold is set to 7. First of all filtering out rating information is done for
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records with the overall score less than or equal to ©, and these records are obtained within the
same set called “dislike”, ‘dissatisfied”, or “negative” set. The rating information having the overall
score more than or equal to © is formed in the “like”, ‘satisfied”, or “positive” set. Many questions
may come to point that the record having the overall score equal to © will be classified to both like
and dislike set. It is because, for that kind of records; the probabilities of satisfaction and

dissatisfaction are equal. Therefore, those records shouldbekept in the both spaces.

From the description of satisfied and dissatisfied spaces, user 102 rating information is
now separated in to the spaces as shown/in the table below. The records that belong to the
satisfied space are marked with the“+ "y while other records that are classified into the dissatisfied

Space can be donated by “-“.

Table 3.2.: Examples of user 102 'space seperation

user_id|space|overall_rating|story_rating|acting_rating|direction_rating|visuals_rating
102 - |4 3 10 |4 7
102 E 3 g =7, 10
102 + |11 10 i1 o 12
102 - |6 5 9 Al i 10
102 + |11 11 11 10 12
102 + |10 3 10 3 11
102 + |8 4 11 6 11
102 + |12 1 1 ! 3
102 + |12 13 12 11 12
102 + |13 12 12 12 13

3.2.2. Useér preference profile

The user preference profile isla summarized representation of Current user's preference,
and represented as a vector whose components are the average rating values of the corresponding
criteria. For each user a, we calculate a positive user preference profile (op,,, ... , pp,,) and a

negative user preference profile (np,,, ... , np,,). Let h denotes the possible highest rating value. In
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the case of the Yahoo Movies Database used in our experiment, users express a rating value from
the range between 1 and 13, so the highest possible value h is 13. After the space separation, in
order to produce the satisfied (like or positive) profile, rating information in the like set will be used.
On the other hand, difference between the rating value of another set of rating information records
in the dislike set, and h is obtained to r¢ S | s” or “dissatisfaction” and calculate
dissatisfied (dislike or negative) profile elem ot %e set of items that user a gives

or thei ~eriterionis defined as

rating information. Then, the
— ZseSa

pp,;
“ p (5)
Where r_, is t N s by user a. Both the positive
and negative profiles are nor : le-high ting ,; h.

First of all, the, sam “the section 3.2 iously,cone before moving on

producing behavior pro element. The all rating informatior eparated into like and

dislike set using the overall.sco ﬁﬁi resp. dislike set) is more

than (resp. less than) the.threshold, it is classified into “like” (re

“dislike”) space without

considering the less-than-7 ( rimore -than-7) ratingsy Finally, the occurrence in each space will

oS WS N 1) 3
For user a, the positive and ne affve user behaviofBrofiles are represerfied by vectors
o A SRR IR R

user behgwor is the average number of positive or like space (resp. negative or dislike space)

rating occurrences on the corresponding criterion. For the i" criterion, let S

ai+

(resp. S,,) denotes the
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set of movies that user a gives the rating value that is more than (resp. less than) the threshold ©.

Then, the user behavior profile for the i" criterion is defined as

‘ ‘ . (6)

Here is an exampl 7 2 @roﬂle in both like and dislike

user 102. Where the field

space calculated using rati
“story” to “visuals” denote th i4” represent the behavior
[ them is calculated from each

particular criteria, in such a w il (fegp: 14)%i ‘}\\\ Ing just only the story (resp.

Table 3.3 : Example of user, k”: D ‘, -n_, : ) ior profile in like space

user_id |story - 3 d E!' a_: S il |cri2 |cri3 |crid
102 0.453846—‘0. 7 |0 462 31 |0.5 |0.6 |0.5 |0.6

Table 3.4 : Example of use 102's preference and ior profile in dislike space

user_id cri3 |crid
102 310 0.1 |0
Using the ) and data provided in theﬂble of rating information

’ﬁ(ﬂﬂoﬂﬁ Jetipii wet | TRLL]

= (9+10+8+6+1+11+12) / (13*10) = 0.438462

( 102,direction) —

PP 100, visuats) = (12+12+11+11+3+12+13) / (13*10) = 0.569231

Pb =1{10,11,8,13,12}| / 10 = 0.5

(102,story)
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Pb ={11,11,10,11,12,12}| / 10 = 0.6

(102,acting)

Pb =1{9,10,8,11,12}| / 10 = 0.5

(102 direction)

Pb ={12,12,11,11,12,13}| / 10 = 0.6

(102,visuals) —

NP 162510ny = (11+1149) / (13710) = 0.45 34

NP 102,26ting) = (4+5+5) / (13*10 = C
ND 105 girection = (10+7+7) / (
NP 02 visuats) = (T+4+4) /(s
NB 165 510y = 1{3,3,5}]
NDB (145 a0ty = K23 / 18
NB (162, grection) = 143 /1
NB 165 isumig = { @ 3 /10

3.3.Neighbor formation

The neighbor formation st S, i weight calculation, user profile

composition (hybrid user profile), simila bmea: em d neighbor selection. The two types of

user profile defined by Equ.(5) &

3.3.1. Weight call ..‘.!; ife

W

To incorporate wei‘hlﬂlh both the user preference and behavior profile, elements in a

e HHGREN INYINT
RN AR

Where the wp,,, and wp,, respectively denote the calculated positive (like) and negative

e

ali+

(dislike) weights for the user preference profiles for the i" criterion of user a. The pp,; and np,,
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respectively represent the calculated positive and negative criteria value for the user preference of
user a on the jth criterion. On the other hand, the wb,,, and wb,, respectively denote the calculated

ai+

positive and negative weights for the user behavior profiles for the i" criterion of user a. The pb,

=0.228082

Equivalently, using the pos >gatl > weight values for both the
preference and behavior model ¢ )

WD (162, scting) + 20-523077/(0-453 3462+0.569231)

—O 66

Wp (102,direction)+ %
= 0.220930

WO 10p.issmy = 0-569231/(0.453846+0.523077+0.438462+0.569 31)

= 0.286822

AUEANENINYING

WD 105,50y 2 0.5/(0.5+0.6+0.5+0.6)

m&nﬁﬁmm UAIINYAY

=0.272727

Wb = 0.5/(0.5+0.6+0.5+0.6)

(102 direction)+

=0.227273
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Wb = 0.6/(0.5+0.6+0.5+0.6)

(102,visuals)+

=0.272727

Wb

(102,story)-

Wb

(102,acting)-

Wb

(102 direction)-

= 0.1/(0.3+0+0.140)

Wb

(102,visuals)-

o AHEININTNYIN T
- ARSI IR

profile, aﬂj put in order to have weighted preference elements concatenated by weighted behavior
elements. The positive user profile is defined as the concatenation of the weighted positive user

preference and behavior profiles
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up, (@) = (WP, X PP,s s WX PPy Wby, X OB, ..., Wb, % pb, ), (8)

where wp_,, and wb,,, are the posi ights for the user preference and behavior

profiles defined in Eq. (7), respectivel o, and pb, are the positive user

% M0,,), ©)

the form of a vector as

7821766,0.113636363636,0.1636363

3.3.3. Similarit y \‘

-
|

The main objeom of this step is to determine the similarity-between users. To do that,

we use our proposed represerfamuser profile definediin the previous section to represent a user,

corone o B R T

distance d,(a,u) een them in the “like” space is the Euclid distance of their positive user

user p

profiles erEfs‘yTlr distance d (a i n the dlsllke" S ace |sﬁ Euclid distance of teir negative

ANT] TIVE TN E

d(a,u)=_|> (up,(a), -up,(),) (10)

i=1

~
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In the Eq. (10), / denotes the number of profile elements, while s represents the space of

profile (either positive, or negative). Therefore, the term up, (a), can be used to represent the i

rity value as 0.0147131559058, in
the like space when both user

positive hybrid user 21 p{

0.13610952417,  0.1118

ike this (0.105403115863,

4, 0.185606060606,
0.094696969697, 0.1363636

After the dissimilarity between -Use ;{ then the list of neighbors is
: ilarity value. In this work, it is
available to select the top most i ':;4_ 0 be us e next step. In addition, there are two

kinds of neighbors’ lists belonging to an-a active user, - yare the list in the “like” space and the

.-lI i .f
“dislike” space.

v, X' )
3.4.Estimation prediction.yalt -

J U

The list of the top rfr]ﬁhbors is selected tg predict the rating value for an active user.

o SRR B TS

neighbors in the q,e” (resp. “dislike”) space is performed to recommend ( resp filter) items to
users.

Q‘W']ﬁNﬂ‘iﬂJ UAIINYAY
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3.4.1. Applied MCDM

Single-criteria rating cannot completely explain the characteristic of the user’s

preference. We propose using the Multi-criteria rati to calculate the prediction value by using

MCDM. The technique can be calculate value of each individual criteria and
item. We utilize each neighbor’s
opinions toward a specific critei criteria values;-and-their weights on such criterion, in

redicted criteria values are

order to estimate each unkn sfindividual criteria. After all
obtained, they are conse hnique to calculate the
overall rating of that item, where the tive user. The technique

can be described by using Eg.

Where, P,  denote ive u er a. The m is the set of

ni

criteria. The wp,, represent m—mw« ser a, likely while wp
represents the calculated Weig ;;- t value is calculated by
using Eq. (7). The r, is the ,I tual rating of neighbor n toward movie s gi criteria /. Finally, the N is

the set of nearest neighbors Iifave user a. Remar@ly in the recommendation situation, the

o AT

For a clear example on how to pefi)rm the proposed applied MCDM, let és.€onsider the
user 1@35Wa§1@ﬂ?@a ﬂ\e%sm N;wcg} ;’Dadw E}(‘;}@/nﬂvie 120
for recorﬂnendation situation. Suppose after all pairs of users are valued by a dissimilarity values,
user 21, 25 and 61 are known as user’s 102 similar neighbors. Fortunately, the user 21 and 61 rated

the movie 120 in all criteria, and their rating information for that movie can be seen as the two
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vectors respectively; r,, ,,=(7, 8,7, 6, 8), and r,, ,, =(9, 9, 9, 10, 9). The term P, ., will be equal to

8.25714356449.
The steps before obtaining the p lues can be shown as followed. To make
every step easier to understand, some ed for just this particular example

The term P_R__ is used for representing t

— ‘asi

+(0.247104363382*9)

[12+ 0.247104363382)

'i‘i
+(0.27027046019%9)

7352 + 0.27027046019)

P_R 102,120, drection) — 6 )+(0.231659964222*10)
5294144107+ 0.231659964222)
4
P_R 0.250965212206*9)

28+ 0.250965212206)

P 86821732768*8.47550942161)

(102,120) —

-8 25714356449

ammmmumqﬂmaa



CHAPTER IV

ITECTURE
Recommender systems [ egrate@sineeses especially ones that
apply web-based commerce referred ic commerce (E-commerce)
Tiwari R., et al., 2007. Once el LV and development of telecommunication

technology brought up the anytime and anywhere Tiwari

R., et al., 2007. It is call ommerce to the wireless

medium).

Mobile banking has , et al., 2007). In Thailand,

Iwa
mobility comes playing an | ,_ nking \;_ 7There have been three
communication channels use ' 7- ' ssage Service), EDGE/GPRS (Enhanced
Data Rate for Global Evolution :.:."..f igip rvice), and SOA (Service Oriented

Architecture). For banking service' = Lneils __;i:}' Y DGE/GPRS have been used for

o g

participating between t e be hone client. For the SOA, in
e — &
Thailand, most developers: municate between cellular

network provider and the bﬂ( serv 7

In the do 0 |I may not be seen
by a user. Fonuﬁu i‘iv%] tec n| ue o recommend item, called

recommendation sﬂtem The current technlcye that has been a well-known in this klnd of area is

WCh ', MR T TV IR

preference expression up on multiple criteria of an item (in this case; service). It would be a very

=

good opportunity if the technique of recommendation which is capable of suggesting unseen items
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in the large item space to users is introduced to the domain of banking services. This will lead to the
increase of value in mobile banking business in the sense that the never-seen service which waste
a lot of cost without returning benefit will have more chance to meet users, and the time taken in

e also reduced for a user. As a mobile

searching for service (without recommendatio
application, there were already wor generalized way to incorporate

recommender system to the mobile al., 2008), or the specific platform

In addition, we sug n techniques. They both
proposed different techniques iteria recommender system
Tangphoklang P., et al aptive user preference
representation together wit erence data to produce
recommendation accurately. Un sultable to let users express their
preference directly similar to Tang cutively, in this work, the proper
profiling technique should be abl t _ data asuser-specify preference data, and we

ji njong N., et al., 2009 to create this

Therefore, in thir v () i % e recommender system

em/e the suggestion on how
, 2010 and Rattanajitbanjong
N., et al., 2009 possible for tth.aned architecture. £/

AU INUNINEINT

4.1.Multiple crlﬂ‘la recommendation algorlthm

ARAAINIH HBATNUIRN ...

many doﬂalns of products and services, such as, e-commerce (Ben S. J., et al., 1999), restaurant

by refining the model descj
I
to combine and make the different method in Tangphoklang P., et al.

(Park M. H., et al., 2008), learning quality approach (Manouselis N., et al., 2004), and course (Roux
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F. L., et al., 2007), because of the introduction of effectiveness of recommendation in Adomavicius

G., etal., 2007.

Multi-criteria recommendation can b dI volving three steps based on Tangphoklang

P., etal, 2010, which are neighbor fo and recommendation. In this work,

these three steps are explained to ic concepts of recommendation,
the detailed process can be fo

{I

Generally, it is im oducts (or services). In

Tangphoklang P., et al., 201 ifel g' ot al. . 1e domain of products fall
into the movie domain, and pre ‘ 2n be ."; '- -based interface by letting
rate on a set movie criteriasThis isnof suit3 ';r } \ ne context which has services
as items. This reason makes the 0 a‘ﬁ% ‘ Ods in ‘l ngphoklang P., et al., 2010
and Rattanajitbanjong N., et al., 2009 i @%‘

]

In order to make the rating n.'-'ff AUt~ .commendation possible for mobile
banking services, the detail in some ster \gphoklang P., et al.,, 2010 must be
- i
compensated by a tech e 2009 , as follows.

=

e

411, Input acquimn and neighborform;ation 'm
B 2 N VP e e

introduced. Accorﬂg to Tangphoklang P., et al., 2010 and Rattanajitbanjong N., et al., 2009 , the

- AW TANHIT AR

represent o] the /" criteria.
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Computations of the profile involve profiling comparison technique Rattanajitbanjong N.,
et al.,, 2009 in the context of mobile banking service under mobile commerce environment. One
type of profile introduced Rattanajitbanjong N., et al., 2009 is the movie profile which can be

thought of as a service profile vector. Let sp(s) ,...,C,) be an n-element service profile that

belongs to the service s, and the eleme e toward the i criteria. The ¢, can be

different for each criterion, and this s of the criteria. For example, if a
‘ .

criterion for a bank service is the nuMcaI values-forthis criterion might be denoted by

discrete values, i.e., 0, 1, and"2, re| ap”, “expensive”, respectively.

user profile is the rating
score that a user assessed t ) a service. More e score might not be just
capable of expressing pre EXPress Of familiarity or friendliness.

ailable to participate. So we

suggest a way to address this situati The rec mmende ste iw be performed based on the
4 |
above meanings to recomme ice that’ ee‘q*: e useful "t' easy to get familiar by a user.

The score can be obtained from eu o '__' c the I service for user a, denoted by
r

ia

User a's profileican

up(a)=' 5 Iﬂ (12)
AU INUNINGANT e

for all bank servlcetlare prepared, the systemawll try to find a set of neighbors that i |s similar to user

i;fiﬁ ISR T BN W 1Y

the EUC|I ean distance. Finally, after the dissimilarity measurement has been done, the system will
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be able to determine the set of similar users by produce descending order of users according to

their dissimilarity value toward a user a.

4.1.2. Score predic
Realizing on t n Tangphoklang P., et al,
2010, the system will then form'a se 3 at alrea ated for a particular service. Their

ed to estimate the score for

N

profile criteria elements, togethe

that service.
4.1.3. Recommendation

Last of all, the system Will recommend- top that has high estimated score to the

user a. T -+
- ol -"""?

4.2.Mobile referenc chitecture design
A% AY |

A designed architeeture on mobile hybrid recommendation systet

has been proposed Liu

C., etal., 2008. Unfortunately,f is-not suitable for recommender system inclusion to existing mobile

networks in Thaiﬂ. uaﬂrra t%oﬁ %ﬁc%e&]tﬂaﬂtﬁre, there are four

agents working tc"ther, namely, Profile Management Agent, Customer Agent, Interface Format

Agent, andﬁmmendation Agent._In this ﬁor_k, we introduceene additional ageMo make the
I

AL QYR Eab Rl ETL Ik Tl Y T

is depictaj in Figure 4.1.
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—Cellular Network Provider

Profile

(YR L
ffm AN, — Vensgemen
LSRN RIS gen
Nl ' v T
Mobile Client Application- | W e——

DB
&
bB

fre
=) \‘N
P [ Bank Service
L . \ \ ' Agent
- < M A
e ;:-’;i‘tf —_ s

A 8 . g8
AU IMENINEI0E.

ARARATRURAINGANY
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4.2.1. Customer agent

The Customer Agent is responsible for communicating with users via SMS and/or

receiving the formatted

with the Profile Management Ag hans Isef profiles,
recommendation results to be sent to r ' f ope of cellular network providers,
we use the dotted arrow to reg ernak ser-dwessage communicated with

the mobile connection process, b and. rocesses.

This Agent is capa orofile It date, creating a user profile for a

new member, and searching for a needed user profile ent also processes general database
———
management commands, manages the p !I;.W'!I- obile phone for the Interface Format
e T el
. ™ e A s
Agent to arrange in a proper re
T

L7

4.2.3. Recommenaati

lation ¢
1l
[}

pe of mobile phone.
X]

I

iy

This is the ﬂexible‘pﬂ.because any types.of recommendation modules can be put

nere. Additionaﬂcun&@ ehdadodes “Ginba ki) § orcgess e set o

recommendationsﬂdependently aggregated by a hybrid recommendation module Liu C., et al.,

" ARTRTSI R Ty
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4.2.4. Interface format agent

This agent will incorporate with the profile management agent to support appropriate

recommendation format for each mobile clie ting system, realizing on each mobile profile

and its specifications.

The agent whi le banking service system

has two important responsibi * banking service server to
process all necessary bank tra ages represented by the arrow.
Second of all, it increm king services. This is
accomplished by a databas i I i istered with the cellular network

providers.

4.2.6. Architecture adjustmenLﬂF—H

One :,5;;_——————-—-——- en stal 7:;_"§v is the mobile client

application which receives data ol i" If there are server agents

] |

who provide distinct outptit formats, there must also be correspone

g client applications to

accommodate those output fonﬁﬁor user display.

ﬂ‘lJEJ’J‘VIEMﬁWEJ’lﬂ‘i

Accorcqlg to the designed archltecture when a user intends to use a service without
the rig is_helpful to.let Xperienc le to the
reques ﬁ m i] ﬁ Hﬁ g

The adjustment proceeds to send the request to the customer agent. The customer

agent extracts the identifiable key from the request and sends the key to obtain the active user
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profile from the profile management agent. The user profile will then be sent to the recommendation
agent and supplied to the multi-criteria recommendation algorithm embedded in the

recommendation agent. After the recommendation result is prepared as a list of banking services, it

will be sent for formatting by the interface forme nt. The interface format agent will require the
mobile device profile from the profile ma process such a list properly for each
mobile hardware platform. The for stomer agent. Finally, as the front-
end agent, the customer age ive ' th@ﬁult to the mobile client. In a

usual situation, these proce{

d to -\\\‘-o-.- S passing through the bank
service agent who partici [ r "“‘t *’w‘% = servers to process general

bank transactions.

From Figure 4.1, STk Pravide has more banking services to offer from
participating banks, or more architecture can be modified to

accommodate such enhanceme

4 .3.Future work

—
-y

The proposed mob U eclu

-ms somewhat inflexible for

distributed work flow to reach wider clients or alliance banking servi

. As data are dispersed

among SOA repositories, the F‘sﬁg recommendationtmiust be versatile and transparent to make

e o WY Ao

issues of data Waﬂouse and mining to arrive at satisfactory recommendation are a tall order for

“RRTETS N Ang 1A



CHAPTER V

These experiments are the proposed method against

with a set of previous met pothesizes, on web-based
implementation using PHP programmin Jue vSQ tabase management system.
better recommendations.
This hypothesis is referred glaim®™ 1 icall > \ption should be set to prove the
- mmender systems, they use
this type of profile), the preferg weigh t y i em both are separately
considered as a user profi ime. il be found successful, if the idea of
combination between preferenc _ : S the bes quality of recommendation.
Additionally since this is to obser mpr vement theh ighbor formation, the traditional
weighted sum technique is u i score in the prediction step of
recommendation.
(2) Concatenati orof
-

result in better accuracy. Fhis hypothes SIS : "# the claim 1 is proved

gharacteristics, which will

successful (if possible), th ' jective neighbor formation, whether the
combination of two user arspects which are preference and behavior in expressing their own
subjective prefer tion. The single aspect
either preferencﬁe ﬁ ﬁ/ﬁﬁﬁ mgsﬁ ﬁmbmatlon of both

of them. Cons@ergly especially for our |dea the comblnatlon model of a user’s proflle is done in

" YRIANIIINITOEAALL ..

claim 3, and different from the two previous assumptions. Now in this part, the experiment is done

seriously in how to predict the overall rating score for users on unknown items. The current
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technique is compared against with the proposed technique, called the applied MCDM (Multiple
Criteria Decision Making). Logically, if the second assumption is true, the combination is then used

to complete the neighbor formation, but for here now the two different techniques will be applied on

prediction step alternatively.
Before the experiment is perfo # ngs which are needed to support the
experiment. The first one is data, a tlon metric.

5.1.Data . "
Data were obtained hiid://mavigs. m \ the data are collected is
demonstrated in the APPENDIX of Je ﬁ'!'- '-- data -.:.:'\ 200 users and 1358 movies,
separated into two different sets,

which produces 2550 rati fogmation | gorij h
the training set (70% of the ratings) and the test *;'» aining 3 the ratings) for each variation

of experiments. Originally, the Yahoo vie System-provides : for users to be asked to give
gyie Systern 2y

their feedback for each movie ©

thefoverall'rating a four crit e ich include the story, acting,

. . . A i b . .
direction, and visuals. Every user give.a- s . g z rticular criterion on a particular movie

with respect to the meaning of each cri -.

-

Story: This critefionfiets tsers give Score bas N # , or scenario of each

movie.

eﬂesents the measurement of actors and/oﬂctresses performance in

NSNS NENS

Visuals: Tm corresponds to what Idasers can see in a movie, such as costume of

ﬁWﬁﬁﬁﬂﬁmﬂmﬁﬂﬂﬂﬂﬂ

So there are four criteria m in this experiment. The possible rating values are from A+ to F.

Acting: This one r

After obtaining the original information, we converted them to numeric form in such a way that the
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A+ and F respectively refer to the most and least preferable values ranging from 1 to 13. We
conducted experiments for various combinations of parameters: number of nearest neighbors (1, 3,
and 5) and the number of users (100 and 200).

As mentioned above, the proposed igljea are combined to construct the complete
recommendation method, and proved for performan?d ing a dataset. Obtaining data from the
YahooMovies is not so straightfor\ﬁl;a_rd and automatic. X;ﬂl processes are required using
some querying techniques, beee-ue(-,;the websitafis just fC;F commercial purpose, and does not
1 rating information. -

provide any service for a res&ﬁ;@t -

5.1.1. Obtaining Ya

Box Office 100 Movees

......

n

MOW PLAYING l ]

CEYT TICKETS & SHOWTIMES

| Fa A - . - - . T - - P W — — B il !

Figure 5.1': http://movies.yahoo.com

The hitpl/tnoViesyakido.com is la website that displaysithe informatiohsabut movies.

Each moyie has its own page describing the show time in different theater, comments (sometime
linked from other website) from users. Especially, alike another social networking websites, the

YahooMovies also provide the member system for those who want to register to take another
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privilege. As a recommender system, YahooMovies allows members to rate for a movie in four
criteria (story, acting, direction, and visuals). Data produced from this part of YahooMovies System

will be used in the experiments described in the next section, and obtained by these following

steps. _
1. After the main page of is dis Dlayed ir 7 er Obtaining data can be started from
search for a movie by supplying a we i - on. In this example, the query is

done for the movie, “Avatar”. Th r page like below.

\ un Better
ince 1969

ind Your
Air Filter

v

. .___,=:—_..::.ﬁﬁ:.__r,
p
2. As shown i e search result, ome cases, if the que ry word provided to the

system is matched or similar tgr‘r&? than just one mo e a list of movie information will display. In

B EJ“WIEW]?W aNip)
Q‘W']ﬁNﬂ‘iﬂJ UAIINYAY
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- Rate this "

Move Details 2 A N Hoviel : (Zip or City, State)
Showtimes & Tickets o the ion IS

i Ticket Yahoo! Users: % ‘M‘“w =
DVDNVideo Info 54348 ratingy ZCULA review ] ADVERTISEMENT
Tt ]

AVATAR takes us to a spectacular world

Cast and Credts #y@0d imagination, where a reluctant Download a

Awards & Nomnations

3. Choosing a particu owser to redirect to a page displaying

that movie information, in this case “Ava ating information, the simple way is just

to click on the link on the left vertical men
4. After clicki - will Jbe displayed. Rating

)

iting' expression of a user’s

>d I epresents the.@erall score. The color has

information records are ‘disple
preference on a particulaerie. The

direct relation with the score in such a way that the hlghest score (A+) will be colored with the red

. ummm §1 11—
9 RIAINTUNAINYIAY
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e PAe IR TS -en o vy

DVD/NVideo info

Trailers & Clips Sort by: |M0$t Helpful 'I Prewous | 1410 of 4725 | Mext
Cast and Credts _ Download a
Awards & Nomnations & (mpatas acofile) (Dac 17, 2009 s et "
;;s 2783 Secple found this -:,i... nq;:\,u Story: At FR E E
Reviews and Previews !rshnnld preclude msbysltynglhmd Acting: At aUd|0book
Crtics Reviews itanic campy and boring. L know most of the
e world disagr ] Ciraction: A+ toda
¥ User Rewews likely nag Y i y!
Photos : ' BARACK
Premigre Photos ; 4 T i 1 5 u’ltw g
B 3 | il Grade: J Vud
Mowe Stills - -

i%

)
audible.com|

N

Avatar (2009)”

5. Now the selection of good ‘ ion is 'ﬂ ormed. Good rating information

of a user must have been scored (onedn between “A+" ) on every criterion. Actually, in order

to let the proposed idea work propew . lld. have at least ten records of rating

n record is found, it must be

information for each member

g ——————————————————————————————————

ensured that the memb \at record mt St "‘f other ten good rating
information records too. Toﬂec i S ormjember, it is easy to click
on the link, “movies profile™*The link will navigate to history of rating information one member has
produced on a set of movies'.‘A,ﬂember that has gded quality of records is one in the picture

T AIEANENI YA
RN TUNRINYINY
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Sort By: |Most Recent | Showing: 1-100f 14 | Mext
Avatar (2009) . OveraliGrade: A+  Transformers: Revenge of the Fallen  Overall Grade: C+
Visually breathtaking! . (2009) .

(e 17, 2009) s L A" “More than meets the eyelcandy™? =
46 of pacple found this review halpful Acting: As (un 27, 2009) Asting: B

James Cameron can do no wrong in my " 0K people. here is my opinion. Even Dirction:
msm?g:-‘m"ﬂ?m "* ' though | realy wanted to ke this move, | o
mn eye candy ever seen in 3 was pretty disappointed overall. Why didnt  Visusls: L4

mowe. This is the best mowe of the year! |

Ive seen a lot of good movies, but no i ’mmwmm::mw
can top the visual and beautiful styleof L™ J .

this movie Rt also has a great m 3

for all of the damn war mong

defintly want to see

the IMAX! Do yourself a & - . . a cheesetall then
movie in 3-0. Rt wouldat b > - ? © | almost fell aslesp

D. And, don't kisten (i

of this movie
rewews are not
idiots WAW.:HTHS

6. However, obtaining 9 other movies as the initial

movie. The most important point is that, f' - 3 nsisting of too many records of rating

information, any at least ten good records'must belong st one member.

While obtainiagsdnformation, if some simple work sheetapplicaiioas (e.g. MS EXCEL) are

used to keep records wiiieh the se, efaracteristic of standard

b |
database record should a,;! Iso maintained manually. For example, characteristic of primary

e

key or composed primary key%can be maintained by b&)cally avoiding duplicated records. This is

i 0" I Erm 4 e
ammn‘iﬁuumfmmaa
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5.1.2. Converting data

As input of the proposed met u

format must be converted to have it n _- ] / tis very simple using the mapping
., I.
table 5.1. /

'—'

: //.’/?ll Q\\\‘\\\“
V- 77// BB NN
1/ EE A \NN\T

i’ll Mg 2 7\

‘ " (4 Id

| ‘obtained rating information which is character

Table 5.1: T ore to a number

QAT

After aﬂlharacter scores are cor‘.werted to numerlcal scores, the ratlng information is

”°W“QWTN“TT‘§“§TJ&33WF’3”‘VTEI'] Y
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5.2.Evaluation metrics

To measure the accuracy, one possible thing to be considered is to see how different

between the predicted values and the actual v. average, in the test dataset. The accurate

and effective recommendation algorith mall gab between the predicted and

the actual values. Therefore, whe to see which one produces the

best quality of recommendation.i com rinmhod M.A.E. (Mean Absolute
Error) value is performed. { roc uc 7 A.E. value in the set will be

considered as the best m the Mean Absolute Error

evaluation metric as follows.

The metric tries to calc rmance on the test set. The

gave on the /" movie. The Rp,

for

area, but it does not consider

Rc, in the formula denotes

represents the predicted overe ovie by our algorithm, and /

denotes the set of predictable items in the testd

MAE has been reogniz as a“acc

carefully the performaneeg’[n the situation that stability of absolute-error-is mportant. To additionally
| -r"

enhance the performan used. The technique is the

variance of absolute error which tries to variance of abs@e error from the different

between actual and estimated I?verall score in the test set

oo ter@uﬂmﬂmummm T

error (VAE) can be derived by the equation (15).

ARAINIUYNINGAY
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> (AE, - MAE)’
VAE = AL (15)
d
The term AE, denotes the absolute erno actual and predicted overall score for the

i~ unknown movie in the Eq. (15). T absolute error value implies the poor
stability in producing recommendation, :_:;‘ alte ﬁgs quality in producing stability
of results. / :
5.3.Evaluation resuts/
In order to prove ¢ 1, Jared Tl

Method 1: the user preference up, (a) = (PP, PPy PP.s: PP,

for user a instead of Eq. (9).

Method 2: the profile containing only gg;’“'-"r}' the preference profile, i.e., we used up,

(a) = (Wloa1+’ WP, WP 3 WP,
o ————————————

\7 AY |

Method 3: the user prefere 0 upeAa) = (WP, % PPy WP, %

] f |
PP sy WP,5.% PP WP,,.% PP, for user a instead of Eq. (9). —t

oo SPHE WAoo

standard evaluaticqlmetrics for recommendation systems, and the variance of absolute error to

analyze the stability of recommendation results. The results of 1, 3, and 5 nei rs are listed
in Tablr 2. eﬁt& Iﬂn ﬁa e pﬁcﬁo eusers’ r tﬁwj 2]
9
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Table 5.2 : MAE results for claim 1

nearest neighbor = 1 nearest neighbor = nearest neighbor = 5
method | No. of users in Dataset \‘l‘”{/ iset No. of users in Dataset
100 200 \\ L 100 200
1 5.18 e — 88._’ e 256 3.01
2 4.82 0 f _ ‘E 2.45 3.03
T A e |

Table 5.2 shows that method .8 p ces_muchibetter ¢ than methods 1 and 2. This
means that incorporation of Weight, is 1 r and ti ariant, can reliably increase the

accuracy. In addition, the number heigl - has irect effect for producing better

WbaZ+>< pbaZ’

at’

—— -__ ___ ¢ ___"'
Method 4: the user behayior ' L..X pb

WD, P WD, P, | Beuserarinsteaciot Eate —J

Method 5: the concatenatm of user preference profile and user beﬁior profile including their
weights, i.e., we used the pﬁgﬁd user profile asfEg. (9). The results of using 1, 3, and 5

e UE VTN NS
mm:ﬁmﬁ‘iﬂm %L1k eV

the sectlo 3.
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From Table 5.3, it can be seen that method 5, which is the concatenation of the user
preference and the behavior profile with their weights, can predict the rating value more accurately

than either using only the user preference or the behavior profile.

ympared against with the following

Finally, to prove claim 3, the

method. }

o —
Method 6: the concatenated | r tolthe O -\.- (hod 5, but one that applies MCDM
on the multi-criteria rating \\ [0 prove more about the prediction

value calculation part of ou r concatenated user profile

produces the best result amo ' r files. Therefore, in the prediction value calculation

step, it is necessary to a Nult- ] s of the neighbors, in Sec. 3.4.1,
instead of the weighted aver. i overa ) (Single-criteria rating). From Tables
5.2 and 5.3, it can be seen that tsal 5-obi e are five nearest neighbors.

neare ‘;.r:.;:mm-—— arést neighbor = 5
method | No. of use T"" D ". of users in Dataset
100 | 200 JJ'I 00 200
3 4.18 430, 476 | gu3.05 2.37 2.84
4 00 83 . | '] ﬂ 2.89
5 ) 9 3.39 1 44 2.93 2 27 2.70

QW']@Nﬂim TR FRGE
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Table 5.4. MAE results for claim 3 on number of nearest neighbor = 5

No. of users in Dataset
method
200
5 2.70
6 2.25

From the table 5.4,7 ng MCDM in the part of

calculation prediction value {ive 5), the ) atior o e better accuracy.

Moreover, comparison is'do vhich is proposed in method 5

against with a typical multi-ciiteria r¢ nend technique, which is the Multi-criteria

Collaborative Filtering appliedion Gollaborati ."’ Itefing que and Multidimensional distance

measurement on co-rated items f -’A‘% ) 3. I., 2007. The Multi-Criteria CF

does consider only the co-rated iters tecmﬂ?‘ met " bsolutely does not. The table

4 shows that our concatenated u prelﬂ'l(iu : duce better recommendation than the

typical one.
Table 5.5: Co 77—777—7-7—7j7 u .ﬂT osed one on
number of users in Dﬁet
method -
¢ g 100 Qv 200
PIHHIAHEVIIWE T
[ ]
Multi-criterq]:F 3.63 3.76

ARSI URIANYIEY.

foIIowingﬂabIes show the performance of such methods in another aspect which is the variance of
absolute error. To make things easy to get followed, the VAE term are temporarily defined for the

variance of absolute error.



Table 5.6: VAE results for claim 1

nearest neighbor = 1 nearest neighbor = 3 nearest neighbor =5
method | No. of users in Dataset ers in Dataset No. of users in Dataset
100 200 "L\ ”}/ 100 200
1 4.10 3.76 3.47
2 4.92 iy 3.42 3.41
3 3.70 821 ™ 3.53 3.44
e
nearest nelgh -‘h&\ nearest neighbor =
method | No. of users.i r . of users in Dataset
100 100 200
3 3.70 3.53 3.44
4 3.33 3.45 3.83 3.95
5 [3.77 3

method

v

No. of users in Dataset
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Table 5.9 Comparing VAE results of current method and the proposed one

nearest neighbor = 1 nearest neighbor = 3 nearest neighbor =5
method | No. of users in Dataset Nq. of.users in Dataset No. of users in Dataset
100 200 100 200
5 3.77 3.38 3.11
Multi- 3.50 3.48 3.21
criteria CF

an still be claimed with a

2, it @ see it the NS tions
P . ¥ N
n be acceptable. The proposed

From the tables aboy

little excursive result in som op

re

methods produce quite the be ‘\ as they produce just little

values of VAE.

i

AU ININTNGINS
ARIAINTUNNINGAY
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Table 5.10 : Description of recommendation methods used in experiments

Method Profiling technique Dissimilarity Score predictions
measurement

1 user preference profile without weight | Euclidean distance Weighted sum of
neighbor’s overall scores

\ and similarity values.
2 profile containing only -, =1Ll"- I' f Weighted sum of
weight of the preference pro -&... 4 neighbor’s overall scores
—— and similarity values.
3 user prefere ) Weighted sum of
weight neighbor’s overall scores
and similarity values.

4 user behavior profi [ Weighted sum of
neighbor’s overall scores
and similarity values.

5 concatenation# of Weighted sum of

profile and user neighbor’s overall scores
including their weights and similarity values.

6 concatenation of User ¢, J{ ne Applied MCDM

profile and user behavior —pre incorporating neighbor’s
including-their wei criteria scores and their
- scorresponding weight.
Traditional only user+ mu eighted sum of

Multi-criteria CF

=d items

information E 3

neighbor’s overall scores

and similarity values.

ﬂ‘UEJ’JVIEWﬁWEJ’]ﬂ‘i
QW']@NT]‘EQJ UANINYA Y




CHAPTER VI

From Table 5.2, the criteria’s relati S )iant weight can produce better
recommendations. This is becaus SNt users @ced by the movie criterion

unequally. For instance, some pee -u at James Cameron directs, such
as, Avatar, or Titanic, while others mg ' s a lot of 3D effects no matter
who directs the movie. Name ' the users weighted on the
iteri r ituat] tidlo 4\\ e example, if those users are
impressed by a dramatic m ‘ ay \‘;\ \ out consideration of the

.- es |n the dramatic movie. This

means that the most important critéri .& m-is-the acting }\ "\ ot'the direction one anymore.
This means that the system needs ¢ ide’ 2/ way.toymonitor this preference change to closely

understand the consecutively che d- .S | : Our method has already provided a
solution for both a situation where the user's preferes icé and behavior are changed varying by the

users and time.
| LY
From Table use profile produces more

accurate results. Usually, ﬁer the preference or the behavior infor n is used to identify the
user’s characteristic. The preffrence vector is able toﬁi;r&ply the directly given opinion of a user,
while the frequ rlbes the user’s
behavior when @ﬁﬁ I{Iﬁﬂ;ﬁbﬂ Ej ihlﬂro e types bring us
complete identification of the user preferencdand behavior. Itimplies that the systef.is now more

R RO T oW MY P T B

users.
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From Table 5.4, it can be seen the results when the MCDM technique is applied on the
prediction value calculation step. First, it uses the actual criteria ratings and related weights of all

neighbors to determine each criteria value of the target item. After that, the weighted average of all

representative preference o ota ' accurate recommendation

result is produced.

From Table 5.5, b ed jterd quired, the Multi-criteria CF suffers from

the original problem, whic A 'ng oroblel \i'\ - nable to outperform the

PN
proposed method in which t ag 4 @\o aining the different aspects of the

user’'s characteristic is used | . Conseguently, the prop \t\h ethod can overcome this kind

AU ININTNGINS
QRININIUNRINYIAE



CHAPTER VII

CONCLUSION

In this paper, three aspects are proposed for the Multi-criteria recommendation system. The
first aspect is the criteria’s weight, which is the user/and iime variant. This feature enables us to
support consecutively-changed individual use£§ preierences. The second aspect is the
concatenation of the user preferenee and.user behavior profiles.. This eliminates the lack of user
implication. The third aspect is_the improvement of the users’ rating value estimations. We applied
the MCDM (Multi-criteria Decision Making) t© the mblti criteria ratings of movies rated by neighbors
to improve the estimation®accuracy. Jgo evazluate :t_he,l.performance of our proposed method, we
conducted a set of experiments using the Yahoo I\/I;yies database under differing conditions. The
experiments were separated into thiee sequential pllgrtsj;to prove three claims related to the three
proposed ideas. As a result.of those experiments, vve":'shlowgad that our three proposed ideas on the

d

multi-criteria ratings contributed to better réoommer_]détions when compared to a set of typical
sl o
recommendation methods. Furthemmore, it can be seen that,the weighting technique can improve
3§ 4 e :-_lj‘..l

the recommendation. Other weighting téohniques can b;cdnsidered in our future work as well as a

combination technique between the pr’efefehce and behavior profiles.

Moreover, this«iWork presents a design fora theoretically;;viable recommendation
methodology which is suita_ble for mobile banking service domain. T:he’;reference architecture
permits naive users to chqqse an unfamiliar mobile banking service without disturbing normal
banking service transactions. The choice recommended by the proposed system is based on multi-
criteria that entails. as close t0 ‘users’| satisfaction=as! possible. fimplementing the proposed
architecture and”performing=experimental activities cannot be 'achieved, unless authorization for
accessing both banking service systems andicellular networkszare open for researchers since they
are commissioned| services. | Fortunately, 'the [accuracy. of | recommendation™ technique is
independent from the implemented architecture. Besides, the proposed algorithm has already been
proved successful in other domains, especially in the web-based movie recommendation [2] when

comparing to current available methods. The adjusted part (Profiing Technique) may not be
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affected for any unexercised experiments if the change is taken care of in every candidate
methodology. In offering a powerful recommender system for domestic mobile banking business,
we envision that broader mobile-based applications will proliferate not only the banking business,

but also other industries which profoundly int affect our daily lives as a whole.

AU ININTNGINS
ARIAINTUNNINGAY
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