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Chapter I

INTRODUCTION

Scandium is a trivalent rare-earth element which is in the same row as yt-

trium and lanthanum. Yttrium and lanthanum hydride can be used as a switchable

mirror [1]. Their compositions can be switched between dihydride which is a metal

phase and trihydride which is a semiconductor phase. The metal phase is an excel-

lence metal and shiny while the semiconductor phase is transparent in the visible

frequency range. Indeed, all of the trivalent rare-earth hydride were suggested to

have this switchable optical property, also. Moreover, from theoretical studies,

the trivalent rare-earth trihydride have superconductivity under high pressure [2].

The properties i.e. physical property, electrical property and optical property are

affected by different phases of structures. In this thesis, we considered the struc-

tures of scandium trihydride under pressure which will be very useful for the study

of its properties in the future.

The X-ray diffraction (XRD) experiment of scandium hydride was done by

A. Ohmura et al [3]. The fragment of scandium which has diameter 60 µm and

thickness 15 µm was hydrogenated under high pressure and at room temperature

in the diamond anvil cell (DAC). The ScHx occurred at 0.43 GPa with x ∼ 0.43

and it has a hexagonal pattern. The concentration of hydrogen was increase as

the pressure increases. When the pressure reached 4.1 GPa, the peak of XRD

pattern∗ indicated the ScH2 appeared and is a fcc phase. The ScH3 formed at 5.3

GPa and is a hcp phase while the ScH2 remained. The volume fraction of ScH2

reduced from 68 % at 5.3 GPa to 25 % at 20.9 GPa. Actually, the XRD cannot

detect the hydrogen atoms, so they separated the ScH2 and ScH3 by extrapolating

the data and compared the lattice parameters to that of the neutron diffraction

[4] at 1 atm. Even the ScH3 and the other REH3 (RE = rare earth) are the

hcp pattern by metal planes but the neutron diffraction showed that the space

group of ScH2.90 differs from of the others which are P 3̄c1. The ScH2 powder was

pressurized with hydrogen at 1 GPa and 250 ◦C for 24 h to do the hydrogenation.

∗see in Appendix A.
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The sample was cooled at 150 K and then was released from high pressure cell.

The 1.2 g of ScH2.90 powder was done the neutron diffraction experiment at 97

K. The neutron diffraction pattern could not fit with the P 3̄c1 pattern or even

the P63/mmc pattern. The metal planes are the same pattern of cause which

is the hcp, however, the hydrogen atoms arrange in a difference pattern. The

atomic positions are showed in Table 1.1 with the P63/mmc symmetry structure.

There are three hydrogen atoms; two of them occupy at tetrahedral sites† (T site)

which refer to Ht atoms and the another one occupies on metal plane (M site)

which refers to Hm atom. Nevertheless, the neutron diffraction pattern showed

no sign of long-range hydrogen ordering. The Ht and Hm atoms of ScH2.90 were

displaced from the ideal T site and M site, respectively. The P63/mmc symmetry

structure gives that four Hm atoms form two dumbbells along the c axis but the site

occupancies (ω) is 0.48. Therefore, there are only half of them can be occupied on

this site and the distributions of Hm atoms are random over this sites. Moreover,

the thermal factors of hydrogen atoms in Table 1.1 are very large that cause the

hydrogen atoms diffuse away from their equilibrium positions.

Table 1.1: The atomic positions of hcp phase are calculated by applying the P63/mmc

symmetry structure to ScH3 when B is the thermal factor and ω is the site occupancy. [4]

Atom Site x y z B (Å2) ω

Sc 2c 1/3 2/3 1/4 0.46 1.00

Ht 4f 1/3 2/3 -0.088 2.40 0.97

Hm 4e 0 0 0.210 1.50 0.48

The c/a of REH3 are reduced obviously while they were compressed under

high pressure. In contrast to the c/a of ScH3 that remain about 1.8 for a wide

range of pressure 4−30 GPa. The peaks of XRD pattern of the hcp started to lose

their intensity and of the fcc started to increase their intensity at about 30 GPa.

The occurrence of the fcc was complete at about 46 GPa until the XRD experiment

was end at 54.7 GPa. The phase between the hcp and the fcc is the intermediate

phase. The d-spacing of the intermediate phase shows the connection that which

planes of the hcp transform to which planes of the fcc (see Fig 1.1a). The (101)h

plane was split into two planes at the intermediate phase and then transform to

†see in Appendix B.
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Figure 1.1: (a) The d-spacing of several planes of ScH3 under high pressure. The planes of

hcp, intermediate and fcc phases are different, so they are the virtue for structural analysis. (b)

The ionic radii of REH3 is shown that the relationship to the transition pressure is inversely

proportional. [3]
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the (111)f and (200)f planes, respectively. The (110)h plane decreased smoothly

through the intermediate phase and then transform to the (220)f continuously.

The hcp-intermediate phase transformation pressures of the REH3 are inversely

proportional the ionic radii (see Fig 1.1b). The ScH3 has the ionic radii 0.73 Å,

so that it has the same tendency of the relation between transformation pressure

and the ionic radii of the REH3.

The Raman experiment used the sample of 5 µm thin which is thinner than

that of the XRD experiment, so T. Kume et al [6] believed that the percent of ScH2

is lesser. It showed that there is the Raman-active at Ov mode under pressure

< 25 GPa which is active when there are no hydrogen atoms at octahedral sites

(O sites) and is inactive when there are hydrogen atoms at O sites. The result is

accordance to the neutron diffraction result. The Ht mode cannot be measured

because it has the frequency around 1,200 cm−1 but it was concealed by the strong

diamond signal around 1,330 cm−1. The Sc mode is discontinuously shifted at >

25 GPa imply that the stacking sequence of the metal planes changed. On the

other hand, the infared (IR) experiment found that the hcp-intermediate phase

transition occurred at 28 GPa, so from the three experiments, XRD, Raman and

IR, it can be concluded that the intermediate phase coexists with the hcp phase

at 25−30 GPa. The Raman peak of Ov disappeared at the intermediate phase, so

that the hydrogen atoms moved to the O site. Nevertheless, there are not every of

them move to the O site. The extremely broad band possibly indicated that the

hydrogen atoms have some distribution around the O site and may correspond to

the wave modulation which is larger than, or is incommensurately matched with,

the lattice parameters. The Grüneisen parameters (γ) were calculated for the

hydrogen modes at the O site and T site. The γ show that the bonding between

Sc and Ho is covalent and between Sc and Ht is ionic. The first two Raman peaks

of ScH3 and YH3 at the intermediate phase are similar. The structure of the

intermediate phase YH3 was studied by matching the experimental XRD pattern

to the theoretical XRD pattern, and so it has the long-period stacking sequence

of metal planes that is the hcp and fcc mixed up together [5]. However, we will

suggest the alternative intermediate phase of ScH3 by analysis the d-spacing in

Chapter IV.

The phase transition of ScH3 was studied by using density functional theory

(DFT). The DFT and the other involved theory, i.e., crystal structure, phase

stability and technique of calculation, will be explained in Chapter II. The method

of calculation and the details of the structure will be shown in Chapter III. The
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results of the study, i.e., the phase transition and the details of the intermediate

phase, will be discussed in Chapter IV. And last, the conclusion will be concluded

in Chapter V.



Chapter II

THEORY

The research in condense matter or materials science reaches the era of

the integrated knowledge that we have to mix many subjects together to find

what we are finding. This research is about the transformation of structures.

The crystallography plays the important role to analyze the crystal structures

of interesting materials. The density functional theory (DFT) can calculate the

energy and the properties of those structures. The phase transition theory is based

on the equation pf states and the lowest due energy state. Let us begin with the

crystal structure.

2.1 Crystal structure

The atoms in solid are arranged in an orderly fashion. The atom and its neighbors

form a periodic pattern. The copies of pattern are lined up infinitely. Therefore,

the microscopic structure of solid is order and periodicity. It is the so-called crystal

structure. The macroscopic structure of solid may contian some defects and the

properties change slightly.

2.1.1 Lattice

Lattice is where there are points that put on the empty space and spread uniformly

in three dimension (3D) (see Fig 2.1a). Even we stand on any point and look

around, they are the same. We can move from one point to another point by the

translation vector which connects any two points, and the environment remains

unchange. If the atoms are put in each lattice point, it becomes the crystal.

However, the atom can place on a basis which is related to the lattice point by an

extra coordinate (x, y, z) in (3D), e.g., the basis of the atom placed at the lattice

point is (0,0,0) (see Fig 2.1b). The lattice point with the basis is repeated to

consist of the lattice and becomes crystal (see Fig 2.1c).
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2.1.2 Unit cell

The lines connect a point to a nearest point in lattice joint together as a block.

Each block can be arranged without empty space. This block defines a unit cell.

It can contain atoms inside which may be more than one atom. If there is one

atom inside unit cell which repeat itself in space, it is a primitive cell. Some unit

cells that contain more than one atom can be reduced into a primitive cell. If a

primitive cell exists, it will help improve computing time consumption.

(a)

(c)

(b)

Figure 2.1: (a) The points spread uniformly to form the net in 2D and the lattice in 3D. (b)

The stars germinate from the origin. (c) The crystal consists of the lattice and the basis.

2.1.3 Bravias lattice

Bravias lattice has 14 forms of unit cells which are based on 7 lattice systems in

3D. This is the base system. There are no lattice forms beyond the Bravias lattice

and if there are other forms, they can be reformed into Bravias lattice.
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2.1.4 Space groups

Space groups are the symmetry applied in Bravias lattice with various formations,

i.e. rotation axis, inversion, mirror plane, translation and glide axis. There are

230 space groups in 3D. This work regards the hcp and fcc as the main structure

which have space groups Fm3̄m and P63/mmc, respectively.

2.1.5 Plane, direction and d-spacing

A Plane can be defined as a flat plate that traverses through a set of atoms. It is

specified by three inverse numbers that the plane intersects to principal axes. This

numbers are called Miller index which is written as (hkl). If there are planes that

traverse the same set of atoms, they can be grouped together and written as hkl.

Planes for each kind of a lattice system are difference, so the plane is labeled to

distinguish when it is referred to. In this work, we use subscript h, for hcp, f for

fcc and Cm for Cm groups. The direction points from the origin to perpendicular

to the plane, can be written as

r = ua+ vb+ wc. (2.1)

It can be written in shorthand as [uvw] to tell the direction. The d-spacing is the

distance between two parallel planes. It is advantageous in XRD experiment to

define the structure using Braggs law,

nλ = 2dhkl sin θ, (2.2)

and also using the equation of d-spacing in Table 2.1.

2.1.6 Close packed structure

A close packed structure is the most compact structure of identical spheres. One

sphere is placed at the center has be surrounded by 6 spheres most in two dimen-

sions (2D) called hexagonal form. The 6 surrounded spheres in the same plane

packed together and there exists 6 voids which is the hollows among the spheres

(see Fig 2.2). The voids can be filled by above and/or below 2D close packed layer

compactly, even though a layer can fill only half of the voids. Therefore, if we

regard in 3D, there are many combinations of close packed layers by the patterns

of stacking layers.
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Figure 2.2: The spheres form the closest pack. The black areas are the voids that the spheres

cannot fill.

Figure 2.3: The hollow circles represent the spheres that place above the black spheres. They

can pile up only half of the voids of the below layer, so there are another half that can be filled.
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Table 2.1: The expressions of the dhkl value of the various crystal systems are showed in the

inverse square form.

System 1/d2hkl

Cubic (h2 + k2 + l2)/a2

Tetragonal h2+k2

a2
+ l2

c2

Orthorhombic h2

a2
+ k2

b2
+ l2

c2

Hexagonal 4
3a2

(h2 + k2 + hk) + l2

c2

Trigonal 1
a2

(
(h2+k2+l2) sin2 α+2(hk+hl+kl)(cos2 α−cosα)

1+2 cos3 α−3 cos2 α

)
Monoclinic h2

a2 sin2 β
+ k2

b2
+ l2

c2 sin2 β
− 2hl cosβ

ac sin2 β

Triclinic

(1− cos2 α− cos2 β − cos2 γ + 2 cosα cos β cos γ)−1

×
(

h2

a2
sin2 α+ k2

b2
sin2 β + l2

c2
sin2 γ + 2kl

bc
(cos β cos γ − cosα)

+2lh
ca
(cos γ cosα− cos β) + 2hk

ab
(cosα cos β − cos γ)

)

The easiest structure is called the simple hexagonal (sh) that the next layers

do not fill any voids or we can say that there are no stacking layers for sh. Because

all layers are placed on the same position, so it has a pattern, AAAA· · · which A

means the starting layer and its equivalent layers. The most well-known patterns

of stacking layers are ABABAB and ABCABC which are so-called hexagonal close-

packed (hcp) and face-centered cubic (fcc), respectively. B means that the above

layer fills 3 of 6 voids from the first layer. C means that the above layer fills

different 3 voids after B (see Fig 2.3). Even they are close packed structure, but

the hcp is in the hexagonal system and the fcc is in cubic system. As they are

different by stacking layers, they can transform continuously to each other by

sliding layer. The sphere will be moved from a void to another nearest void with

a shortest distance to change the pattern. The sphere is placed at the void which

is the center of the equilateral triangle. The laterals of the equilateral triangle are

a lattice parameter of a hexagonal unit cell (a). We have known that the distance

from the vertex to the center is the two-third of the altitude. The magnitude of
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the altitude is

h =

√
3

2
a. (2.3)

Fig 2.4 shows that the nearest voids are in the next articulate equilateral triangle.

The distance between two nearest voids, d, is two-third of the altitude, however,

if we regard the two equilateral triangle as a rhomboid, it is the one-third of a

long diagonal of the rhomboid. The long diagonal of the rhomboid is twice of the

altitude, so

d =

√
3

3
a. (2.4)

It is advantageous to build the intermediate structure in Chapter 3 and the mech-

anism of the transformation between the hcp and fcc patterns will be described in

Chapter 4.

60
◦

a

h

30
◦

√

3

3
a

Figure 2.4: The geometry of the close packed structure. The black arrow points the direction

that the sphere can move to the other void with a shortest distance.

2.2 Phase stability

In thermodynamics, the irreversible transformation of the system from the initial

equilibrium indicates to the increasing of entropy

δS ≥ 0 or Sf ≥ Si. (2.5)
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The Eq 2.5 shows that the final state entropy, Sf , is higher than the initial state

entropy, Si. If we assume that the system is changed infinitesimally, the system

will evolve until the entropy reaches the maximum at the final equilibrium

S = Smax. (2.6)

In solid, a system is always contacted with thermal and pressure reservoir. It can

have initial the temperature, T0, and pressure, P0, which differ from the reservoir,

and then they will be evolved until the system reaches equilibrium. This evolution

makes the higher entropy

δSsys + δSres ≥ 0, (2.7)

The entropy of the reservoir, Sres, changes because it transfers heat into the system

but the temperature is unchanged

δSres = −Q

T0
. (2.8)

Putting the Eq 2.7 in the Eq 2.8

Q− T0δS ≤ 0. (2.9)

The first law of thermodynamics is stated with constant pressure

δU = Q− P0δV, (2.10)

where U is the internal energy which can be computed by DFT and V is the

volume. The Eq 2.9 is applied to the Eq 2.10, so

δU + P0δV − T0δS ≤ 0, (2.11)

δ(U + PV − TS) = 0, (2.12)

δG ≤ 0. (2.13)

In our calculation, however, there is no temperature applied to the system, so it

is surrounded by the 0 K environment. The Gibbs free energy (G) is reduced to

the enthalpy free energy (H)

δH = δU + P0δV, (2.14)

δH ≤ 0. (2.15)

The Eq 2.15 is the condition that the system which is contacted with 0 K, and

pressure reservoir will evolve until the enthalpy reaches the minimum

H = Hmin. (2.16)

Therefore, the phases which have the lowest enthalpy is the most preferable for

the system. We apply Eq 2.16 to analyze the phase transition.
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2.3 Density functional theory

The condensed matter system consists of enormous electrons that distribute around

their nuclei. The number of electrons and nuclei are difference in each system. The

nuclei can be bound together by some kinds of bond, i.e., metallic bond, covalent

bond, and ionic bond. Each kind of bond gives different physical property, optical

property and other properties. The valence electrons play the important role in

bonding. Therefore, the density functional theory (DFT) describes the electrons

and the density refers to electron density. The behavior of the electrons can be

solved by the quantum mechanics, then we start from considering the Schrödingers

equation,

ĤΨ(r1, . . . , rNe ,R1, . . . ,RNn) = EΨ(r1, . . . , rNe ,R1, . . . ,RNn), (2.17)

when

Ĥ =−
∑
i

1

2
∇2

ri
−
∑
I

1

2MI

∇2
RI

(2.18)

+
1

2

∑
i̸=j

e2

|ri − rj|
+

1

2

∑
I ̸=J

ZIZJe
2

|RI −RJ |
−
∑
i,I

ZIe
2

|ri −RI |
.

The indices and mass which are small letters and capital letters are of electrons

and nuclei, respectively. The Ne is an amount of electron and Nn is an amount of

nuclei. The first and second terms on the right hand side (RHS) in Eq 2.3 are the

kinetic energy of electron and nuclei, respectively. The last three terms on RHS

in Eq 2.3 are Coulomb interactions between particles which are electron-electron,

electron-nuclei and nuclei-nuclei, respectively. Even the equation of system is

easy to write but its solution is very difficult and complicated to solve. Because

the wave function is depends on 3Ne + 3Nn variables. Therefore, it needs to

be approximated to make an easier problem. There are two parts that can be

approximated, i.e., the Hamiltonian and the wave function. The dynamic of the

electrons is enormous higher than of the nuclei, so the electrons see the movement

of the nuclei likes stationary. The coordinates of electrons can be separated out

of the coordinates of nuclei in the wave function,

Ψ(r1, . . . , rNe ,R1, . . . ,RNn) = Ψ(r1, . . . , rNe)Ψ(R1, . . . ,RNn). (2.19)

The nucleus part in Hamiltonian can be set as constants when the Hamiltonian

operates on electron wave function, so the degree of fredom is reduced to Ne. It

is called Born-Oppenheimer approximation

ĤΨ(r1, . . . , rNe) = EΨ(r 1, . . . , rNe), (2.20)



14

when

Ĥ = −
∑
i

1

2
∇2

ri
+
∑
i

v(ri) +
1

2

∑
i̸=j

e2

|ri − rj|
. (2.21)

The v(ri) is the nuclei-electron interaction. It is a background potential that has

the electron moving around with electron-electron interaction. In general case,

v(ri) is an external potential that includes external forces in the background.

2.3.1 Hartree-Fock approximation

Although, the number of variables in the wave function is reduced to 3Ne but

it is still too many. Hartree proposed that the electron wave function can be

purely separated by multiplication. The electron wave function is reduced from

an electron wave equation with 3Ne variables to single 3Ne electron wave equations

with ri variable each. But the electron is the fermion, so it must be obey the Pauli’s

exclusion principle,

Ψ(r1, r1) = 0, (2.22)

which two electron cannot be filled in the same state, and electron wave function

must be antisymmetric,

Ψ(r1, r2) = −Ψ(r2, r1). (2.23)

Later, Slater proposed the electron wave function in the form of determinant that

contains those information,

Ψ =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1) ψ2(r1) · · · ψN(r1)

ψ1(r2) ψ2(r2) · · · ψN(r2)
...

...
. . .

...

ψ1(rN) ψ2(rN) · · · ψN(rN)

∣∣∣∣∣∣∣∣∣∣∣
, (2.24)

=
1√
N !
det[ψ1(r1)ψ2(r2) · · ·ψN(rN)]. (2.25)

Now, we set N as the number of electron. Even though, the Hartree-Fock energy

still has the energy difference from the true energy. The difference energy is a

correlation energy

EHF
corr = E − EHF , (2.26)

which can be calculated by, e.g., the Kohn-Sham method.

2.3.2 Hohenberg-Kohn theorem

Thomas and Fermi were the pioneers who played with the electron density to

explain a homogenous electron gas. Hohenberg and Kohn picked the idea up and
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then use it to explain an inhomogenous electron gas which is more precise for the

electron in the condensed matter [7]. They derived two theorems that support

DFT calculation so well. First, we have to rewrite the Hamiltonian in the form of

a density functional as

E[ρ] = Ts[ρ] + Vext[ρ] + U [ρ]. (2.27)

when

Ts[ρ] =

∫
−1

2
∇2

rρ1(r
′, r)r′=rdr, (2.28)

Vext[ρ] =

∫
v(r)ρ(r)dr, (2.29)

U [ρ] =

∫∫
1

r2 − r1
ρ2(r1, r2)dr1dr2. (2.30)

Ts[ρ] is noninteracting kinetic energy. Its detail is explained elsewhere [7]. The first

theorem considers the two similar systems acted by difference external potentials,

v(r) and v′(r). Each system has its Hamiltonian, H, H ′, eigenenergy, E, E ′, and

eigenstate, Ψ, Ψ′, which has the same density, ρ(r) both (only v(r)−v′(r) ̸= const).

We can write the equations

E < ⟨Ψ′|H|Ψ′⟩ = ⟨Ψ′|H ′ + Vext − V ′
ext|Ψ′⟩, (2.31)

E < E ′ +

∫
(v − v′)ρ(r)dr, (2.32)

and vice versa,

E ′ < E +

∫
(v′ − v)ρ(r)dr. (2.33)

From Eq 2.32 and Eq 2.33, they give

E + E ′ < E + E ′, (2.34)

so two systems with difference external potentials will be conflicted to have the

same density. It is proved that the density is unique to a given external potential.

This theorem makes us confidence that the density will be solved is the ground

state density, ρ(r0), of the regarded systems. The second theorem is that the

ρ0(r) will give the ground state energy, E0, which is the lowest one. If there is the

density, ρ̃(r), which is not the ground state density, it will give energy higher than

the ground state energy,

E0 = E[ρ0(r)] ≤ E[ρ̃(r)]. (2.35)
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2.3.3 Kohn-Sham method

The Hartree-Fock wave function gives only the exchange term thus, the energy

does not contain by the correlation energy. The density matrices come to play the

central role of this problem,

ρN(r
′
1r

′
2 · · · r′N , r1r2 · · · rN) = ΨN(r

′
1r

′
2 · · · r′N)Ψ∗

N(r1r2 · · · rN). (2.36)

The Eq 2.36 involves with many variables that difficult to solve, so it should be

reduced into one particle problem as,

ρ1(r
′
1, r1) = N

∫
· · ·
∫
ρN(r

′
1r2 · · · rN , r1r2 · · · rN)dr2 · · · drN . (2.37)

For the Coulomb potential, there are two electrons interacting, so it needs the

reduced density matrices for two particles problem,

ρ2(r
′
1r

′
2, r1r2) =

N(N − 1)

2

∫
· · ·
∫
ρN(r

′
1r

′
2r3 · · · rN , r1r2r3 · · · rN)dr3 · · · drN .

(2.38)

The Hamiltonian in the form of the density functional can be written as Eq 2.37.

The Coulomb potential will be less complicated when the density matrices is

reduced to one particle density matrices,

J [ρ] =
1

2

∫
1

r12
ρ(r1)ρ(r2)dr1dr2. (2.39)

Eq 2.39 is the Hartree potential that contains only the classical part of Coulomb

potential. Therefore, the reduce density matrices for two particles can be written

as,

ρ2(r
′
1r

′
2, r1r2) =

1

2
[ρ(r1)ρ(r2) + ρ(r1)ρxc(r1, r2)], (2.40)

which is separated into two parts, classical part and quantum part. The ρxc is the

exchange-correlation hole which gives the exchange-correlation energy,

Exc[ρ] =
1

2

∫∫
1

r12
ρ(r1)ρxc(r1, r2)dr1dr2. (2.41)

The energy functional in Eq 2.27 becomes

E[ρ] = Ts[ρ] + J [ρ] + Exc[ρ] + Vext[ρ]. (2.42)

According to Hohenberg-Kohn second theorem we need the variational method to

find the extremum path
δE[ρ]

δρ(r)
= 0, (2.43)

then ∫
δρ(r)

{
− 1

2
∇2 + veff (r)

}
dr = 0, (2.44)
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when

veff (r) =

∫
ρ(r′)

|r− r′|
dr′ + v(r) +

δExc[ρ]

δρ(r)
. (2.45)

The veff (r) is the effective potential that the noninteracting electron are moving

in. Therefore, the ρ(r) is satisfied the Eq 2.43, Eq 2.44 and Eq 2.45 can be solved

by one-particle Schrödinger equation (in atomic unit){
− 1

2
∇2 + veff (r)

}
ψKS
i (r) = εiψ

KS
i (r), (2.46)

when

ρ(r) =
N∑
i=1

|ψKS
i (r)|2. (2.47)

The ψKS
i is the Kohn-Sham orbital. The ρ(r) can be solved self-consistently by

the Eq 2.45, Eq 2.46 and Eq 2.47 which is known as the Kohn-Sham method [8].

2.4 Techniques of Calculation on DFT

Even the DFT was approximated for easy solving the solution of the one-particle

Schrödinger equation, however, the electron wave function is opened to be any

completeness basis sets and an exact form of the exchange-correlation energy is still

a missing puzzle. There are many solutions for these problems but they are differed

by the speed of calculation, the accuracy and the precision. In CASTEP code used

in this thesis, we used the plane wave (PW) basis set with pseudopotential method.

The exchange-correlation energy used both the local density approximation (LDA)

and the generalized gradient approximation (GGA) in our calculation.

2.4.1 Plane Wave basis set

The atoms in solid state arrange orderly and has periodicity. If we consider the

noninteracting electron, it is acted by only the background potential from the

nucleus which is formed the crystal. The potential has to follow the Bloch’s

theorem

U(r) = U(r+T), (2.48)

where T is a translation vector that the electrons are acted, by the potential, the

same for the initial and final positions. The U(r) satisfies the periodicity in solid

by this condition. The electron wave function follows the Bloch’s theorem is

Ψ(r+R) = eik·RΨ(r). (2.49)
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The electrn wave functions can be written in the Fouriers form which satisfy the

Bloch’s theorem as

Ψ(r) =
1

Ω

∑
m

Ψ(k+Gm)e
i(k+Gm)·r) (2.50)

where Ω is the volume of the solid and G is the reciprocal lattice vector.

2.4.2 Pseudopotential method

The calculation of all electron (AE) wave function in solid gives the best accuracy

but is very cumbersome. However, the AE wave function can be separated into two

parts, the core and valence wave function as suggested by Herring [9], Phillips and

Kleinman [10]. The valence wave function in core region divided by core radius

(rc) oscillates that make the laborious calculation. In contrast to the valence wave

function which is smooth part that does the chemical bond and distributes at

the Fermi surface. It is easier to avoid calculating the core region and perform

accurate calculation in smooth part by using a pseudo wave function

|ψps⟩ = |ψ⟩ −
∑
c

|ψc⟩⟨ψc|ψps⟩, (2.51)

where ψc is the wave function in core region, so the summation is summed over

the core states and ψ is the AE wave function. The Schrödingers equation that

satisfies the pseudo wave function is

H|ψ⟩ = E|ψ⟩, (2.52)

H(|ψps⟩+
∑
c

|ψc⟩⟨ψc|ψps⟩) = E(|ψps⟩+
∑
c

|ψc⟩⟨ψc|ψps⟩), (2.53)

H|ψps⟩+
∑
c

(Ec − E)|ψc⟩⟨ψc|ψps⟩ = E|ψps⟩, (2.54)

where H = −1
2
∇2 + V (r) and Ec is the eigenenergy of the core state, so that

(−1

2
∇2 + Ups)|ψps⟩ = E|ψps⟩, (2.55)

where Ups = V (r)+
∑

(Ec−E)|ψc⟩⟨ψc| is the pseudopotential. Eq 2.55 advantages

that E can be calculated by using the pseudo wave function and pseudopotential

instead of the AE wave function. Fig 2.5 shows that the real wave function is cut

the oscillating part inside the rc and replaced with the smooth part of the pseudo

wave function.
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Figure 2.5: The comparison between the AE wave function (dash line) and the pseudo wave

function (solid line) of molybdenum. [11]

There are the conditions that make an accurate pseudo wave function.

Hamann, Schlüter and Chiang proposed the conditions (known as norm-conserving

pseudopotential) [11] that the pseudo wave function has to follow the properties:

1. The eigenvalues of the real and pseudo systems, E and E ′, respectively,

are equivalent

E = E ′. (2.56)

2. The wave functions outside the core region of the real and pseudo systems

are equivalent

ψ(r) = ψps(r) for r ≥ rc. (2.57)

3. The integrals from 0 to R, when R > rc, of the real and pseudo charge

densities are equivalent (norm-conserving)

⟨ψ|ψ⟩R = ⟨ψps|ψps⟩R. (2.58)

4. The first energy derivatives of the logarithmic derivatives of the real and

pseudo wave function are equivalent for r > rc.

The norm-conserving pseudopotentials conditions are too restricted and are

inappropriate for some systems. Vanderbilt showed that removing the norm-

conserving constraint can reduce the numbers of plane waves in our calculation and

also increase the speed of calculation [12]. It is so-called ultrasoft pseudopotential.

2.4.3 Exchange-correlation energy

The Eq 2.41 is left with complicated that there is no exact form. There are many

approximations for this term. Two acceptable approximations that have the high
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accuracy for calculation the physical property (i.e. lattice parameters, phonon)

and are most popular are the LDA and the GGA. They are difference in physics

idea. The LDA bases on the homogenous electron gas

Exc[ρ] =

∫
ρ(r)ϵxc(ρ)dr, (2.59)

where ϵxc(ρ) is the exchange-correlation energy density. In CASTEP code, it is

modeled by Ceperley and Alder [13] and is parameterized by Perdew and Zunger

[14] which the details are shown in Appendix C. But the electrons are not re-

ally uniform, so the inhomogenous electron gas is regarded. The GGA takes the

gradient term of the density matrices into account

Exc[ρ] =

∫
ρ(r)ϵxc(ρ,∇ρ)dr. (2.60)

This work used the Perdew, Burke and Ernzerhof [15] model which its detail is

shown in Appendix C.



Chapter III

METHOD

We used CASTEP (CAmbridge Serial Total Energy Package) code [16] which

is hosted by Materials Studio (MS) program to calculate the energy and the prop-

erties of scandium trihydride. CASTEP is based on DFT and uses the plane-wave

basis set and pseudopotential method. There are many advantages to predict

the properties of materials or even molecules, such as, the lattice parameters, bulk

modulus, phonons, density of states, band structure, charge densities, atomic pop-

ulations, and optical properties etc. In this chapter, we will describe the detail

of building the structure i.e. hcp phase, fcc phase, and intermediate phase. The

BFGS (Broyden-Fletcher-Goldfarb-Shanno) scheme and the on the fly pseudopo-

tential are chosen in calculation. The parameters energy cutoff and k-point meshes

are also chosen for the convergence of the energy.

3.1 The hcp and fcc phases

From Chapter I, there were experiments which identified the hcp phase of the

ScH3. The metal planes are formed as the pattern ABABAB and it is the hcp

phase which was showed clearly by XRD and neutron experiments. The neutron

experiment showed the structure of ScH3 by assuming the P63/mmc symmetry

structure to the neutron diffraction pattern. The atomic positions are shown in

Table 1.1. The scandium atom is at 2c site which stays at (1
3
, 2
3
, 1
4
) position. The

hydrogen atoms are more complicated. The Ht atom is displaced from the ideal T

site to the 4f site which stays at (1
3
, 2
3
,−0.088) position. The Hm atom is displaced

from the metal plane to the 4e site which stays at (0, 0, 0.210) position. We note

that there is only one Hm atom in the unit cell but by filling atom at 4e site gives

two Hm atoms. Therefore, it should be only half of the Hm which can be filled

in this site, or to be exact has 0.48 occupancy. The experimentalists suggested

that the Hm atoms distribute randomly around their sites, however, the random
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distribution uses enormous resources in calculations. We assume that they are

stationary at their position as shown in Fig 3.1a.

This structure has the P3m1 symmetry but is not the lowest energy struc-

ture. From the geometry optimization, the Hm atoms can move to the metal planes

and lower the energy by 0.01 eV. The symmetry is then changed to P63/mmc.

Nevertheless, we choose to strict to the experimental structure, so the Hm atomic

positions are fixed while the structure is being optimized. The fcc structure is very

simple and it is the Fm3̄m symmetry structure. The scandium atom is placed at

4a site which locates at (0,0,0) position. There are two hydrogen atoms placed at

T sites which are the 8c sites and at (1
2
, 1
2
, 1
2
) position and at O sites which is the

4b site and at (1
4
, 1
4
, 1
4
) position. The structure of fcc is shown in Fig 3.1b.

Figure 3.1: The structure model of ScH3 (a) hcp phase and (b) fcc phase.

3.2 Convergence test

The crystal is periodic, so we can consider only one unit cell instead of the whole

bulk. The boundary of the reciprocal primitive unit cell is at the Brillouin zone

boundary. The smallest regarded system can reduce the cost of calculation. The

Brillouin zone is build in the same way as the Wigner-Seitz cell. The walls of

the zone are perpendicular to the reciprocal space vector, G, and cross at the
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half which constitute the first Brillouin zone. However, the first Brillouin zone is

not enough for consideration because the second and others Brillouin zones have

higher energy. On the other hand, the Fourier form of the wave function in Eq 2.50

is summed cumulatively due to the high order of the Brillouin zone that leads to

longer computational time. We can find the appropriate value of G that makes

the converged solution when the G related to the energy by

Ec =
~2

2m
G2

max, (3.1)

where Ec is the cutoff energy and Gmax which is the maximum reciprocal space

that the plane wave is summed over. Fig 3.2 shows that the reciprocal space can

be divided into k-point mesh which is proposed by Monkhorst and Pack [17, 18]

ki =
2qi − pi − 1

2pi
; qi = 1, 2, . . . , pi , (3.2)

where pi is the amount of k-point in i direction and ki is the distance to the qth

position in reciprocal space. The finer k-point mesh affects the convergence of the

energy.

Figure 3.2: The k-point mesh expand all reciprocal space where the circle is the cutoff of the

calculation.

The convergence tests of Ec and k-point separation ks are shown in Fig 3.3.

We tested the parameters for the hcp and fcc phases that yield the same results.

The energy cutoff of 650 and 700 eV yield slightly better convergent energy than

of 600 eV, but they are rather time consuming, so the appropriate Ec for both

phases is 600 eV (see Fig 3.3a,c). We chose the ks = 0.02 Å for both phases which

is give the good convergent energy. Noting that for the intermediate phase the

calculation used ks = 0.04 Å because system size is rather big results in taking

more computation time.
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Figure 3.3: (a)&(b) are the convergence test of hcp phase for energy cutoff and k-point sepa-

ration, respectively. (c)&(d) are the convergence test of fcc phase for energy cutoff and k-point

separation, respectively. The y-axis is the difference energy that differs averagely from finer and

coarser x-axis values.

3.3 Geometry Optimization

The geometry optimization is the method that searches for the ground state crystal

structure [19]. The unrelaxed crystal structure can be relaxed, by this method, to

satisfy the applied external potential. We know, from Chapter II, that the system

which is in contact with pressure and 0 K reservoirs prefers the minimum enthalpy

H = E + PΩ. (3.3)

The enthalpy is the functional of (9 + 3N)-dimensional space where 9 are of the

strain components and 3N are of the coordinates of atoms

H = H(ϵ, r1, r2, . . . , rN). (3.4)

The force vector can be calculated by the first derivative of the enthalpy respect

to X

F = −∂H
∂X

∣∣∣∣
P

, (3.5)
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where

X3(i−1)+j = ϵij ; i, j = 1, 2, 3 , (3.6)

and the followers are the coordinate of the atoms

Xi = ri ; i = 1, 2, . . . , N . (3.7)

The variation of enthalpy around the minimum Xmin is

δH =
1

2
(X −Xmin) ·B(X −Xmin), (3.8)

where B is the Hessian matrix. The quasi-Newton method∗ which is a root finding

algorithm help us to search for the Xmin from the F in one relaxation step. The

Xk will be improved to the Xmin by the equation

∆Xk = HkFk, (3.9)

where H = B−1. H0 is unknown but it can be guessed and updated by the BFGS

method. When the X reaches its minimum, the crystal structure satisfies the

external pressure and it also has the minimum enthalpy which is calculated from

the above algorithm. In this work, we calculated the enthalpy of the hcp and fcc

phases every 5 GPa from 0 to 60 GPa. The result will be discussed in Chapter IV.

3.4 On the fly pseudopotential

The on the fly pseudopotential was used. It is based on either the norm-conserving

pseudopotential or the ultrasoft pseudopotential. In CASTEP code, the develop-

ers improve the pseudopotentials that can be the softer or harder potentials by

changing the core radius. In this work, we used 11 valence electrons for scan-

dium atom and choose the on the fly bases on the ultrasoft pseudopotential. The

electron configuration is 3d1 4s2 3p6 3s2.

3.5 The model of the intermediate phase

The intermediate phase discussed in Chapter IV is the stacking sequence of the

layers that could be changed from ABABAB to ABCABC by sliding the (001)h

planes in [110]h and [11̄0]h directions. Because the crystal is periodic, so the

∗see Appendix D
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completed transformation needs at least three unit cells in the c-axis as shown in

Fig 3.4. The displacement of the sliding layers from one void to another void is

proved in Eq 2.4. The layers of the intermediate phase are stacked among AB to

CA and AB to BC, so the displacement of each step of the sliding layers can be

calculated by dividing the Eq 2.4 by the number of step, n

d =

√
3

3

a

n
. (3.10)

There are only metal planes that are slid and left the hydrogen atoms at their

initial positions for every steps (see Fig 3.4). The metal planes are fixed after they

were slid. The hydrogen atoms are relaxed while the structure is being optimized.

The results will be shown in Chapter IV.

Figure 3.4: The models are shown the side that parallels to the (110)h plane. (a) The 3×1×1

supercell of hcp phase. (b) The intermediate step of sliding layers. (c) The last step of sliding

layers.



Chapter IV

RESULTS AND DISCUSSIONS

In experiment, scandium trihydride which formed only under pressure has

the hcp phase. Its structure is changed to the intermediate phase when the pressure

reaches 25 GPa subsequently it transforms to the fcc phase around 46 GPa. The

intermediate phase dominates in a range of 25 GPa → 46 GPa. It is the phase

between hcp and fcc phases and has been unidentified for the exact structure.

The main point of this work is to identify the structure of this intermediate phase

in order to fulfill the phase diagram. To understand the intermediate phase, we

need to know the structure of the hcp and the fcc phases. From Chapter 1, the

structure of the hcp phase is reported in the experiment to be in the space groups

P63/mmc. The scandium atoms are placed at the hcp positions. The hydrogen

atoms are placed near the T sites and the M sites. The structure of the fcc phase

is in the space groups Fm3̄m. The scandium atoms are placed at the fcc positions.

The hydrogen atoms are placed on the T sites and the O sites. The information

that helps us to identify the intermediate phase is the d-spacing. From the d-

spacing, we believe that the structure transforms continuously from the hcp phase

to the fcc phase. Therefore the hcp and the fcc phases are the initial and the final

structures of the intermediate phase, respectively. The main aim of this thesis

is to propose the atomic structure of the intermediate phase, then some physical

quantities such as d-spacing and molar volume will be compared with available

experimental results.

4.1 The intermediate phase

The experiment showed the continuity and splitting of the d-spacing of the hcp

phase to intermediate phase to the fcc phase. The (101)h plane splits into two

planes at the intermediate phase which are the d5 and the d6 plane in Fig 1.1(a).

The d5 plane transforms to the (111)f plane and the d6 plane transforms to the

(200)f plane. The (110)h decreases continuously to be the d7 plane in Fig 1.1(a) of
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the intermediate phase and the (220)f plane of fcc phase, respectively. These are

the main key suggest what is the intermediate phase look like. There are two kinds

of the structure that could be the intermediate phase. The first is the distinguish-

able symmetry structure that is static while the pressure increases such as bcc,

sc, etc. The second is the structure stuck during the transformation from the hcp

phase to the fcc phase and is variable basis while the pressure increases. However,

the d-spacing at d5 plane increases at the beginning but it decreases at the later

transformation. It is very special that there is both increasing and decreasing of

the d-spacing for any plane of any structure under pressure. On the one hand,

two statical structure can explain the behavior of the d5 plane but they cannot

explain the behavior d6 and d7 plane that their d-spacings decrease continuously.

Therefore, the intermediate phase is possibly a variable basis structure.

The hydrogen atoms are not detected by XRD, so the d-spacing are of the

scandium atoms only. The scandium atoms in the hcp phase form the close pack-

ing structure in the pattern ABABAB. It has many ways to transform to the fcc

phase i.e. the pattern ABCABC, but the transformation is constrained by the

d-spacing. The (110)h plane must be conserved because the d-spacing decreases

continuously even at the phase changes. In another word, the (110)h plane is

conserved when the structure transforms to the fcc phase and becomes the (220)f

plane. If the atoms move on the (110)h plane while the structure is transforming,

this plane will be conserved (see Fig 4.1a). From Chapter 2, the easiest way to

transform from the hcp phase to the fcc phase is to rearrange the 6 layers of the

close packing ABABAB layers. The 3rd and 4th layers slide from AB to CA in

the [11̄0]h direction and the 5th and 6th layers slide from AB to BC in the [1̄10]h

direction. Therefore, we have fcc pattern ABCABC of which the (110)h plane is

conserved. Moreover, the (110)h plane becomes the (220)f plane (see Fig 4.1b,c).

The scandium atoms placed between the (110)h planes are compressed by pressure

and the d-spacing value decreases without destroying the planes that correspond-

ing to the experimental findings. Now, we know that this is the transformation

mechanism. The question is what are the d5, d6 and d7 planes. To see these

planes clearly, we have to examine the transformation mechanism in more detail.

The atomic distance that slide to change the stacking position is one-third of

longer diagonal of rhombus or can be calculated by Eq 2.4. When the structure

distorts, it loses the P3m1 symmetry. The hcp pattern is periodic every 3 layers

of scandium atoms, but after the distortion the new structure is periodic every

7 layers of scandium atoms and has the space group Cm (see Fig 4.2). The

(110)h plane in the hcp phase is equivalent to the (020)Cm plane in Cm phase.
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(b)(c)

(a)

ahcp

afcc

Figure 4.1: (a) The figure shows the hcp unit cell along with the (110)h planes. The atom

can move on the (110)h plane only which is the direction of the red and blue arrows. The atom

cannot move in the black arrow direction because the (110)h will be demolished. (b) A fcc unit

cell (black dash cubic) is embedded in the hexagonal system enclosed in the blue line. The

(110)h planes in hexagonal system (pink planes) cut through the atoms on the fcc system that is

equivalence to the (220)f planes. (c) The (220)f planes cut through the atoms on cubic system.
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chcp

β

cCm

aCm
(a)

(b)

aCm

bCm

ahcp

Figure 4.2: The Cm unit cell contains a 3× 3× 3 hexagonal supercell. the projection on the

(110)h plane is represented by black dash lines. The atoms are arranged as the hcp pattern. (a)

The Cm unit cell is projected on the (110)h plane. (b) The top view of the Cm unit cell.
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Cm

hcp

(111)Cm (112)Cm (113)Cm

Cm

fcc

(111)Cm (112)Cm (113)Cm

(200)Cm (201)Cm

Cm

hcp

(202)Cm (200)Cm (201)Cm (202)Cm

Cm

fcc

(a)

(c) (d)

(b)

Figure 4.3: The figures show the Cm structure. For simplicity, only the scandium atoms are

shown. (a) the projection of the hcp phase onto the (010)Cm plane. The (201)Cm is equivalent

to the (11̄1)h plane. (b) the projection of the fcc phase onto the (010)Cm plane. The (202)Cm

is equivalent to the (200)f plane. (c) the projection of the hcp phase onto the (3̄10)Cm plane.

The (112)Cm plane is equivalent to the (101)h plane. (d) the projection of the fcc phase onto

the (3̄10)Cm plane. The (111)Cm plane is equivalent to the (111)f plane. The hcp unit cells are

indicated by green boxes in (a) and (c). The fcc unit cells are indicated by green boxes in (b)

and (d). Other essential planes are guided by colored lines.
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The structure transforms pass through the Cm phase with conserving the (020)Cm

plane and then it ends up at the fcc phase. The (020)Cm plane transforms to the

(220)f plane at last. Therefore, the d7 plane is the (020)Cm plane. The Cm phase

can be used to identify the d5 and d6 plane, also. Fig 4.3 shows the (101)h and

(111)f planes can be mapped on the plane of the Cm phase to be the (112)Cm

and (111)Cm planes, respectively.

The Cm can be used to show the linkage between the fcc and the hcp phases

and the (101)h plane becomes the (111)f plane by the dispersion of (112)Cm to

(111)Cm planes. Therefore, the d5 plane is the plane between (112)Cm and (111)Cm

planes. For the d6 plane, The d-spacing between the (11̄1)h and (101)h planes are

proved by the equation of hexagonal system in Table 2.1 that they are equivalence,

so the (11̄1)h plane has been hidden in the d-spacing information. This plane will

become the d6 plane. From Fig 4.3, It shows that the (11̄1)h and (200)f planes are

mapped on the plane of the Cm phase which are the (201)Cm and (202)Cm planes,

respectively. It is the same as in the d5 plane. The d6 planes is the dispersion of the

(201)Cm to (202)Cm planes. The mechanism of transformation of scandium atoms

from the hcp phase to the fcc phase can be well described by the dispersion of the

Cm planes. However, the hydrogen atoms have more complicated transformation

and cannot be described by the analysis from the d-spacing information. It will

be discussed in next section.

4.2 fcc form on hexagonal system

The close packing layers are perpendicular to the [001]h direction. Different stack-

ing sequences cause the hcp phase and the fcc phase. The c axis of the hcp phase

is parallel to the [001]h, so it aligns normally on the hexagonal system. The fcc

phase can be viewed as ”a cubic stands on its corner” on the hexagonal system.

Three corner atoms which are on the (111)f plane stay at the same height of the

hexagonal system (see Fig 4.4). This relation can be written in the equation as,

zhcp = zhcp(xfcc, yfcc, zfcc), (4.1)

zhcp(afcc, 0, 0) = zhcp(0, afcc, 0) = zhcp(0, 0, afcc), (4.2)

where the afcc is the lattice parameters of the fcc phase. The subscript ”hcp” refers

to the coordinate of hcp phase and the subscript ”fcc” refers to the coordinate of

the fcc phase. The coordinates in fcc phase can be transformed to coordinates in

the hexagonal system by rotating the zfcc axis as an angle 45◦, and then the x′fcc
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Figure 4.4: The figure shows that how the fcc phase relies on hexagonal system with the

rotation axis.

axis is rotated by the angle 90◦ − θ (see Fig 4.4). Therefore, the coordinate of

the fcc phase can be transformed into the coordinate in the hexagonal system by

using Euler angles,

xhcp = Rx′
fcc
(90◦ − θ)Rzfcc(45

◦)xfcc, (4.3)
xhcp

yhcp

zhcp

 =
1√
2


1 −1 0

sin θ sin θ −
√
2 cos θ

cos θ cos θ
√
2 sin θ



xfcc

yfcc

zfcc

 . (4.4)

Fig 4.4 shows that the atom at (0, 0, 1)fcc tilts down by an angle θ with the ground,

and then it locates at (1
3
, 1
6
, 1
2
)hcp. Accordingly, the angle θ can be written as

θ = arctan

(√
3chcp
4ahcp

)
. (4.5)

The relation between lattice parameters of the hcp and the fcc phases is

afcc =

√
4a2hcp
3

+
c2hcp
4

. (4.6)

By including Eq 4.4, Eq 4.5 and Eq 4.6, the coordinate of the hcp phase can be
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Table 4.1: The height of the hydrogen atoms of the fcc form placed in the hexagonal system.

hydrogen atoms xfcc yfcc zfcc zhcp × afcc
chcp

Ht atoms

1/2 0 0 2/8

1/2 1 0 6/8

1/2 1/2 1/2 6/8

1/2 1 1 10/8

Ho atoms

1/4 1/4 1/4 3/8

3/4 1/4 1/4 5/8

3/4 3/4 1/4 7/8

3/4 3/4 3/4 9/8

written in the form of the coordinate of the fcc phase as

xhcp =
1√
2
xfcc −

1√
2
yfcc,

yhcp =
1

2
√
2

chcp
afcc

xfcc +
1

2
√
2

chcp
afcc

yfcc −
2√
3

ahcp
afcc

zfcc, (4.7)

zhcp =

√
2

3

ahcp
afcc

xfcc +

√
2

3

ahcp
afcc

yfcc +
1

2

chcp
afcc

zfcc.

The Eq 4.7 can be tested by putting the coordinates of atoms on (111)f plane.

zhcp(afcc, 0, 0) =

√
2

3
ahcp,

zhcp(0, afcc, 0) =

√
2

3
ahcp, (4.8)

zhcp(0, 0, afcc) =
1

2
chcp.

The height of the three corner atoms should be the same on the hexagonal system,

so the relation between ahcp and chcp from Eq 4.2, can be expressed as√
2

3
ahcp =

1

2
chcp,

chcp
ahcp

= 1.63 . (4.9)

For this reason, the chcp/ahcp must be 1.63 to make the perfect fcc form in the

hexagonal system. The last line of Eq 4.7 can be rewritten as

zhcp =
1

2

chcp
afcc

(xfcc + yfcc + zfcc). (4.10)

The positions of atoms which form the perfect fcc form in the hexagonal system

can be calculated. They are showed in Table 4.1. It is noticed that the hydrogen
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atoms are divided into eight fractions of chcp. The destination of hydrogen atoms

will be monitered, so the path of hydrogen atoms which moves in the intermediate

phase will be discussed in section4.5.

4.3 The structural phase transition

The theory in section 2.2 is used to find an energetically favorable phase at any

pressure. The phase which has the lowest enthalpy under given pressure is ener-

getically favorable. The structure of the hcp and the fcc phases are showed the

Table 1.1. They are optimized every 5 GPa between 0− 60 GPa by the Geometry

Optimization method. The calculations used two exchange-correlation energy, the

LDA and the GGA. The enthalpies of the hcp and the fcc phases from our calcula-

tions are plotted with respect to the pressure as shown in Fig 4.5. The enthalpies
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Figure 4.5: The enthalpy per formula is plotted with respect to the pressure. The enthalpy

of the fcc phase with the GGA and the LDA calculations are plotted relative to the enthalpy

of the hcp phase with the GGA and the LDA calculations, respectively. The blue line is the

enthalpy of the hcp phase with both calculations. The red dash line is the enthalpy of the fcc

phase with the GGA calculation. The green dot line is the enthalpy of the fcc phase with the

LDA calculation.
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Figure 4.6: The d-spacing from the GGA calculation (red symbols), the LDA calculation (blue

symbols) and the experimental results (opened symbols). The graphs are divided into three parts:

the left part is the hcp phase (circles), the center is the intermediate phase (triangles), the right

is the fcc phase (diamonds). The green bars are computed from the integer-indexing planes of

the Cm structure. The orange bars are calculated from the non-integer indexing planes of the

Cm structure. The bars contain the d-spacing values of the configurations of the 1st−5th steps.

are plotted relative to that of the hcp phase. The graphs show that the hcp phase

is more energetically favorable at low pressure and then the fcc phase becomes

energetically favorable than the hcp phase at 26 and 22 GPa for the calculation

with the LDA and the GGA, respectively. Both calculations give slightly low

transition pressure which should be about 46 GPa. The 26 and 22 GPa transition

pressure are closed to the hcp phase to intermediate phase transition which is at

about 25 GPa from the IR experiment. For this reason, although the fcc phase

is energetically favorable but it has not been observed by the experiment. The

system transforms to the intermediate phase first. Therefore, the enthalpy of the

intermediate phase which is not included in Fig 4.5 have to be lower than that of

the fcc phase at pressure < 46 GPa; however, the calculation of the intermediate

phase discussed in section 3.5 shows that the enthalpy of intermediate phase is

higher than of the hcp and the fcc phases, so it is plotted as the barrier that the

system has to climb up sluggishly.
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Figure 4.7: (a) The molar volume from the experiment (open symbols) compared with the

GGA (red solid symbols) and the LDA (blue solid symbols) was calculations. It is divided into

three parts; the circle is the hcp phase, the triangle is the intermediate phase and the diamond

is the fcc phase. The open triangles are the 1st − 5st steps which are among the intermediate

phase ordered from top to bottom. The solid triangles are the (3 + 1/3)rd and (3+ 2/3)rd steps

that dominate the empty space between the molar volume of the hcp and the fcc phases. (b)

The molar volume of the intermediate phase is predicted by the guessing lines which are dashed

straight line and solid curve line.
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Figure 4.8: The graphs represent the electron population in each orbital as the pressure

increases. The electron population of hcp and fcc phases which are in s orbital in figure (a), p

orbital in figure (b) and d orbital in figure (c) are GGA and LDA calculations.

The lattice parameters can also be obtained from the calculations. They

can be compared with those of the experiment in terms of the d-spacing and the

molar volume. The d-spacing of (002)h, (110)h, (101)h and (110)h planes can be

calculated from the equation of hexagonal system in Table 2.1. The d-spacing

of (111)f , (200)f and (220)f planes can be calculated from the equation of cubic

system in Table 2.1. The d-spacing from the GGA calculation are plotted as the

red symbols and in good agreement with the experimental d-spacing (open sym-

bols) (see Fig 4.6). The molar volume is calculated by multiplying the Avogadro’s

number to the volume per formula. The molar volume from the GGA calculation

is directly dependent on its d-spacing because they are both calculated from the

lattice parameters. Therefore, it is plotted as the red symbols and in good agree-

ment with the experiment (open symbols) (see Fig 4.7). The molar volume of the

LDA calculation (the blue symbols) is associated with its d-spacing, too. They

are in good agreement with the experiment at 0−25 GPa but they underestimate

compared with the experimental value at pressure ≥ 26 GPa. According to the

Fig 4.5, the enthalpy from the LDA calculation decreases discretely at 25 − 26

GPa.

This is an unnatural behavior for the first order phase transition. The
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Mulliken population analysis∗ shows that the electron transfers from 4p → 3d

continuously as the pressure increases, but it transfers discontinuously at 25− 26

GPa (see Fig 4.8). It causes changing in the bonding between atoms. Moreover,

this effect causes the atoms to get closer, i.e. the d-spacing and molar volume have

large contracted values at 25 − 26 GPa. These were not observed in experiment.

Therefore, we conclude that the GGA calculation is more reliable than the LDA

calculation. The barrier in the next section will be calculated by the GGA only.

4.4 The barrier

The barrier is the energy that obstructs the phase transition from hcp phase to

fcc phase. Generally, the thermal effect which has the energy of 25 meV at room

temperature can assist the structural transformation to cross the barrier. The

paths of scandium and hydrogen atoms are divided into small steps by Eq 3.10.

All atoms are fixed at each calculation step. The energy will be calculated and

plotted with respect to the steps. The paths of scandium atoms are already

discussed in section 4.1. From section 4.2, the initial and the final positions of

hydrogen atoms are shown. At first thought, the hydrogen atoms might move

in the shortest way and give us the lowest energy configuration. This is not the

case. The track of hydrogen atoms is shown in Fig 4.9. The enthalpy of 6 steps

which are the hcp phase, the 1st − 5th steps configurations and the fcc phase at

the 6th step is shown in Fig 4.10. The barrier is shown as the enthalpy as a

function of the scaled displacement. The scaled displacement (µ) is the ratio of

distance in [11̄0] and [1̄10] directions that atoms move from the hcp phase to the

fcc phase. The hcp phase is set at µ = 0 and the fcc phase is set at µ = 1.

Therefore, 0 < µ < 1 is the intermediate phase. The enthalpies from DFT are

plotted relatives to the enthalpy of the hcp phase. When µ is more than 0, the

enthalpy is higher until highest at µ = 0.5. The height of the barrier is 22 eV per

formula at 25 GPa. It is about 880 times higher than of the room temperature

effect, so this path cannot be used to describe the transformation from the hcp

phase to the fcc phase. Because some hydrogen atoms will get too close to each

other by this path that lead to the high energy.

Thus we resort to another path as follows; the scandium atoms are fixed but

the hydrogen atoms are set to move freely to their equilibrium in each step. The

barrier is calculated more precisely with 18 finer steps i.e. by dividing the hcp

∗See Appendix E
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Figure 4.9: The hydrogen tracks are guessed that they move in the shortest way. The blue

hydrogen atoms in hcp phase should be replaced the blue hydrogen atoms in fcc phase. The

white one is also. (Noting that this guessing is failure.)

−6th steps by three. Fig 4.11, the solid symbols label the normal hcp −6th steps

and the open symbols label the others finer step. The enthalpies are a bit lower

at µ > 0 and raise up until the highest at µ = 0.56. The height of barrier which is

0.41, 0.37, 0.32 eV per formula at 25, 35, 45 GPa, respectively, reduces a lot from

the previous compare (compare Fig 4.10 and Fig 4.11). Even though the barrier

is still higher than the room temperature effect. From the enthalpy per atom,

the barriers are 0.10, 0.09, 0.08 eV per atom at 25, 35, 45 GPa, respectively. They

are only about four times of the room temperature effect. However, which energy

that the structure gain to drive the transformation? This question will be discuss

at the end of this chapter. Moreover, the transformation cannot reach to the fcc

phase easier because the barrier decreases only slightly as the pressure increases.

It may cause the transformation under wide range of pressure.

The c/a is calculated as shown in Fig 4.12. The result can be divided into two

parts. The first part is the 1st− 3rd steps which have the c/a of about 1.76− 1.77.

They can be viewed as a distorted-hcp. The c/a drops significantly at (3 + 1/3)rd

step or µ = 0.56 of which the enthalpy is the top of the barrier. The second part

has the c/a of about 1.64− 1.65 at the 4th − 5th steps. The c/a converges to 1.63

at the 6th step that is the ratio for the perfect fcc form, then the second part

can be viewed as a distorted-fcc. Therefore, the structure of the left side of the

barrier is the distorted-hcp and the structure of the right side of the barrier is

the distorted-fcc. In another word, the distortion of structure which becomes the
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Figure 4.10: The barrier of the guessing hydrogen path at 25 GPa is illustrated. It is plotted

relative to the enthalpy of the hcp phase. µ = 0 is the atoms in the hcp positions and µ = 1 is

the atoms in the fcc positions.

distorted-hcp gives the higher enthalpy until the distortion of structure reaches

µ = 0.56 or becomes distorted-fcc, then the enthalpy is lowered. The d-spacing of

intermediate phase can be calculated from the equation of the monoclinic system

in Table 2.1. From section 3.1, the intermediate phase which is the Cm phase

has three d-spacing which are in the monoclinic system. The d5 plane is neither

(112)Cm plane nor (111)Cm plane. It is occurred by the dispersion of the (112)Cm

to (111)Cm plane, so the plane indices should not be integer. The decimal x runs

from 2 to 1 in (11x)Cm plane. This is called non-integer indexing plane. In another

word, it is a very standing contained in a larger unit cell. In Fig 4.6, the d-spacing

of (11x)Cm plane, shown in Table 4.1, matches with the d5 plane very well. The

non-integer indexing plane is really the integer indexing plane of a larger supercell

of Cm phase. The supercell is n × n × n unit cell, when n is the value that can

multiply x to be an integer. For example, x = 1.5 is multiplied by 2 to be an

integer so the (11x)Cm plane with x = 1.5 is the (223)Cm plane in 2× 2× 2 unit

cell. The d6 plane is neither (201)Cm plane nor (202)Cm plane, also. The decimal

y runs from 1 to 2 in (20y)Cm, shown in Table 4.2. It can explain the d6 plane very

well, too. The last plane is the d7 plane. Using (020)Cm plane to represent the d7
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Figure 4.11: The barriers are shown for the pressure at 25 (black), 35 (red) and 45 (blue)

GPa. They are plotted relative to the enthalpy of the hcp phase at each pressure. µ = 0 is the

atoms in the hcp positions and µ = 1 is the atoms in the fcc positions. The solid symbols are

the hcp−6th steps. The open symbols are the finer steps.

plane in the d-spacing calculation give good agreement with the experiment.

Fig 4.7 shows the molar volume of the hcp and the fcc phases of which the

calculations are in good agreement with experiment. The molar volume of the

fcc phase is discontinuous from that of the hcp phase, so the molar volume of

the intermediate phase must be the link between them. The molar volumes of

the 1st − 3rd steps are similar to the molar volume of the hcp phase. The molar

volumes of the 4th − 5th steps are similar to the molar volume of the fcc phase.

Therefore, the molar volume of the intermediate phase is between of the 3rd − 4th

steps. This is the period of the transformation from the distorted-hcp to the

distorted-fcc analyzed from the c/a. The molar volume of the intermediate phase

with respect to the pressure can possibly be a straight line or a curve line, but

there is not enough information from experiment for discussion, so we left it for

the new information in the future.
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Figure 4.12: The c/a is represented at 25 (black), 35 (red) and 45 (blue) GPa. The scaled

displacement equals to 0 is the hcp and 1 is the fcc. The hcp−3rd steps show that the c/a are

about 1.74− 1.80. The 4th − 6th steps shows that the c/a drop to 1.63− 1.66.

4.5 Path of hydrogen atoms

The motion of the atoms of the intermediate phase is shown in Fig 4.13 and

Fig 4.14. The scandium atoms are fixed along the path from the hcp phase to

the fcc phase and then the hydrogen atoms are relaxed to find their position with

(local) minimum energy. The steps are ordered by sort ascending from the ligther

to the darker colored atoms. The forward steps are the intermediate phase as

the pressure increases. At the initial position, the hydrogen atoms near T site of

the hcp phase are grey and blue atoms and near M site of the hcp phase are red

atoms. The grey atoms move to the T site of the fcc phase at the final position.

The tracks of the blue and the red atoms are divided into two parts which are the

upper half and the lower half of hexagonal unit cell. At the upper half, the blue

atoms move to the O site of the fcc phase and the red atoms move to the T site

of fcc phase at the final position. At the lower half, the paths of the blue and the

red atoms switch each other between the 3rd and 4th steps. The red atoms move

to higher than the blue atoms and stay on the O site at the final position. The

blue atoms move to lower than the red atoms and stay on the T site at the final

position. The switching site with crossing paths of the blue and the red atoms can
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Figure 4.13: The figures show atomic movement tracks during the hcp to fcc transition.

The Sc atoms are in orange and the H atoms are in red, blue, and grey. These tracks are the

projection of the PR configuration onto the (110)h planes. (a) The starting point is the hcp.

(b) The 6th step is the fcc. The stacking planes are labeled by standard notation A, B and C.

The symmetry sites (T and M sites of the hcp, and T and O sites of the fcc) are indicated for

references.
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Figure 4.14: The figures show atomic movement tracks during the hcp to fcc transition.

The Sc atoms are in orange and the H atoms are in red, blue, and grey. These tracks are the

projection of the PR configuration onto the (110)h planes. (a) The atomic tracks from the hcp

to the 3rd step. (b) The atomic tracks of the 4th − 6th steps. The lighter colors labeled the

earlier steps. The stacking planes are labeled by standard notation A, B and C. The numbered

labels are indicated for references.
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Table 4.2: The non-integer index of the newly forming planes (11x)Cm and (20y)Cm at various

pressure.

Pressure (GPa) x in (11x)Cm y in (20y)Cm

25.0 2 1

30.0 1.7 1.2

32.5 1.4 1.4

35.0 1.2 1.7

37.5 1.1 1.8

40.0 1.1 1.9

42.5 1.1 1.9

45.0 1 2

be matched to the dropping of the c/a that is the structural transformation from

the distorted-hcp to the distorted-fcc. The Raman experiment of the hcp phase

shows the Raman-active Ov modes around 500 cm−1 [6]. It means that there is

no any hydrogen atoms stay on the O sties. However, the Raman experiment of

the intermediate phase shows this peak is broadening. This result matches to our

result that some hydrogen atoms move slowly to the O site. The hydrogen atoms

on the O site cause the Ov modes inactive and the peak broadening.

Moreover, there is the difference in bonding between scandium and hydrogen

atoms on each site. The labeling number due to the order of hydrogen atoms in

Fig 4.15a which No. 1 & 4 are near M site, and No. 2, 3, 5 & 6 are near T site. The

Mulliken population analysis shows the charges (Mulliken charges) of the atoms.

The hydrogen atoms in hcp phase at 35 GPa have -0.34 charges near T site and

-0.31 charges near M site (see Fig 4.15b). The scandium atom has +0.99 charges.

The hydrogen atoms bond strongly to the scandium atoms which they surround,

and bond weakly with anti-bonding to the scandium atoms which they do not

surround (see Fig 4.16a,b). When the structure transforms from the distorted-hcp

to the distorted-fcc at the 3rd−4th steps, the nature of charge and bonding change,

too. The hydrogen atoms No. 1 & 5 are at O site and No. 2 − 4 & 6 are at T

site. The hydrogen atoms in the fcc phase have -0.22 charges near O site and -0.33

charges near T site (see Fig 4.15b). The scandium atom has +0.89 charges. The

hydrogen atoms at T site bonds strongly to the scandium atom which it surrounds

as before. Nevertheless, the hydrogen atom at O site bonds to both of scandium

atoms which surround it equally. The hydrogen pair distribution is also plotted
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Figure 4.15: (a) The scandium and hydrogen atoms are labeled to separate their positions by

the numbers. (b) The charge population and (c) the bonding population between each hydrogen

atom and a scandium atom are plotted where the black, red and blue lines are the scandium

atoms number 1, 2 and 3, respectively. The numbers are being owned by hydrogen and scandium

atoms with labeling in (a).

(see Fig 4.17 and Fig 4.18). The first peak of the hcp phase at 35 GPa is very

broad and centered around 1.80− 2.15 Å. It disperses when the metal plane slides

out of the ABABAB pattern and forms into two separate peaks in the fcc phase

at around 1.90− 1.95 Å and 2.20− 2.25 Å. It dues to the ”blocking effect”. The

previous theoretical study showed that two hydrogen atoms in metal hydrides are

in equilibrium when their interval is about 2 Å [20, 21].

4.6 Discussion on high barrier value

There are two hypothesises about the high barrier value that could be examined in

the future work. First, there is the coexist phase between dihydride and trihydride.

The dihydride is the fcc phase. The experiment [3] showed that the coexist phase

exists until the trihydride transform into the fcc phase at 46 GPa. The difference of

the stacking sequence between ABCABC of dihydride and ABABAB of trihydride
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Figure 4.16: The bonding population between each hydrogen atom and a scandium atom

are plotted where the black, red and blue lines are the scandium atoms number 1, 2 and 3,

respectively. (a) is of the hcp phase and (b) is of the fcc phase. The numbers are being owned

by hydrogen and scandium atoms with labeling in Fig 4.15a.

may effect the high energy at the phase boundary†. This energy lower barrier. The

structure near phase boundary transforms to the fcc phase first and then the phase

boundary expands until the whole bulk. Therefore, the trihydride that prefers to

be the fcc phase since 22 GPa (this work) and the energy at phase boundary may

drive the intermediate phase cross the barrier.

Second, the neutron diffraction experiment showed that the thermal factors‡

(B factor) of the hydrogen atom in Table 1.1 are very high [4]. The Ht and Hm

atoms have the B factor = 2.40 and 1.50 Å2, respectively, while the scandium

atom has the B factor = 0.46 Å2. The high B factors of the hydrogen atom are

much higher than that of the scandium atom, so the scandium atom see that

the hydrogen atoms has dynamical movement as an atomic distribution around

it. However, this work calculated the system in the fixed basis case, so some

information of dynamical movement may be concealed.

†The boundary between the fcc phase of dihydride and the hcp phase of trihydride.
‡See Appendix A



49

F
ig
u
re

4
.1
7
:

T
h
e
fi
g
u
re

sh
ow

s
th
e
ra
d
ia
l
d
is
tr
ib
u
ti
on

b
et
w
ee
n
h
y
d
ro
ge
n
-h
y
d
ro
ge
n
at
om

s
at

25
G
P
a.



50

F
ig
u
re

4
.1
8
:

T
h
e
fi
g
u
re

sh
ow

s
th
e
ra
d
ia
l
d
is
tr
ib
u
ti
on

b
et
w
ee
n
h
y
d
ro
ge
n
-h
y
d
ro
ge
n
at
om

s
at

45
G
P
a.



Chapter V

CONCLUSIONS

The structural phase transition of ScH3 was studied by using DFT. In the

calculation, we considered two phases which are the hcp and the fcc phases. The

results showed that the hcp phase is more energetically favorable at ambient pres-

sure, and the fcc phases is more energetically favorable at 22 GPa and 26 GPa in

GGA and LDA calculations, respectively. The transition pressures are contrast to

the experimental result of 46 GPa therefore the intermediate phase must be taken

into account.

The intermediate phase is the phase which occur during the transformation

from the hcp phase to the fcc phase. The stacking sequence of the scandium

planes changes from ABABAB to ABCABC pattern on the (110)h planes. The AB

sequence changes to CA sequence in [11̄0]h direction and the another AB sequence

changes to BC sequence in [1̄10]h direction. The calculation was separated into 6

steps and 18 finer steps by dividing the moving distance. The moving distance is

shown as the scale displacement (µ) which µ = 0 is the hcp phase and µ = 1 is

the fcc phase. The calculation of the intermediate phase used the GGA functional

only. Because the d-spacing and the molar volume of the hcp phase for LDA

calculation decrease drastically when the pressure increases from 25 to 26 GPa.

The evidence is contrast to of the experimental results. Therefore, the calculation

with GGA is more reliable than that with LDA. The structures of each step were

optimized by fixing the positions of scandium atom and relaxing the positions of

hydrogen atoms. The barrier decreases sluggishly as the pressure increases. The

heights of the barrier are 0.41, 0.37, 0.32 eV for 25, 35, 45 GPa, respectively.

The structural analysis shows that the intermediate phase has the Cm sym-

metry. We pointed out this problem for the first time in literature [22]. The (110)h

plane and the (220)f plane is equivalent to the (020)Cm plane. The (101)h plane

is equivalent to the (112)Cm plane. It transforms to the (111)Cm plane which is

equivalent to the (111)f plane. The (11̄0)h plane has the d-spacing equivalent to

the (101)h plane, so it vanishes from the experimental result. The (11̄0)h plane

is equivalent to the (201)Cm plane. It transforms to the (202)Cm plane which is

equivalent to the (200)f plane. However, among the transformation the indices
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of the plane are non-integer. The (112)Cm plane transforms to the (111)Cm plane

by passing through the (11x)Cm plane at the intermediate phase. The (202)Cm

plane transforms to the (201)Cm plane by passing through the (20y)Cm plane at

the intermediate phase. The calculations of the d-spacing of the (11x)Cm and the

(22y)Cm planes are good in comparison to the experimental result.

The hydrogen behavior is shown after the hydrogen atoms were relaxed.

They can be divided into three kinds of their positions; the M site, the T site and

the O site according to the symmetry points. There is the site switching between

the 3rd − 4th steps which dues to the reduction of the c/a ratio from ∼ 1.75 to

∼ 1.63. The site switching can be divided into two sections; the lower half and the

upper half of the hexagonal unit cell. At the lower half, the hydrogen atoms at M

and T sites of the hcp phase move to O and T sites of the fcc phase, respectively.

At the upper half, the hydrogen atoms at M and T sites of the hcp phase move to

T and O sites of the fcc phase, respectively. The others two hydrogen atoms at T

sites of the hcp phase move to T sties of the fcc phase. From Raman experiment [6],

the hydrogen atoms arrange themselves in some distribution due to the broadening

Raman peaks around 500 cm−1. The charges of the hydrogen and the scandium

atoms in hcp phase are ∼ −0.33 and ∼ +0.99 charges, respectively, at 35 GPa.

The charges of the Ho and the Ht atoms in hcp phase are ∼ −0.22 and ∼ +0.33

charges, respectively, while the charges of the scandium atoms are ∼ +0.89 charges

at 35 GPa. This behavior dues to radial distribution of the distance between H-

H atoms. It shows that the hydrogen atoms, which distribute equally around

1.80− 2.00 Å in the hcp phase, separate to be two peaks around 1.85− 1.90 and

2.15− 2.20 Å in the fcc phase at 45 GPa. The distances between H-H atoms are

about 2.00 Å which dues to the ”blocking effect” from the previous theoretical

study [20, 21]. The hydrogen atoms were fixed while the scandium atoms were

moved with the wide and short distances.

However, the barrier is too high for the structure to transform from the hcp

phase to the fcc phase by the thermal energy alone. There are two hypothesises

for this finding. First, the energy between the coexist phase; the dihydride and

trihydride, that make the higher energy of the hcp phase. Second, the experiment

found that the hydrogen atoms distribute widely around the scandium atoms but

our calculations which is the static calculation may neglect this dynamical result.

On the other hand, the intermediate phase are well explained by the mechanism of

transformation which pass through the Cm symmetry and the hydrogen behavior

is in good agreement with to the previous studies.
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APPENDIX A

Structure factor

The x-ray has the wavelength in the order of Å which is the same order as

the unit cell of the crystal. FIG A.1(a) shows that the x-ray beams are reflected

by the atoms on the planes with 2θ with respect to the incident direction when

the θ is the Bragg’s angle. The x-ray beams are interference in the further length

by considering the path difference (P.D.). The incident waves in direction s0 come

to two atoms at difference planes and they were scattered by atoms in direction s.

Two reflected waves interfere in the further length and they will be constructive

or destructive that depend on the Bragg’s law in the Eq 2.2 and the P.D. is

P.D. = AB− CD = r1 · s− r1 · s0 = r1 · (s− s0), (A.1)

where r1 = x1a + y1b + z1c is the position vector which points the atom in the

unit cell. The direction of (s− s0) which is shown in Fig A.1(a) is parallel to the

reciprocal space vector Ghkl and its modulus is equal to 2 sin θ. The |Ghkl|2 is

1/d2, so the Bragg’s law can be modified to

s− s0 = λGhkl, (A.2)

where n is omitted into Ghkl. By adding the Eq A.2 into the Eq A.1 then

P.D. = λ(r ·Ghkl) = λ(hx1 + ky1 + lz1). (A.3)

The phase angle between two reflected waves is

ϕ =
2π

λ
× P.D. = 2π(hx1 + ky1 + lz1). (A.4)

The atomic form factor, f , is a measure of the scattering amplitude of an isolated

atom. It can be drawn as the vector with the angle ϕ with respect to the horizontal

line. The structure factor is the sum of the atomic form factor vector in the unit

cell as be shown graphically in Fig A.2. For convenience, it can be written in the

complex form as

Fhkl =
N∑

n=0

fne
2πi(hxn+kyn+lzn), (A.5)

where the unit cell has N atoms with each atom is labeled the nth atom. The
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Figure A.1: (a) shows the x-ray diffraction of two planes. The reflected wave make the angle

2θ to the transmitted wave. (b) shows the resultant vector of the incident wave and the reflected

wave is parallel to the reciprocal space vector.

structure factor of the neutron diffraction is slightly difference from of the x-ray

diffraction by the scattering power

Fhkl =
N∑

n=0

bne
− 1

2
⟨(G·u)2⟩e2πi(hxn+kyn+lzn), (A.6)

where b is the scattering length and u is the displacement from the equilibrium

point of the nucleus. The additional exponential term is the Debye-Waller factor

or the thermal factor. The nucleus oscillate around the equilibrium point while the

neutron come to scatter. The neutron beam is scattered from difference position of

the same nucleus respect to time, so the measurement will measure the position of

the nucleus by averaging over the time, ⟨. . .⟩. In the experiment, the measurement

is the intensity which is the modulus of the structure factor

Ihkl = |Fhkl|2. (A.7)

The intensity is used in the analysis the structure of the crystal by the above

equations.
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Figure A.2: The atomic form factors which make the angle ϕi to the horizontal line are sum

as the vector. The structure factor is the result of them.



APPENDIX B

Interstitial site

There are two interstitial sites in the hcp and the fcc phases; the tetrahedral

site and the octahedral site. The tetrahedral site is surrounded at the center by

four nearest neighbors which form as a tetrahedron. Three spheres at below layer

form as the equilateral triangle base and one sphere at above layer is a cap of

the tetrahedron. The octahedral site is surrounded at the center by six nearest

neighbors which form as a octahedron. Two spheres at below layer and two spheres

at above layer form as the square base and another spheres which one at below

layer and one at above layer are caps of the octahedron.

(a)

(b)

Figure B.1: (a) The tetrahedron is formed by four spheres. (b) The octahedron is formed by

six spheres.



APPENDIX C

Exchange-correlation functional

In CASTEP, the enchange-correlation functional for LDA method is sepa-

rated into two parts; the exchange energy and the correlation energy.

Exc[ρ] = Ex[ρ] + Ec[ρ], (C.1)

where ρ is the electron density. The exchange energy was modeled by Thomas,

Fermi and Dirac [23] which has the form as

ELDA
x [ρ] = Cx

∫
ρ4/3(r)dr, (C.2)

where Cx = 0.7386. The correlation energy was modeled by Ceperley and Alder

(CA) [13] which can be written in the form of energy density as

εCA
c =

A

2

{
ln

x

X(x)
+

2b

Q
tan−1 Q

2x+ b

− bx0
X(x0)

[
ln

(x− x0)
2

X(x0)
+

2(b+ 2x0)

Q
tan−1 Q

2x+ b

]}
, (C.3)

where x = r
1/2
s , X(x) = x2 + bx + c, Q = (4c − b2)1/2 and rs is the correlation

hole radius with dimensionless. The parameters were parameterized by Perdew

and Zunger [14]. The enchange-correlation functional for GGA method is so as

for LDA method which is separated into two parts. The exchange energy can be

written as

EGGA
x [ρ] =

∫
ρ4/3εx(ρ)Fx(s)dr. (C.4)

The correlation energy is used the PBE (Perdew-Burke-Ernzerhof) model [15]

which has the form as

EPBE
c [ρ↑, ρ↓] =

∫
ρ[εc(rs, ζ) +H(rs, ζ, t)]dr, (C.5)

where

H = (e2/a0)γϕ
3 × ln

{
1 +

β

c0
t2

[
1 + At2

1 + At2 + A2t4

]}
, (C.6)

A =
β

γ

[
exp−ε/(γϕ3e2/a0)− 1

]−1
, (C.7)

ζ =
(ρ↑ − ρ↓)

(ρ↑ + ρ↓)
. (C.8)



APPENDIX D

Quasi-Newton method

The quasi-Newton method is one of the optimization method which finds a

local maximum or minimum value of the problem. It can find the extremum value

by expanding the function f(x) around the x with the Taylor’s series

f(xk +∆x) ≈ f(xk) +∇f(xk)T∆x+
1

2
∆xTB∆x, (D.1)

where B is the Hessian matrix. The optimization process evolves the parameter

xk until the evolved function, f(xk + ∆x), reaches the extremum. From Eq D.1,

the gradient of the evolved function can be written as

∇f(xk +∆x) ≈ ∇f(xk) + B∆x, (D.2)

At extremum, the gradient of the evolved function will be zero, so

∆x = −H∇f(xk), (D.3)

where H is the inverse of the Hessian matrix, B−1. The evolved parameter, xk+1

can be found by the line search method

xk+1 = xk + αkpk, (D.4)

where pk = ∆x and αk is a step length. The inverse Hessian matrix can be evolved

by the BFGS (BroydenFletcherGoldfarbShanno) method [19]

Hk+1 = Hk +
(sTk yk + yTkHkyk)(sks

T
k )

(sTk yk)
2

− Hkyks
T
k + sky

T
kHk

sTk yk
, (D.5)

where sk = αkpk and yk = ∇f(xk+1) − ∇f(xk). Therefore, the parameter that

give the extremum value from the function can be found by following algorithm.
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Algorithm

• Guess x0 as the initial value and set H0 to be identity matrix, I

• Compute the descent direction pk = −Hk∇f(xk)

• Compute the step length φ(αk) = f(xk + αkpk)

• Update xk+1 = xk + αkpk

• Update Hk+1 by using BFGS method

• |∇f(xk+1)| < tolerance value



APPENDIX E

Mulliken population analysis

The plane wave (PW) basis set cannot specify such as atomic charge, bond

population, charge transfer etc. directly. It can do through a linear combination

of atomic orbital (LCAO) basis set. The quality of projection of the PW basis set

onto LCAO basis set is defined by a spilling parameter [24]

S =
1

Nα

∑
k

wk

∑
α

⟨Ψα(k)|(1− p̂(k))|Ψα(k)⟩, (E.1)

where |Ψα(k)⟩ is the PW basis set with its number, Nα, wk is a weight of a

calculated k-point in the Brillouin zone and p̂(k) is a projector operator of Bloch

function

p̂(k) =
∑
µ

|ϕµ(k)⟩⟨ϕµ(k)|, (E.2)

where |ϕµ(k)⟩ is the LCAO basis set. Therefore, the spilling parameter has the

value between 0 to 1. The S = 1 means that the LCAO basis set is orthogonal to

the PW basis set. The S = 0 means that the LCAO basis set is perfectly match

to the PW basis set. In Mulliken population analysis [25], the charge associated

with a given atom A is

Q(A) =
∑
k

wk

onA∑
µ

∑
ν

Pµν(k)Sµν(k), (E.3)

where Sµν(k) = ⟨ϕµ(k)|ϕν(k)⟩ is the overlap matrix and Pµν(k) is the density

matrix for the atomic states which can be calculated by

Pµν(k) = ⟨ϕµ(k)|ρ̂(k)|ϕν(k)⟩, (E.4)

where ρ̂(k) =
occ∑
α

nα|χα(k)⟩⟨χα(k)| and |χα(k)⟩ is the projected PW state with its

occupancy number, nα. The overlap population between atom A and atom B is

n(AB) =
∑
k

wk

onA∑
µ

onB∑
ν

2Pµν(k)Sµν(k). (E.5)

There is an interpreting result for the bond population [26, 27]. The high value

of the bond population is indicated to the covalent and the low value of the bond

population is indicated to ionic bond.
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