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The objectives of this study were to examine two kinds of raters having
different background knowledge i.e. linguistic and operational raters with and without
rater training experience when they assessed Thai pilots’ English language speaking
performances on RELTA, and to explore the other factors affecting their decision-
making in awarding the scores to the candidates. The participants in the study were 20
raters. They were categorized into two main groups, linguistic and operational, based
on their educational and professional background. Then, they were divided further into
four sub-groups i.e. linguistic/trained, linguistic/untrained, operational/trained, and
operational/untrained. The subjects participating in the main study were purposively
selected for data analysis. The source of data was the RMIT English Language Test for
Aviation (RELTA). The instruments were questionnaires, rater score sheet and
remarks, and semi-structured interviews. The research design was the quasi-
experimental research. The 2x2 ANOVA and t-test were used to analyze the
quantitative data, and the content analysis was used to analyze the qualitative one, and
to confirm the results obtained from the quantitative analysis.

It was found that both raters’ background and rater training did not significantly
affect the raters’ decision-making in rating Thai pilots’ English speaking proficiency, in
both main and interaction effects. However, the factor of training seemed to affect more
than the factor of background on the raters’ rating scores. The content analysis analyzed
13 factors that might affect the raters’ decision-making. The results revealed that they
could be divided into three groups: the group of the factors which had effects on the
raters’ decision-making i.e. rating strategies, candidates/test-takers, rating scale and
descriptors, personal relationships between raters and candidates, cut-off score, and
scoring: the group of the factors which had no effect on the raters’ decision-making i.e.
physical settings, and interviewer/interlocutor: and the group of the factors which were not
obvious, hence, unable to make a conclusion i.e. rater educational and rating background,
rater mental conditions, rater’s physical conditions, test tasks and speech samples, and
raters’ harshness/leniency.

Field of Study: English as an International Language Student’s Signature

Academic Year : 2010 Advisor’s Signature
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CHAPTER |
INTRODUCTION

1.1 Background of the study

English is regarded as a global language (Crystal, 1997). It acts as a “lingua
franca” or “common language” when people speaking different languages try to

communicate with each other. The language used in the world of aviation is no exception.

The prime objective of using a language in aviation context is safety. English is
internationally exploited as a means to communicate among pilots and air traffic
controllers to accomplish that crucial objective. International Civil Aviation Organization
(ICAO), which is an agency under the United Nations (UN) and is responsible for the
aviation safety, states in its Annex 10 that English is recommended to be made available
whenever an aircraft station is unable to communicate in the language used by the station
on ground (ICAOQ, 2004).

The most important problem is that not everyone involved in this context is
proficient in English. The lack of this proficiency may lead to miscommunication in air
traffic, which may induce an accident or, at least, an incident. ICAO initially tried to
develop a “radiotelephony speech” based on simplified English. This sort of speech is
called “ICAO standard phraseology”. It was developed to cover many circumstances,
which might occur during flights. They include routine events, non-routine events and

some predictable emergencies.

In 1998, the ICAO Assembly took note of several accidents and incidents where
the language proficiency of pilots and air traffic controllers was a causal or contributory
factor. The worst accident in aviation history, in terms of fatalities, which occurred at
Tenerife on March 27, 1977 was one of those accidents of which miscommunication in
English was cited as a contributory factor. ICAO also discovered from linguistic research
that there is no form of speech more suitable for human communication than natural
language (ICAO, 2004). It means that “simplified English” or radiotelephony alone is not

enough for aviation communication.



The ICAO provisions concerning standardized English language testing
requirements and procedures were developed and the Proficiency Requirements in
Common English Study Group (PRICESG) was established in 2000 to assist ICAO in the

following aspects:

a) To carry out a comprehensive review of existing provisions concerning all
aspects of air-ground and ground-ground communications in international civil

aviation, aiming at the identification of deficiencies and/or shortcomings;

b) To develop ICAO provisions concerning standardized English

language testing requirements and procedures; and

c) To develop minimal skill level requirements in common usage of the English

language.

In March 2003, ICAO adopted amendments to its annex relating to language
proficiency in international civil aviation. These amendments stipulate that pilots and air
traffic controllers be required to demonstrate a certain level of English language
proficiency in the use of both ICAO standard phraseology and plain language by March
2008.

In 2004, ICAO issued the “Manual on the Implementation of ICAO Language
Proficiency Requirements” to be used as a guidance for those affected by these
requirements. This manual mentions about the proficiency level requirements, the rating
scales and the guidance in selection and/or development of suitable and effective
language tests. The organization did not produce its own test to be utilized for this
purpose. It just established the testing requirements and left the development of tests and
test procedures to states, airlines and training organizations with the state aviation

authority maintaining oversight responsibility.

The outcome from the PRICESG was the amendment of the ICAO Standards and
Recommended Practices (SARPS) relating to language use in aeronautical radiotelephony
communications. It requires flight crew and air traffic controllers to demonstrate language

proficiency used in aeronautical communication.



Testing language proficiency is nothing new in the world of language assessment.
There are many English language proficiency tests for both general purposes and specific
purposes. Test of English as a Foreign Language (TOEFL) and Test of English for
International Communication (TOEIC) are examples of those well-known international
standardized tests. In theory, all tests are developed for some purposes. The English
language proficiency test for pilots is intended to evaluate how an individual pilot is able
to actually use English language appropriately in an aviation context. In such a context,
pilots and air traffic controllers communicate verbally. This means speaking and listening
skills are required. Furthermore, in order to avoid ambiguity under normal situations, they
normally use standard phraseologies that are established by ICAO. However, when
circumstances differ, pilots and air traffic controllers are expected to be able to use plain
English as clear and as concise as possible. Therefore, this kind of test leads itself to an
aviation context for testing. Indirect tests of grammar, reading, or writing are
inappropriate. Other kinds of tests such as English for Academic Purposes (EAP) tests or
other English for Occupational Purposes (EOP) tests like English for Business tests are
also inappropriate. Therefore, those well-known tests cannot be used for this particular

purpose. They may be used only for pre-training assessment or for screening.

This kind of ICAO language proficiency required test is considered as a very
high stakes test. The safety of airline passengers depends on the effectiveness of pilot and
air traffic controller communications. The test results will also have an impact on the
career of pilots and controllers tremendously. The role of raters in this case is thus very
crucial. They should not only be able to rate the test takers’ language proficiency but also
to identify deficiencies in the test takers’ performance concerning ICAQO’s six criteria i.e.
pronunciation, structure, vocabulary, fluency, comprehension, and interactions. They
should also be able guide them towards appropriate language learning activities so that
the pilots and controllers can focus their efforts to improve their language proficiency and
language test performance (ICAQO, 2004).

Since ICAO clearly states in its manual that “Direct, communicative proficiency
tests of speaking and listening abilities are appropriate assessment tools for the aviation
industry ...” (ICAO, 2004:6-8), this kind of test requires qualified raters to perform the
rating. To help ensure a comprehensive evaluation of each test-taker, ICAO requires at
least two raters to be used to reduce the possibility of rater error. It also requires that at

least one of them is a language expert (ICAO, 2008:22). Therefore, ICAO proposes two



kinds of raters, namely linguistic raters and operational raters. These two kinds of raters
differ in their background knowledge. Linguistic raters are those who have linguistic
knowledge and their assessment will focus on linguistic features of a test taker’s
performance while operational raters are those who have working knowledge of
professional standards and procedures of radiotelephony communications and their

assessment will focus on the appropriateness of a test taker’s performance (ICAO, 2004).

In view of the fact that raters are considered as a critical factor in assessing pilot
speaking proficiency and there is currently no definite conclusion concerning the use of
raters. The issue of employing two kinds of raters is still debatable. Is it necessary to use
two raters which means more time and cost consuming? Is it possible to use just one kind
of raters to save both time and cost in rating? If so, do those linguists, alone, truly
understand the type of aviation English used by pilots and air traffic controllers and grant
the scores accordingly? On the other hand, are those experts in the field of aviation,
exclusively, able to accurately identify the strengths and weaknesses in the test-takers’
performance as required by ICAO and, of course, eventually able to rate the test-takers’
English proficiency as it should be? Even if both kinds of raters end up with the same
score for a particular test-taker, do they award that same score because of the same
reasons? This study focuses on the important aspects that may affect their ratings
including their educational and professional backgrounds. It also concentrates on the

rating in the context of Thai pilots who are non-native speakers of English.

1.2 Research questions

Specifically, this study attempted to answer the following four research questions:

1.2.1 Does the different background knowledge of raters have any effect on their
ratings of Thai pilot speaking ability?

1.2.2 Does rater training have any effect on their ratings of Thai pilot speaking
ability?

1.2.3 Do the different background knowledge of raters and their training have any
interactive effects on their ratings of Thai pilot speaking ability?

1.2.4 What are other factors affecting the decision making of raters in rating Thai

pilot English speaking proficiency?



1.3 Research Objectives

The purposes of this study are:

1.3.1 To investigate the effects of the different background knowledge of raters
on their ratings of Thai pilot speaking ability.

1.3.2 To explore the effects of rater training on their ratings of Thai pilot
speaking ability.

1.3.3 To examine the interactive effects between rater background knowledge
and their training with their ratings of Thai pilot speaking ability.

1.3.4 To examine other factors affecting the decision making of raters in their

ratings of Thai pilot speaking ability.

1.4 Statement of hypotheses

The hypotheses concerning the relationship between rater background knowledge
and rater training on rating Thai pilot English speaking proficiency are:
H'l: The linguistic raters will rate test takers’ performance significantly and
differently from operational raters (p<.05).
H'2: The raters who are trained in any rater training course will rate significantly and
differently from those who are not trained (p<.05).
Ht3: There are significant effects among types of raters, rater training and rating

performance (p<.05).

1.5 Scope of the study

This study focuses on two types of the background of raters, namely linguistic and
operational raters in terms of their English linguistics and operation knowledge only. It
does not concern any other kinds of personal background such as age, gender, etc. The

study was administered with 10 linguistic raters and 10 operational raters.

The test, which is the data source, used in this study is called RELTA, which
stands for “RMIT English Language Test for Aviation”. RELTA is a standardized test



developed by RMIT (Royal Melbourne Institute of Technology) English Worldwide, a
global English language learning institution based in Melbourne, Australia. It is a part of
RMIT Training Pty Ltd, a wholly owned commercial subsidiary of RMIT University,
which is one of Australia’s largest universities. The test was an early version of RELTA
that was conducted with Thai pilots working for Thai Airways International PLC. Three
randomly selected of these RELTA speech samples from three different proficiency

levels conducted with those Thai pilots were used.

1.6 Limitations of the study

The researcher focused only on finding the effects of rater background knowledge,
rater training and other factors affecting the decision-making of raters with different
background knowledge and rater training in their rating of pilot English speaking

proficiency.

In addition, the participants in this study included 10 operational raters who were
Thai pilots from Thai Airways International PLC only. Operational raters from other
airlines such as Bangkok Airways, Thai Air Asia, etc. or operational raters from other
fields such as air traffic controllers were not included in this study. Therefore, the scores
from operational raters were based solely on these 10 Thai Airways International pilots.
The results of the study may not be applied to the operational raters from other agencies.
Other raters were linguistic raters who are English language teachers. Four of them were
from Thai Airways International Flight Crew Language Training Department while the
other one was from the Civil Aviation Training Institute. The other five were English
language teachers from various institutions. Speech samples from three levels of RELTA
(Level 3, Level 4 and Level 5) were employed. The other levels (Level 1, Level 2 and
Level 6) were excluded because their English proficiency levels were so obviously
different that they could easily be distinguished. The scoring was based on the criteria set
by ICAO and RMIT.

The selection of the factors affecting raters’ decision-making was based on some
previous research findings in speaking assessment. They are raters’ educational and rating
background; raters’ mental conditions; raters’ physical conditions; physical settings;

raters’ rating strategies; test tasks and speech samples; interviewer/interlocutor effects;



candidates/test-takers; rating scales and descriptors; the cut-off score; personal
relationship between raters and candidates; scoring techniques; and raters’

harshness/leniency.

1.7 Assumptions of the study

1.7.1  All raters honestly did the ratings with their best effort.

1.7.2 The operational raters are experienced line pilots, not newly recruited
pilots. They are familiar with the working knowledge of professional
standards and procedures of radiotelephony communications.

1.7.3 The effect of the rating setting on the test scores was kept to minimum

since the rating setting was arranged in the similar environment and

the ratings were administered individually in an isolated room.

1.8 Definition of terms

1.8.1 Thai Airways International Public Company Limited (THAI) is a Thai

government enterprise conducting airline business and Thailand’s national flag carrier.

1.8.2 THAI Pilots are pilots working as employees for Thai Airways International

Public Company Limited.

1.8.3 International Civil Aviation Organization (ICAO) is an agency under
the United Nations (UN) responsible for international aviation safety. Its headquarters is

located in Montreal, Canada.

1.8.4 RELTA is the English for Occupational Purposes (EOP) test of speaking
proficiency in English for pilots. It was developed by RMIT English Worldwide, which is
a global English language learning institution - a part of RMIT Training Pty Ltd, a wholly
owned commercial subsidiary of RMIT (Royal Melbourne Institute of Technology)
University, which is one of Australia’s largest universities, based in Melbourne,

Australia.



1.8.5 Linguistic raters are raters who have background in linguistics and/or

English language teaching.

1.8.6 Operational raters are raters who have working knowledge of
professional standards and  procedures of radiotelephony communications e.g. pilots or

air traffic controllers.

1.8.7 Trained raters were raters who have passed either TOEIC language
proficiency interviewer/rater training course in 2006 or TRAINAIR Standardized
Training Package (STPs) interviewer/rater training course organized by Civil Aviation
Training Center (CATC) in 2009, or both.

1.8.8 Untrained raters were raters who have not passed either TOEIC language
proficiency interviewing/rating training course in 2006 or TRAINAIR Standardized
Training Package (STPs) interviewer/rater training course organized by Civil Aviation
Training Center (CATC) in 2009, or both.

1.9 Significance of the study

The research results would be advantageous in the following two main aspects:

1.9.1 Theoretical contribution

This kind of ICAO required language proficiency test is considered a very
high stakes test. The safety of airline passengers depends on the effectiveness of pilot and
air traffic controller communications. Furthermore, the outcome of the test will impact on
the career of pilots and controllers since ICAO requires pilots, who operate flights
internationally, to acquire the minimum Level 4 language proficiency. This research
study was one of the very first of its kind in the field of aviation English language
proficiency assessment in Thailand. The results would reflect some theoretical aspects of
the controversial and debatable issue of utilizing different kinds of raters in this high
stakes assessment. The results of the study would also provide some insights about the

issues of rater’s background knowledge and rater training in this kind of EOP assessment.



In addition, information on different sources related to rating aviation English speaking

proficiency would also be obtained.

1.9.2 Practical contribution

People in related fields such as aviation regulatory bodies e.g. the Thai
Department of Civil Aviation, test administrators, test providers, test takers, stakeholders

and other interested persons could benefit from the research findings as follows:

- The results of the study would provide suggestions for selecting raters

used in English language proficiency test for pilots.

- It would also provide suggestions on suitable selection and
administration of raters in accordance with ICAO requirements in an English proficiency

test for pilots in Thailand.

- Some factors such as raters’ educational and professional backgrounds

that affect the rating would be obtained and would be useful in the future rating.

- People who are interested in speaking assessment could use the research

results to conduct further studies.



CHAPTER II
REVIEW OF THE LITERATURE

2.1 Introduction

This study investigates the effects of the raters’ background and their training in
the ICAO required assessment of Thai pilots’ English speaking proficiency. The
differences between the test results from the ratings of two types of raters, namely

linguistic raters and operational raters were also studied.

The findings helped provide some insights about the issues of raters’ background
and rater training in EOP assessment and provide suggestions for further studies

concerning raters’ performance with different backgrounds.

This chapter sets out a review of related literature beginning with the definitions
of English for Occupational Purposes (EOP) as a branch of ESP (English for Specific
Purposes) and testing language for specific purposes followed by the characteristics of
English used in aviation contexts or Aviation English, both ICAO standard phraseology
and plain English. Next, it explores the history of oral proficiency tests. Then, the
definitions of raters and rating scales are explained. An overview of ICAO rating scales
and ICAO aviation language testing requirements are specified. Finally, the relationship
between raters, ratings, rater training and the terms ‘inter-rater reliability’ and ‘intra-rater

reliability’ are described.

2.2 English for Occupational Purposes (EOP)

English for Occupational Purposes (EOP) is one of the two branches of ESP
(English for Specific Purposes) differentiated according to whether the learner requires
English for work or for study. The other branch is English for Academic Purposes (EAP)
which the learner requires English for academic study. Hutchinson and Waters (1987)
proposed the concept of English Language Teaching (ELT) in the form of a tree of ELT
(as shown in Figure 1), which represents some of the common divisions that are made in
ELT.
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Robinson interestingly defines ESP as “a type of ELT...it is goal-oriented,
students study ESP not because they are interested in the English language as such but
because they have to perform a task in English” (Robinson, 1989 cited in Davies,
2001:136). In case of EOP, students study English because they have to perform their

jobs or their work in English.

In the perspective of Orr (2002:1), ESP is a subset of the English language that is
required to carry out specific tasks for specific purposes. It is also “a branch of language
education that studies and teaches subsets of English to assist learners in successfully

carrying out specific tasks for specific purposes”.

Dudley-Evans (1998:5) explains that “ESP has traditionally been divided into two
main areas: English for Academic Purposes (EAP) and English for Occupational
Purposes (EOP)”. The examples of EAP are English for Science and Technology (EST),
English for Medical Purposes (EMP), and English for Legal Purposes (ELP). These EAP
studies are investigated for academic purposes, which differ from those that are learnt for
occupational purposes even though they may be in the same discipline. For example,
English for (academic) Medical Purposes is designed for medical students while English

for (occupational) Medical Purposes is for practicing doctors.

There are some unique characteristics in English for Specific Purposes which
differentiate one discipline from the others and, sometimes, from General English. The
work of register analysis by Swales (1988) reveals that certain grammatical and lexical
forms in Scientific and Technical English are used much more frequently. For example,
present simple tense is the predominant tense and the passive voice is used much more
frequently than in General English. Some semi- or sub-technical vocabulary e.g. ‘consists
of’, ‘contains’, ‘enables’ are presented more in scientific and technical writing than in
general contexts. This kind of register of using words or phrases in a particular way also
happens in English for Occupational Purposes such as in English for Legal Purposes
(legal language) and English for Aviation Purposes (aviation English) (see more details of

aviation English in 2.3 below).

When testing gets involved with ESP, it turns out to be Testing Language for

Specific Purposes (LSP). Douglas (2000:1) defines Testing Language for Specific
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Purposes (LSP) as “that branch of language testing in which the test content and test
methods are derived from an analysis of a specific language use situation, such as Spanish
for Business, Japanese for Tour Guides, Italian for Language Teachers, or English for Air
Traffic Controllers”. The two aspects of LSP testing which distinguish it from general
purpose language testing are the authenticity of tasks and the interaction between
language knowledge and specific purpose content knowledge. Douglas (2001:40) also
defines specific purpose language ability in LSP testing as “specific language ability
results from the interaction between specific purpose background knowledge and
language ability, by means of strategic competence engaged by specific purpose input in
the form of test method characteristics”. From this definition, the English language
proficiency of pilots and air traffic controllers must be brought about by the interaction
between their background knowledge in aviation and their English language ability.

In a specific purpose test development, LSP testing requires an analysis of a target
language use situation and the cooperation between language testing specialists and
experts in the field in constructing LSP tests. The material the test is based on must also
engage test takers in a task in which both language ability and knowledge of the field
interact with the test content in a way which is similar to the target language situation
(Douglas, 2000). Another characteristic of LSP testing is the use of technical language
that people who work in the field must be able to control.

2.3 Aviation English

In order to understand pilots’ use of English, the term that must be mentioned and

clarified is ‘aviation English’.

Aviation English is defined in the Manual on the Implementation of ICAO
Language Proficiency Requirements as “a comprehensive but specialized subset of
English broadly to aviation, including the plain language used for radiotelephony

communications when phraseologies do not suffice” (ICAO, 2004:4-8).

It is also defined in the same manual that Radiotelephony English is “a sub-
category of aviation English” (ICAO, 2004:4-8) It is the language used in radiotelephony

communications. Radiotelephony English “includes, but must not be limited to, ICAO
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phraseology and can require the use of general English at times” (ICAO, ibid) and ICAO
phraseology is “the standardized words and phrases approved for radiotelephony
communications by ICAO which have been developed over years and represent a very

narrow, specialized and rigid subset of language” (ICAOQ, ibid).

The primary objective of using English for pilots is to communicate with air
traffic controllers. This has to be done clearly, concisely and unambiguously. Only one
misunderstanding may lead to a catastrophic disaster. However, not all pilots and air

traffic controllers are English native-speakers nor fluent in English.

International Civil Aviation Organization recognizes this problem and the need for
a standard and unambiguous language system which can be easily used by all concerned
(ICAO, 2004). This language system is the English-based radiotelephony system as
English is accepted as the “lingua franca” of aviation (Crystal, 1997: 98-99).

The English language of international air traffic control, which presents
international safety, has standard terminology and phraseology to avoid ambiguity
between pilots and air traffic controllers. Pilots do not talk in a normal way to air traffic
controllers. They use a restricted vocabulary and a fixed set of sentence patterns, which
aim to express unambiguously in all possible air situations. They use terms such as
“Roger”, “Wilco” and “Mayday”; phrases such as “Maintaining 3000 and “Runway in
sight”; and the use of a phonetic alphabet to spell out code names or call signs e.g.

“Alpha” for A, “Bravo” for B, etc.

Most of these aviation registers are recommended by the International Civil
Aviation Organization (ICAQO) and adopted by 194 contracting states worldwide (ICAQO,
2004). Like the other specialized registers of occupational groups, they are developed
initially from the desire for quick, efficient, and precise communication between people

who share experience, knowledge and skills.

The obvious distinguishing feature of aviation English registers is the
phraseology. Phrases like “Clear for takeoff”, “Clear to land” to give or acknowledge air
traffic control (ATC) clearances and “Climbing to Flight level 310”, “Leaving 3500 to

report actions being taken, are examples of phrases specific to aviation.
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2.4 Characteristics of Aviation English

ICAQ Alphabet spellings
When proper names, service abbreviations and words of which the spelling is

doubtful are spelled out in aviation radiotelephony, the following alphabet spellings are

used (International Civil Aviation Organization Annex 10, 2001:5-4):

Letter Alphabet representation
AL FAH
BRAH VOH
CHAR LEE
DELL TAH
ECK OH
FOKS TROT
GOLF

HO TELL

IN DEE AH
JEW LEEETT
KEY LOH
LEE MAH
MIKE

NO VEM BER
OSS CAH
PAH PAH
KEH BECK
ROW ME OH
SEE AIR RAH
TANG GO
YOU NEE FORM
VIK TAH
WISS KEY
ECKS RAY
YANG KEY
Z00 LOO

I @ T m oo O o >»

N<Xs<cHw®mo 90z2gr x <
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For example, the name “Chula” is spelled out as “CHAR LEE, HO TELL, YOU
NEE FORM, LEE MAH, AL FAH”.

Alphabet spelling exceptions

However, not all abbreviations are under the rule of the alphabet spellings. Some

of these registers are normally spelled and pronounced, for example:

VOR, which stands for “VHF (Very High Frequency) Omni Range”, is
pronounced as “vee-0-ar”’, not “VIK TAH, HO TELL, FOKS TROT”.

DME (Distance Measuring Equipment) is pronounced as “dee-em-ee”, not “DELL
TAH, MIKE, ECK OH”. This term is applied as a unit of distance measurement, not the
equipment itself. It is equal to the distance of one nautical mile (1.85 km) from a DME
station. For instance, “Six DME” means that the aircraft is at six nautical miles from a

DME station.

TCAS (Traffic alert and Collision Avoidance System) is pronounced as “tee-cas”,

not “TANG GO, CHAR LEE, AL FAH, SEE AIR RAH”.

ACAS (Airborne Collision Avoidance System) is pronounced as “ay-cas”, not

“AL FAH, CHAR LEE, AL FAH, SEE AIR RAH”.

PF (Pilot Flying = the pilot who is in control of the aircraft) is pronounced as
“pee-ef”, not “PAH PAH, FOKS TROT”.

PNF (Pilot Not Flying = the pilot who assists PF, he is not in control of the
aircraft) is pronounced “pee-en-ef”, not “PAH PAH, NO VEM BER, FOKS TROT”.

IMC (Instrument Meteorological Condition) is pronounced as “ai-em-see”, not

“IN DEE AH, MIKE, CHAR LEE”.

VMC (Visual Meteorological Condition) is pronounced as “vee-em see”, not
“VIK TOR, MIKE, CHAR LEE”.
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CPDLC (Controller-Pilot Data Link Communication) is pronounced as “see-pee-
dee-el-see”, not “CHAR LEE, PAH PAH, DELL TAH, LEE MAH, CHAR LEE”.

The reasons for these exceptions are that these abbreviations are so well known
and extensively used that they give no ambiguity when spoken. On the other hand, if they

are phonetically spelled alphabets, they may cause some misunderstanding.

Transmission of numbers

As stated in International Civil Aviation Organization Annex 10 (2001:5-5), some
numbers were distinguishably pronounced to be certain that there would be no ambiguity.

However, nowadays fewer and fewer pilots pronounce them in this manner.

Numeral or numeral element Pronunciation

1 Wun
Too (not Two)
Tree (not Three)

Fow-er (not Fow)
Fife

Six

Sev-en

Ait

Nin-er (not Nine)

O ©O© 00 N o o1 B~ W DN

Ze-ro

Aiguo (2007) interestingly explains the reasons for these distinguished
pronunciations. He clarifies that in English air communication ‘‘3”’is read out /Tree/
instead of /Thri:/, <“4”’ is read out /Fow-er/ and ‘9’ is read out /Nin-er/ instead of /nain/
as usual. Since the sound /h/ is interdental and voiceless, it is difficult to be heard by the
listener in communication, so the /h/ sound is replaced by alveolar and plosive /t/ in air
communication, and the word ‘‘thousand’’ is pronounced as /Tou-Sand/. Therefore, /tr/ is
likely to replace /hr/ in this case with the consideration of efficiency and clarity. The
pronunciation of the number ‘4’ gets easily confused with that of the preposition ‘“for’’,
so the vowel /er/ is added (/Fow-er/) to distinguish the two sounds. In pronouncing

number ‘‘9”’, the second /n/ sound in /nain/ is a nasal and this makes it difficult to be
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heard too, so it would be safer and easier to be heard if it is read as /Nin-er/, with a vowel
ler/ added to it.

All numbers except whole hundreds, whole thousands and combinations of
thousands and whole hundreds are transmitted by pronouncing each digit separately.
Whole hundreds and whole thousands are transmitted by pronouncing each digit in the
number of hundreds or thousands followed by the word “hundred” or “thousand” as
appropriate. Combinations of thousands and whole hundreds are transmitted by
pronouncing each digit in the number of thousands, followed by the word “thousand”,

followed by the number of hundreds, followed by the word “hundred”, for example:

Number Transmitted as
10 One Zero
75 Seven Five
583 Five Eight Three
600 Six Hundred
5000 Five Thousand
7600 Seven Thousand Six Hundred
11000 One One Thousand
18300 One Eight Thousand Three Hundred
38143 Three Eight One Four Three

Transmission of numbers in hundred and thousand exceptions

1) Numbers containing a decimal point are transmitted separately, even in

whole hundred or whole thousand, for example:

Number: Transmitted as:

100.3 One Zero Zero Decimal Three

1200.4 One Two Zero Zero Decimal Four

2000.5 Two Zero Zero Zero Decimal Five
38143.9 Three Eight One Four Three Decimal Nine

45000.1 Four Five Zero Zero Zero Decimal One
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2) When transmitting time, only the minutes of the hour are normally
required. Each digit is pronounced separately. However, the hour should be included

when any possibility of confusion is likely, for example:

Time: Transmitted as:

0900 (9:00 A.M.) Zero Nine Zero Zero

1000 (10:00 A.M.) One Zero Zero Zero

1643 (4:43 P.M.) One Six Four Three or Four Four Three

Three- and Four-letter location indicators

ICAO has set up two systems to refer to every airport in the world. So, there is no
need to write or print the whole name of such airports which may be too long, or to
eliminate any uncertainty or misunderstanding between air traffic controllers and pilots.
They are called 3-letter and 4-letter location indicators. One airport has both three- and
four-letter location indicators, such as Bangkok International Airport three-letter location
indicator is BKK and four-letter is VTBD, for example:

ATC: “Request your destination.”
(The air traffic controller wants to know where the pilot is going to)
Pilot: “Echo Sierra Sierra Alpha”
(The pilot replies that he is going to Stockholm/Arlanda International
Airport in Stockholm, Sweden).

From the example above, if the pilot does not use the 4-letter location indicator, he
may have to speak longer. Moreover, if the air traffic controller is not familiar with or has
never heard the name of the airport, he may not be able to make a good guess at all. By

using this kind of register, both parties can thoroughly understand each other.

Instead of spelling these location indicators separately, some of them can be read
like a word. This is not official but broadly used among pilots, for example:

Pilot A: “Where are you heading?”

Pilot B: “KIX, then LAX”
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(KIX, pronounced as “kigs”, stands for Osaka/Kansai International Airport in
Osaka, Japan. LAX, pronounced as “lags”, stands for Los Angeles International Airport
in Los Angeles, California, USA.)

These three-letter and four-letter location indicators are also useful in identifying
the airport located in a city that has more than one airport in the vicinity e.g. LGW/EGKK
is for London/Gatwick, LHR/EGLL for London/Heathrow and STN/EGSS for
London/Stansted.

Words and phrases

The philosophy behind standardized words and phrases in aviation is the same as
alphabet spelling and number transmission, which is to avoid ambiguity i.e. one word —
one meaning. Most of these words and phrases are regulated by ICAO (International Civil

Aviation Organization Annex 10, 2001:5-6, 5-7) for example:

Phrases Meaning
“Acknowledge” “Let me know that you have received and

understood this message”

“Affirm” “Yes”

“Break” “I hereby indicate the separation between portions of
the message”

“Break Break” “I hereby indicate the separation between messages
transmitted to different aircraft in a very busy
environment”

“Charlie Charlie” “Yes” (The same meaning as “Affirm” but this
phrase is not recognized by ICAQ)

“Confirm” “Have I correctly received the following ...?” or
“Did you correctly receive this message?

“Correction” “An error has been made in this transmission (Or
message indicated). The correct version is ...”

“Mayday” The aircraft is in a distress situation. It means that grave
and imminent danger is present, and immediate
assistance is requested.

“Negative” “No” or “Permission not granted” or “This is not



“Negative contact”

“Pan Pan”

GGROger’,

“Squawk”

“Squawk Ident”

“Traffic in sight”

“Wilco”
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correct”.

To acknowledge traffic information that “I cannot

see the informed traffic”.

The aircraft is in urgency situation. It wishes to give
notice of difficulties which compel it to land without
requiring immediate assistance.

“I have received all of your transmission”.

(This is obsolete.)

To instruct setting of transponder code on the aircraft
transponder. One set comprises four digits e.g. when an air
traffic controller instructs a pilot to “squawk zero seven
four four”, it means that he wants the pilot to set “0744” on
the aircraft transponder.

To instruct pilot to depress the identification button

on the aircraft transponder.

To acknowledge traffic information that “I can see

the informed traffic”.

“I understand your message and will comply with it”.

(This is also obsolete.)

Routines and formulas

An interesting feature of aviation communications is the use of routines to begin

the conversations. It is the same as sports commentaries in England, livestock auctions in

New Zealand, tobacco auctions in the United States or North American ice hockey

commentaries. These registers are all characterized by the extensive use of oral formulas.

The formulas involve a small number of fixed syntactic patterns and a narrow range of

lexical items.

The following excerpt comes from an aviation communication between a Thai

Airways International pilot and a Bangkok air traffic controller (ATC). The pilot is

requesting a clearance to fly to London/Heathrow International Airport, for example:

Pilot: “Bangkok control. (This is) THAI 910. Request ATC clearance to
London/Heathrow. Flight Level 310.”
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ATC: “(Bangkok) clears THAI 910 to London/Heathrow (Airport) (via) Alpha 1.
Flight planned route. Flight Level 310. Frank 1 departure. Limla transition.
Squawk 0721~

Pilot: “THAI 910 is cleared to London/Heathrow. Alpha 1. Flight planned route.
Flight Level 310. Frank 1 departure. Limla transition. Squawk 0721.”

ATC: “THAI910. (Your) read back is correct. Contact Ground 121.9”

Pilot: “THAI910”

This example is composed of a set of pre-determined formulas which are the
“initial contact” formula, the “request” formula, the “ATC clearance issuance” formula,
the “read back” formula and the “acknowledgment” formula. They can be described as

follows:

(@) The initial contact formula

“Bangkok Control” = the addressee
“(This is) THAI 910” = the addresser

(b) The request formula

“Request ...”

(c) The ATC clearance issuance formula

“THAI 910 ...” refers to the addressee;

“is cleared to ...” refers to the destination;

“Alpha 17 refers to the name of the airway;

“Flight planned route” refers to the route which was filed;

“Flight Level 310" refers to the altitude to which is cleared to climb and
maintain;

“Frank 1 departure” refers to the name of SID (Standard Instrument
Departure);

“Limla transition” refers to the name of the transition from SID to airway

“Squawk 0721 refers to the set of transponder code to be selected.

(d) The read back formula
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“THAI 910 is cleared to ...” is the read back. To make sure that there is no

ambiguity or miscommunication.

(e) The acknowledgment formula
“THAI 910 is the acknowledgment. To accept any message, the

pilot must end the conversation by stating his call sign.

This register is characterized by a very restricted range of lexical and syntactic
variation. Moreover, the specific features of the formulas are not arbitrary, but motivated
by the demand of the context. Finally, the sound patterns of aviation communication are
also distinctive. They must be as slow and clear as practicable, no matter how fluent the
speakers are in English, to avoid possible confusion by those persons using a language

other than the one of their national languages.

Robertson (1988) categorizes the normal patterns of a flight as pilots actually
perform during their line of duties into four parts. Each part is divided into sections which
follow the normal sequence of events for each phase of flight. Most of them consist of
requests and permissions and/or instructions. After receiving the answers, pilots must
acknowledge the replies from air traffic controllers in order to confirm that they really
have received and thoroughly understand them.

The flight patterns are as follows:
Part 1 - Pre-flight to line-up
1.1 Departure information
1.1.1 Departure information (routine)
This section comprises the pilot’s request for the departure airport
weather information e.g. the runway in use, surface wind, temperature,
etc. and the reply from the air traffic controller. The pilot may write this

information on a piece of paper.

1.1.2 Departure information (ATIS — Automatic Terminal Information
Service)
This section is the automatic transmission of the recorded information

which is updated regularly i.e. every half an hour.
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1.2 Route clearances
This section consists of the pilot’s request for the route to be flown and the
details of the route with the permission to fly that route from the air traffic
controller. The pilot writes these clearances on his/her copied flight plan in

order to confirm that it complies with his/her filed flight plan.

1.3 Start-up
In this section, the pilot requests permission to start the engine(s) and the

ground controller approves that request.

1.4 Push-back
The pilot asks for the consent to be pushed out of his/her parking position and

the ground controller gives the approval for that.

1.5 Taxiing
In this section, the pilot requests permission to taxi to the runway in use. The

ground controller grants that and provides the direction to taxi to the runway.

1.6 Line-up
The air traffic controller permits the pilot to line up the aircraft on the runway

in use.

Part 2 - Take off to top of climb
2.1 Take-off

The air traffic controller gives the permission to take off to the pilot.
2.2 Initial climb

The air traffic controller gives initial clearances to the pilot.

2.3 Climb
The air traffic controller gives further clearances to the pilot to continue

climbing to the top-of-climb.

2.4 Top-of-climb
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The pilot reports to the air traffic controller that he/she has reached the

cruising altitude.

Part 3 - Cruise to descent
3.1 Volmets
The pilot receives the recorded weather broadcasts of the relevant airports i.e.

the destination airport and the alternate.

3.2 En route: Position reports
The pilot reports his/her position to the air traffic controller at each specific

point.

3.3 En route: Climb
The pilot asks for permission to climb to higher altitude as his/her aircraft

weight has decreased because of the fuel used.

3.4 En route: Traffic information
The air traffic controller informs the pilot about the other aircraft in the

vicinity of his/her aircraft.

3.5 Descent
The pilot requests permission to leave his/her cruising altitude in order to
land at the destination airport. The air traffic controller assigns the new

altitude to the pilot.

Part 4 - Approach to landing
4.1 Arrival: ATIS
The pilot receives the ATIS which has a similar pattern to the one during the

pre-flight phase except this is for landing runway.

4.2 Approach
The pilot contacts the air traffic controller in order to get clearance for the

type of approach e.g. ILS, VOR, etc.
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4.3 Final approach and Landing
The air traffic controller gives final approval for the approach and

permission to land. The pilot must acknowledge these clearances.

4.4 After landing
The pilot reports when his/her aircraft is clear of the landing runway. The

ground controller gives him/her the taxi instructions to the parking position.

This radiotelephony may be considered in terms of skills and language functions.
Most of these radiotelephony utterances have functions of requesting and accepting

information and require the skills of speaking and listening.

The purpose of using these phraseologies is to promote clarity and brevity. Still, it
is widely acknowledged by operational and linguistic experts that no set of standardized

phraseologies can fully describe all possible circumstances and responses (ICAO, 2004).

2.5 History of Oral Proficiency Tests

The term “oral test” appears in language testing prior to the Second World War.
Still, by that time, it did not mean that test takers were required to ‘really’ speak in the
test. Rather, it referred to the testing of pronunciation, usually required the test takers to
write down the pronunciation of a written word using phonetic scripts. A speaking test
was abandoned because of reliability problems. Because of that, language testing
practitioners tried to concentrate on the ‘new-type’ multiple choice tests as reliable,
objective measures of language ability (Fulcher, 2003: 2). This reflects the concern and
the importance of the ‘reliability’ in language speaking tests since the early time of this

kind of testing.

The first true speaking test used in North America was the College Board’s
English Competence Examination, introduced in 1930 for overseas students applying to
study at US colleges and universities (College Entrance Examination Board, 1929, cited
in Fulcher, 2003:2). The format of the speaking test is a conversation with ten topics
prepared for the examiner. The criteria for assessment were fluency, responsiveness,

rapidity, articulation, enunciation, command of construction, use of connectives, and
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vocabulary and idioms. The examiner graded each examinee on the three-point scale of

proficient, satisfactory, and unsatisfactory.

During the Second World War, the Army Specialized Training Program (ASTP)
was established in 1942 to address the communication problems of American service
personnel through the delivery of language programs that focused on speaking. However,
the US government suspended the ASTP in 1944. After this, the Foreign Service Institute
(FSI) was set up in order to teach foreign languages for American military personnel in
overseas posts. In 1956, the FSI was given the responsibility to provide evidence of

foreign language proficiency.

Nowadays, when referring to the oral proficiency test, the most well known test of
its kind is the Oral Proficiency Interview (OPI). It is a structured procedure for the
assessment of functional speaking ability and was developed through work initiated by
the Foreign Service Institute (FSI) of the U.S. government in 1958 and the subsequent
contributions of The Peace Corps, Educational Testing Service and the cooperative efforts
of academic institutions from around the United States. It claims to assure reliability in
assessing oral proficiency and it measures patterns of strengths and weaknesses,
establishing a speaker's level of consistent functional ability as well as the clear upper
limitations of that ability. It is administered face-to-face with two certified raters lasting

from 30 minutes to an hour.

OPI assesses the candidate’s listening comprehension and speaking proficiency
and takes into consideration factors such as fluency, grammar, pronunciation, vocabulary,
and ability to successfully work through various linguistic tasks. It consists of four stages;
a warm-up, to include autobiographical information; level checks, to assess ability to
perform linguistic tasks at a base level; level probes, to determine ability to perform
linguistic tasks at the next higher base level; and a wind down, to put the candidate at

ease.

The interview is rated on the U.S. ILR (Inter-agency Language Roundtable) 11-
point scale of proficiency, from 0, no functional proficiency, to 5, educated native-
speaker proficiency, with plus levels (0+,1+2+,3+,4+) assigned to those who demonstrate

inconsistent proficiency at the next higher level.
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The ACTFL (American Council on the Teaching of Foreign Languages) Oral
Proficiency Interview was developed to evaluate speaking proficiency in a foreign
language. It is a criterion-referenced, direct, face-to-face interview with only one
interviewer present. The interview consists of five stages: the warm-up, level checks,
probes, role-play, and wind-down. The role of the 'warm-up' is to put the interviewee at
ease, to familiarize him/her with the pronunciation and way of speaking of the
interviewer, and to generate topics which can be explored later in the interview. The 'level
checks' allow the interviewee to demonstrate his/her ability to manipulate tasks and
contexts at a particular level. If the interviewer is satisfied with the candidate's sustained
performance, an attempt will be made to discover the ‘ceiling’, i.e. to elicit response at the
higher level. 'Probes’, thus, makes the candidate reveal a pattern of weaknesses. A 'role-
play' serves as an additional check, to help the interviewer confirm the candidate's level.
The 'wind-down' brings the interviewer down to a level comfortable for the candidate to
end the OPI on a positive note. The entire interview lasts about 15 minutes in the case of
a novice, and can be as long as 35 minutes if a series of probes and level checks are
necessary. The interview is taped and a decision is made if the interviewer and a second
rater agree on the level. In case of disagreement, the tape is sent to a third rater.

In the early 1980s, ACTFL OPI proficiency scales developed out of the FSI
(Foreign Service Institute) levels of oral proficiency. The American Council on the
Teaching of Foreign Languages (ACTFL), the Educational Testing Service (ETS), and
the ILR (Interagency Language Roundtable) began working on an adaptation of the OPI
proficiency scale to be used in secondary schools and colleges. The result of that
collaboration, the ACTFL Provisional Proficiency Guidelines, was published in 1982.
These guidelines made a number of changes in the OPI scale, yet were designed to be
commensurate with it. First, the numerical designations of points on the scale were
replaced with names that represent each level. Second, a further subdivision was made
within the two lowest levels on the scale. Thus, Level 0 was renamed Novice and
subdivided into Novice Low, Novice Mid, and Novice High, while Level 1 was renamed
Intermediate and subdivided into Intermediate Low, Intermediate Mid, and Intermediate
High. Level 2 was renamed Advanced, and Levels 3, 4, and 5 on the OPI scale were
combined into a single level called Superior, because data had shown that few university
graduates reach even Level 3. Following their publication, the Guidelines were widely
distributed for comments throughout the foreign language teaching profession. Several

hundred individuals were later trained to administer a face-to-face speaking test to assign
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one of the proficiency levels defined in the Guidelines to each person tested. Because of
their field-testing, the guidelines were determined to be an appropriate scale for assessing
language proficiency among secondary and college-level students of foreign languages.
Thus, following minor revisions, the word Provisional was removed, and the scale was
republished in 1986 as the ACTFL Proficiency Guidelines (ACTFL, 1999).

2.6 Raters

The dictionary of language testing defines a rater as “the judge or observer who
operates a rating scale in the measurement of oral and written proficiency.” (Davies et
al., 1999:161) By this definition, it implies that a rater is a human, not an electronic rater
that uses a computer to do the proficiency rating that is not covered in the scope of this
study.

Richards and Schmidt (2002:441) define a rater as “a person who assigns a score
or rating to a test taker’s oral or written performance on the basis of a set of rating

criteria.”

ICAO defines in the Manual on the Implementation of ICAO Language
Proficiency Requirements that a rater is a suitably qualified and trained person who
assigns a rating to a test taker’s performance in a test based on a judgment usually
involving the matching of features of the performance to the descriptors on a rating scale
(ICAO, 2004).

ICAO also classifies two types of raters as:

1. Linguistic rater — A rater whose assessment will focus on the linguistic

features of a test taker’s performance in a test, and;

2. Operational rater — A rater with working knowledge of professional
standards and procedures of radiotelephony communications whose assessment will focus

on a test taker’s performance with regard to the holistic descriptors.
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Valdes (2006), who was a member of ICAO Proficiency Requirements in
Common English Study Group (PRICESG), additionally proposes the tentative
requirements for ICAO language proficiency raters in an ICAO Proficiency Requirements
in Common English Study Group (PRICESG) meeting as:

1. At least seven years experience of working as air traffic controllers or pilots or

five years experience teaching English as a second language.

2. The level of the English language proficiency (speaking, listening, reading and

writing is “proficient” or above), proved by the certification as follows:

- The IELTS examination — Academic version (the average score of 8.0 including

8.0 on speaking and listening accordingly; or

- The IELTS examination — General Training version (the average score of 8.0
including 8.0 on speaking and listening accordingly; or

- The Cambridge CPE examination (results A or B); and/or

- Level 6 (Expert) of language proficiency in accordance with ICAQO language

proficiency rating scale.

2.7 Rating scale

Another term, which is closely related to raters, is the “rating scale” or
“proficiency scale”. Rating scale is described as “a technique for measuring language
proficiency in which aspects of a person’s language use are judged using scales that go
from worst to best performance in a number of steps.” (Richards and Schmidt, 2002:441).
While Davies et al. (1999:153-4) explain the term equivalently as “proficiency scale” as
“a scale for the description of language proficiency consisting of a series of constructed
level against which a language learner’s performance is judged. Like a test, a proficiency
(rating) scale provides an operational definition of a linguistic construct such as
proficiency. Typically such scales range from zero mastery through to an end-point

representing the well-educated native speaker .



31

Rating scales are important in tests of speaking because they are
operationalizations of the construct that the test is supposed to measure (Fulcher,
2003:113). Moreover, the band descriptor, which is a statement describing the level of
performance required of candidates at each point on a proficiency scale (Davies et
al.,1999:43) is a major part of the ‘meaning’ of the score, and delimits the type of

inferences that can be made from the test score by the score user (Fulcher, 2003:113).

The importance of a rating scale can be realized by the quotation proposed by
Lumley (2002:263). He stated, “In performance assessment, which relies on rating, there
is an assumption that if a rating scale is developed in a valid way and raters are
adequately trained to understand its content, then the scale will be used validly and

reliably, and it will be possible to obtain good, or at least adequate, measurement”.

Alderson (1991 cited in Fulcher 2003:89) suggests that there are three kinds of
rating scales divided in terms of orientations, namely;

- User-oriented scales which are used to report information about typical or
likely behaviors of a test taker at a given level,

- Assessor-oriented scales that are designed to guide the rating process, focusing
on the quality of the performance expected,

- Constructor-oriented scales which are produced to help the test constructor

select tasks for inclusion in the test.

A rating scale provides an operational definition of linguistic construct such as
proficiency. These rating scales typically range from zero mastery through to an end-
point representing the well-educated native speaker. One of the first most widely known
of such scales should have been the Interagency Language Roundtable (ILR) rating scale
which was built in 1958. The ILR scale was a set of descriptions of abilities to
communicate in a language. It was originally developed by the United States Foreign
Service Institute (FSI), the predecessor of the National Foreign Affairs Training Center
(NFATC). Thus, it is also often called Foreign Service Levels. It consisted of descriptions
of five levels of language proficiency. It was divided into five main categories, with
‘plus’ levels (0+, 1+, 2+, 3+, 4+) assigned to those who demonstrate inconsistent
proficiency at the next higher level. The ILR levels are: ILR Level 0 (No functional

proficiency), ILR Level 1 (Elementary proficiency), ILR Level 2 (Limited working


http://en.wikipedia.org/wiki/United_States
http://en.wikipedia.org/wiki/Foreign_Service_Institute
http://en.wikipedia.org/wiki/Foreign_Service_Institute
http://en.wikipedia.org/wiki/National_Foreign_Affairs_Training_Center
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proficiency), ILR Level 3 (Professional working proficiency), ILR Level 4 (Full
professional proficiency), and ILR Level 5 (Native or Bilingual proficiency) (Fulcher,
2003; ILR, 2010a; ILR, 2010b). The details of these ILR levels are shown in Appendix A.

Another well-known rating scale is the ACTFL (American Council for the
Teaching of Foreign Languages) scale. The American Council for the Teaching of
Foreign Languages initially developed the scale in 1986. Therefore, it was called the
ACTFL Proficiency Guidelines (1986). It was initially categorized as Novice, which is a
non-survivor who relies on memorized materials and only reacts, does not initiate;
Intermediate, which is a survivor who can create his/her own language, even if with many
errors, can ask and answer questions and discuss daily events; Advanced, which is a
person who has limited professional competence and can narrate, describe, and compare
in any time frame also able to state opinions; and Superior, which is a person who has full
professional competence and can go outside limited areas of competence and discuss a

wide range of topics, also able to hypothesize and deal with abstract topics.

A significant change to the ACTFL Proficiency Guidelines (1986) was found in
the division of the Advanced level into the High, Mid, and Low sublevels (ACTFL,
1999). This change reflects the growing need in both the academic and commercial
communities to more finely delineate a speaker’s progress through the Advanced level of
proficiency. The new descriptors for Advanced Mid and Advanced Low are based on
hundreds of Advanced-level language samples from OPI testing across a variety of
languages. The presentation of these Guidelines was slightly different from previous
versions. The full prose descriptions of each level (and, when applicable, its sub-levels)
are preceded by clearly delineated ‘thumb-nail sketches’ that are intended to alert the
reader to the major features of the levels and to serve as a quick reference, but not in any
way to replace the full picture presented in the descriptions themselves. Indeed, at the
lower levels they refer to the mid rather than to the baseline proficiency, since they would
otherwise describe a very limited profile and misrepresent the general expectations for the

level.

The revision of the ACTFL Proficiency Guidelines C Speaking (ACTFL, 1999) is
presented as an additional step toward more adequately describing speaking proficiency.

This effort reflects a broad spectrum of experience in characterizing speakers’ abilities
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and includes a wide range of insights as a result of on-going discussions and research
within the language teaching profession. These levels are classified as: Superior,
Advanced-High, Advanced-Mid, Advanced-Low, Intermediate-High, Intermediate-Mid,
Intermediate-Low, Novice-High, Novice-Mid, and Novice-Low (ACTFL, ibid). The
details of the ACTFL levels are shown in Appendix B.

Many research indicate that the interpretation of rating scale by raters is one of the
problems arising in this ‘subjective’ assessment. Even though it is designed to help raters
to make decision in their ratings, each individual rater has his/her own way of interpreting
these scales and descriptors. A rating scale descriptor is “a statement which describes the
level of performance required of candidates at each point on a proficiency scale” (Davies
et al., 1999:43). In theory, raters refer to a rating scale in order to select a score to
represent the candidate’s ability in the trait of interest (Upshur & Turner, 1999). In
reality, each rater has a unique background that may affect his/her judgment (Brown,
1995; Elder, 1993). Interpretation of a rating scale is always an interest of many
researchers. Lumley (1995) found differences in the interpretation of the rating scale used
by trained ESL raters and medical practitioners. This finding confirmed Brown’s study
about the perception of language-trained raters and experienced guides in 1995 that the
two groups interpreted different criteria in different ways. Brown’s conclusion of her
study is interesting. She remarked that “raters appear to have inbuilt perceptions of what
is acceptable to them and these perceptions are formed to some extent by their previous
experience” and “it appears that even the explicitness of the descriptors and the
standardization that takes place in a training session cannot remove these differences”
(Brown, 1995: 13). The possible implication of this remark is that if the descriptors are
inexplicit, raters’ perceptions are prone to base on their previous experience. Imprecise
rating scales often results in holistic marking by raters (Weigle, 2002 cited in Knoch,
2009). That leads raters to use the overall or global impression of the candidates in their
ratings instead of using an analytic rating scale, as it should be (Knoch, 2009). This
misuse has a significant effect on this ICAO proficiency assessment since ICAO requires
the lowest score in any criteria to be the overall score (ICAO, 2004). This study results
demonstrate that all raters faced a degree of difficulties to explain how they interpreted
the ICAO descriptors. Even though it is a common practice in language testing that the
descriptors are categorized using adjectives like those mentioned in the ICAO descriptors

(Knoch, 2009), each of the raters had dissimilar ideas of the descriptors i.e. ‘never’,
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‘almost never’, ‘rarely’, ‘sometimes’, ‘frequently’ and ‘usually’. This is one of the most
commonly mentioned problems among raters. They thought that the descriptors were
often too vague to arrive easily at a score (Knoch, 2009). This inexplicit interpretation of
descriptors by each rater may affect his/her ratings to a certain extent.

2.8 ICAO Aviation Language Testing

Because the safety of airline passengers depends on the effectiveness of pilot
and air traffic controller communications and the outcome of the test will affect the career
of pilots and controllers, this language proficiency test is considered a very high stakes
test. The ICAO language proficiency requirements point towards an aviation context for
testing and requires proficiency tests of actual speaking and listening ability. In addition,
the test should be work-related language proficiency test (ICAO, 2004). However, ICAO
also emphasizes that ICAO standard phraselogies-only testing is not appropriate. The
reason why ICAO requires two kinds of raters, namely linguistic and operational raters, is
because, in terms of operational raters, ICAO clearly states that “the participation of
operational experts, pilots and controllers or trainers in the rating process can add
operational integrity to the process, as well as provide technical accuracy” (ICAO,
2004:6-4). In terms of linguistic raters, ICAO is concerned about candidates who do not

13

pass the test “will want, and will deserve, accurate information about how their
performance fell short of the target performance and in what areas they should focus their
efforts to improve (their) performance” (ICAO: ibid.). Therefore, raters should not only
be able to rate the test takers, they should also be able to identify deficiencies in the test
takers’ performance and guide them towards language learning activities so that they can
focus their efforts to improve their language proficiency and language test performance
later. This requires raters with background in linguistics or language teaching. This is the
kind of information that linguists or language teachers can provide to candidates. ICAO
concluded that the best practice in this kind of language proficiency assessment would
call for at least two trained and calibrated raters, at least one of them is a language teacher

(ICAO, 2004).

In conclusion, ICAO (2004: 6-5) emphasizes the critical characteristics of an
appropriate testing system in the context of aviation language testing as follows:

1) It must be a proficiency test of speaking and listening;
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2) It must be based on the ICAO Rating Scale and holistic descriptors;

3) It must test speaking and listening proficiency in a context appropriate to
aviation;

4) It must test language use in a broader context than the use of ICAO

phraseologies alone.
2.9 ICAO Rating scale

The ICAO rating scale delineates six levels of language proficiency ranging from
the Pre-elementary (Level 1) to the Expert level (Level 6) across six areas of linguistic
description: pronunciation, structure, vocabulary, fluency, comprehension and
interactions. The detail of these rating scales and the criteria are shown in Table 2.1
(ICAO, 2004: A-8, A-9):

There are a few unique characteristics required by ICAQO concerning its rating
scale. First, the score given in any criterion including the overall score given to any
candidate must be in a full score, i.e. not in a decimal or plus/minus e.g. 3.5 or 3+.
Secondly, “the final score for each test-taker should not be the average or aggregate of the
ratings in each of the six ICAO language proficiency skills but the lowest of these six
ratings” (ICAO, 2008:19). It means that the overall score would be considered from the
lowest score among all six criteria. Thirdly, its Level 4 is considered as “the safest
minimum proficiency skill level determined necessary for aeronautical radiotelephony
communications”, hence, “a lower score than 4 for any one skill area indicates inadequate
proficiency” (ICAO, 2008:19). Consequently, Level 4 is considered as ‘the cut-off score’
since pilots who acquire any lower score than Level 4 would not be permitted by the Thai
Department of Civil Aviation to conduct their flight operations on international flight
routes (translated from Thai DCA announcement dated 16 February, 2010). These unique
characteristics are likely to affect the way raters award scores to test-takers. The table

below shows the details of the ICAO Language Proficiency Rating Scale.



Table 2.1: ICAO Language Proficiency Rating Scale

STRUCTURE

PR?S,S\LIJHET/&IIQ;QON RELEVANT GRAMMATICAL
LEVEL ANDIOR ACCENT STRUGTURES AND SENTENGEL IS VOCABLLARY FLUENCY COMPREHENSION | INTERACTIONS
Pl LGB RO BY LANGUAGE FUNCTIONS
AERONAUTICAL COMMUNITY. OERER T 0 THlE TS
EXPERT Pronunciations, stress, Both basic and complex Vocabulary range and Able to speak at length Comprehension is Interacts with ease in
6 rhythm, and intonation, Grammatical structures and | accuracy are sufficient to with a natural, effortless consistently accurate in nearly all situations. Is
though possibly sentence patterns are communicate effectively on | flow. Varies speech flow nearly all contexts and sensitive to verbal and
influenced by the first consistently well a wide variety of familiar for stylistic effect, e.g. to includes comprehension of non-verbal cues, and
language or regional controlled. and unfamiliar topics. emphasize a point. Uses linguistic and cultural responds to them
variation, almost never Vocabulary is idiomatic, appropriate discourse subtleties. appropriately.
interfere with nuanced, and sensitive to markers and connectors
understanding. register. spontaneously.
EXTENDED Pronunciation, stress, Basic grammatical Vocabulary range and Able to speak at length Comprehension is accurate Responses are immediate,
5 rhythm, and intonation, Structures and sentence accuracy are sufficient to with relative ease on on common, concrete, and appropriate, and

though influenced by the
first language or regional
variation, rarely interfere
with understanding.

patterns are consistently
well controlled. Complex
structures are attempted but
with errors which
sometimes interfere with
meaning.

communicate effectively on
common, concrete, and
work related topics.
Paraphrases consistently
and successfully.
Vocabulary is sometimes
idiomatic.

familiar topics, but may
not vary speech flow as a
stylistic device. Can make
use of appropriate
discourse markers or
connectors.

work related topics and
mostly accurate when the
speaker is confronted with a
linguistic or situational
complication or an
unexpected turn of event. Is
able to comprehend a range
of speech varieties (dialect
and/or accent) or registers.

informative. Manages the
speaker/listener
relationship effectively.

OPERATIONAL

Pronunciation, stress,
rhythm, and intonation

Basic grammatical
Structures and sentence

Vocabulary range and
accuracy are usually

Produces stretches of
language at an

Comprehension is mostly
accurate on common,

Responses are usually
immediate, appropriate,

LEVEL are influenced by the patterns are used sufficient to communicate | appropriate tempo. There | concrete, and work related | and informative.

4 first language or Creatively and are usually | effectively on common, may be occasional loss of | topics when the accent or Initiates and maintains
regional variation, but well controlled. concrete, and work related | fluency on transition variety used is sufficiently exchanges even when
only sometimes interfere Errors may occur, topics. Can often from rehearsed or intelligible for an dealing with an
with understanding. Particularly in unusual or | paraphrase successfully formulaic speech to international community of | unexpected turn of

Unexpected when lacking vocabulary spontaneous interaction, users. When the speaker is | events. Deals adequately
Circumstances, but rarely | in unusual or unexpected but this does not prevent | confronted with a linguistic | with apparently
Interfere with meaning. circumstances. effective communication. | or situational complication | misunderstandings by
Can make limited use of or an unexpected turn of checking, confirming or
discourse markers or events, comprehension may | clarifying.
connectors. Fillers are be slower or require
not distracting. clarification strategies.
PRE- Pronunciation, stress, Basic grammatical Vocabulary range and Produces stretches of Comprehension is often Responses are sometimes

OPERATIONAL

rhythm, and intonation are
influenced by the first

Structures and sentence
patterns associated with

accuracy are often sufficient
to communicate on

language, but paraphrasing
and pausing are often

accurate on common,
concrete, and work related

immediate, appropriate,
and informative. Can

9¢



3 language or regional predictable situations are common, concrete, or work | inappropriate. Hesitations topics when the accent or initiate and maintain
variation, and frequently not always well controlled. | related topics but range is or slowness in language variety used is sufficiently exchanges with
interfere with Errors frequently interfere limited and the word choice | processing may prevent intelligible for an reasonable ease on
understanding. with meaning. often inappropriate. Is often | effective communication. international community of familiar topics and in

unable to paraphrase Fillers are sometimes users. May fail to understand | predictable situations.
successfully when lacking distracting. a linguistic or situational Generally inadequate
vocabulary. complication or an when dealing with an
unexpected turn of events. unexpected turn of events.
ELEMENTARY | Pronunciation, stress, Shows only limited control | Limited vocabulary range Can produce very short, Comprehension is limited to | Response time is slow,

2 rhythm, and intonation are of a few simple memorized | consisting only of isolated isolated, memorized isolated, memorized phrases | and often inappropriate.
heavily influenced by the grammatical structures and | words and memorized utterances with frequent when they are carefully and Interaction is limited to
first language or regional sentence patterns. phrases. pausing and a distracting slowly articulated. simple routine exchanges.
variation, and usually use of fillers to search for
interfere with expressions and to
understanding. articulate less familiar

words.
PRE- Performs at a level below Performs at a level below Performs at a level below Performs at a level below Performs at a level below the | Performs at a level below
ELEMENTARY the Elementary level. the Elementary level. the Elementary level. the Elementary level. Elementary level. the Elementary level.
1

Note. — The Operational Level (Level 4) is the minimum required proficiency level for radiotelephony communication. Levels 1 through 3 describe Pre-elementary, Elementary, and Pre-operational levels
of language proficiency respectively, all of which describe a level of proficiency below the ICAO language proficiency requirement. Level 5 and 6 describe Extended and Expert levels, at level of proficiency more

advanced than the minimum required Standard. As a whole, the scale will serve as benchmarks for training and testing, in assisting candidates to attain the ICAO Operational Level (Level 4).

LE
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2.10 Raters and Factors affecting their rating

“Performance assessment necessarily involves subjective judgments” (McNamara,
1996: 117). These judgments involve acts of interpretation on the part of raters. In a
subjective assessment like in writing and speaking tests, raters are one of the ‘facets’ or main
sources of variability in the scores (McNamara, 1996). There are three main sources of
variability in the scores obtained when assessing a group of test takers. First, it is the relative
ability of the test takers that differs unless the test involves a simple task within the
competence of all test takers or a difficult one beyond every test taker’s competence. Second,
it is the choice of task which the test takers choose. Finally, they are the raters who may give
different scores for the same performance of the same test taker. This variability associated
with raters is extensive and must be dealt with to derive stable and fair assessment. It means
that the outcome of the test-takers’ scores partly depend on raters. Many research studies
concerning raters focus on the characteristics of raters in terms of their effects on the scores

awarded to test-takers. One of these characteristics is rater’s bias.

Test bias is defined as “any aspect of a test which yields differential predictions for
groups of persons distinguishable from each other by a factor which should be irrelevant to
the test (Mousavi, 1999: 397). Candidates’ age, their genders, their global/overall attitudes,
and their nervousness are all irrelevant to the test. Raters must not consider these factors in
their ratings otherwise, they will be biased. However, Wigglesworth (1993: 305) stated that
the language assessment, particularly speaking and writing, is subjective and “it is subjected
to the idiosyncratic differences which are found across raters”. This idiosyncrasy is arduous
to eliminate even after receiving rater training as McNamara (1996: 118) said, “rater

differences are reduced by training but do persist”.

McNamara (1996) explains that raters may differ from one another in many ways.
First, raters may differ in their overall harshness/leniency. Secondly, raters may display
particular patterns of harshness or leniency in relation to only one group of test takers. They
may have tendency to overrate or underrate a test taker or a group of test takers. This is

called ‘rater-test taker interaction’. A rater may also be consistently lenient on one test item
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while consistently severe on another. This is called ‘rater-item interaction’. Thirdly, raters
may differ from each other in the way they interpret the rating scale they are using. The
problem arises because rating scales usually involve discrete rating categories, for example
ICAO level 1 to level 6. When a test taker’s ability falls roughly at the intersection of two
levels, for example, above level 3 but still below level 4. The rater is forced into an
‘either/or’ judgment at this point. One rater may decide to give level 3 to the test taker while
another rater may decide to give level 4. Finally, raters may differ in terms of their
consistency. This leads to another major concern in tests of speaking proficiency such as the
ICAO English language proficiency test, which are subjectively scored. It is called ‘intra-
rater’ reliability which is “the degree to which an examiner or judge, making subjective
ratings of ability, gives the same evaluation of that ability when he or she makes an
evaluation on two or more different occasions” (Richards and Schmidt, 2002:273-4). This
can have serious consequences for the candidates concerned, especially those in high stakes
tests as pilots and air traffic controllers in English language proficiency testing. Another term
concerning the consistency between raters is ‘inter-rater’ reliability which is expressed as
“the level of consensus between two or more independent raters in their judgments of

candidates’ performance.” (Davies et al, 1999: 88).

In view of Emery (2006), raters are inevitably influenced by the many factors e.g. the
rater’s first language, and if the raters are non-native speakers, the level of English language
proficiency may have effects on them. Besides, if the raters have professional background in
language and linguistics, it may depend on their degree of familiarity with aviation
operations and aeronautical communication. On the other hand, if the raters have professional
background in aviation operations, it may depend on their degree of familiarity with language
and linguistics. Moreover, their degree of experience in language assessment and using
language descriptors, the degree of training in the application of the rating scale, the extent
and frequency of exposure to international accents and the extent and frequency of exposure

to a particular accent could all have impacts on raters.

Moreover, results from previous studies (ibid) show that rater behavior and response

vary with different groups in ways that can be partially attributed to variables such as
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professional, cultural and linguistic background, extent of training in the use of assessment

instruments, gender, amount of exposure to L2, and disparate and external pressures.

There are two experiential features that appear to be particularly salient i.e. effect of
language experience and effect of professional experience (Shaw and Weir, 2007). Rater’s
language background is influential in terms of rater behavior and values. In writing
assessment, raters who are acquainted with L1 rhetorical patterns show a tendency to be
more sympathetic to L2 compositions, manifesting identical patterns unlike raters who are
less familiar with these patterns (Hinkel 1994, Kobayashi and Rinnert 1996, Land and
Whiteley 1989 cited in Shaw and Weir, 2007).

Professional experience between subject specialists and language-trained EFL
teachers demonstrate a prominent effect in LSP testing. These two different kinds of raters
tend to employ rating instrument differently (Elder, 1992). Brown (1995) developed an
occupation-specific language performance test. She found that there were no overall
differences between raters with linguistic background and raters with occupational
experience in terms of grades awarded to candidates’ performance. However, there were
group differences in terms of the application of individual assessment criteria. This coincides
with Hamp-Lyons’ observation that EFL teachers attended to rhetorical criteria whereas the

specialists emphasized content (Hamp-Lyons, 1991:134).

Leung and Teasdale’s findings (1996) indicate that teachers-as-raters draw upon a
range of professional experience, personal interpretations and folk theories in arriving at
judgments in assessment. From teachers’ perspective, they employ a range of issues as being
importance in their assessment of their students such as the progress a student made, the age
of a particular student relative to the rest of the peer group, the emotional state of the student,
including home, cultural and linguistic factors that affect the student’s performance. Such
factors crucially affect provision as essential contextual information by which assessments
can be interpreted. Some teachers in Leung and Teasdale’s study even regarded the rating
scales as having ‘little usefulness and little meaning’ (Leung and Teasdale, 1996:66). They

preferred relying on their own resources that built up over time from their own experience for
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assessment. Shaw and Weir (2007:171) summarize “In terms of rater background, it appeared
to be the case that different experiential backgrounds can affect the way in which markers
assess, despite the fact that special training has been given to the rater for the specific

marking exercise”.

Besides, rater expectations also show an effect on overall rater judgment (Weigle,
2002). Another issue is the interaction between the rater and the task difficulty. Weigle et al
(2000) mention that raters may attempt to compensate for perceived task difficulty in

applying the rating.

The group effects on rater reliability must also be considered. It has long been known
in psychology that group dynamics can influence individual judgments (Shaw and Weir,
2007). Freedman (1981) argues that examiners could be trained to be more or less severe in
their judgments. It has been found that examiner behavior varies with different groups, such
as professional background, subject specialism and gender (Hamp-Lyons, 1990). This is due
to each group having a unique frame of reference. This concurs with Brown’s study (1995)
which suggests that norms of judgment can be formed at the question level within tightly knit

groups.

Rating conditions such as setting may additionally have effect on rater performance.
Shaw and Weir (2007) suggest that familiarity with one’s work conditions may result in a
more settled and therefore less erratic performance. The ‘On site’ marking where ratings take
place at the test venue and ‘At home’ marking where ratings are done at the raters’ residence
may affect the scores awarded by the same raters. Other variations in physical setting such as
the provision of air conditioning (or heating) where the climate requires it or the presence of
noise may also have an effect on the rating process. The temporal aspect as the time spent by
raters may have an impact on the reliability of scoring (Vaughan, 1991). Raters who reach a
decision quickly and stick to it tend to be more internally consistent raters than those who

take a long time and vacillate (Shaw and Weir, 2007).
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Another crucial factor which influences the manner in which the raters evaluate the
test-takers’ performance is the characteristics of the raters themselves (Shaw and Weir,
2007). Those characteristics are physical/physiological, psychological and experiential. The
physical/physiological are short term ailments such as toothache, cold; long term ailment
such as speaking, hearing, vision; age; and gender. In the case of gender, there is some
evidence that gender plays a role. Not only have male and female raters been found to rate
differently, but also test takers have been seen to respond differently to male/female
interlocutors in the case that the interlocutor and the rater was the same person (Sunderland,
1995; Porter, 1991).

Another physical condition that may affect raters, particularly operational raters, is
fatigue after flight duties. According to the Duty Regulations for Crew Members (Thali
Airways, 2009) that normally requires a minimum of 24 hour rest period for crew members
after their flight duties, any crew who gets rest period less than 24 hours is considered ‘not
having enough rest’ and it may make him fatigued. The same rule may apply to those
operational raters who return from their last flight less than 24 hours and have to perform the
duty as raters that it may affect their ratings due to their fatigue. This factor has not been
studied concerning its effect on rating since this might be the first time that pilots are used as

operational raters. Therefore, this issue needs further empirical investigation.

The psychological factors are rater personality, memory, cognitive style, affective
schemata, concentration, motivation, and emotional state (Shaw and Weir, 2007). Raters’
concentration and emotional state may be affected by the lack or inadequacy of sleep. The
consequences for lack of sleep are far more dramatic than being tired in the morning. It can
cause drowsiness or even headache. Sleep deprivation can result in impairment in cognitive
function, such as attention, concentration and memory. Lack of sleep can cause mood swings
including feeling low or being irritable (Ledoux, 2008). Not getting enough sleep can affect
the ability to stay awake during the day or make raters feel fatigued. Life style can also have
a huge impact on sleep and sleep quality. For example, irregular bedtimes and wake times
might give rise to sleep problems that contribute to sleep deprivation. Operational raters who

are pilots flying to different time zones could experience this irregular bedtimes and wake
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times which may affect their duties as raters. Hence, it is worth considering this when

assigning pilots to perform duties as operational raters.

Shaw & Weir (2007) mentioned that there has not been any empirical research study
concerning the effect of factors associated with the environment or physical setting of the
rating process on rater performance. This physical setting could be familiar or unfamiliar to
raters e.g. if they are assigned to do their ratings at their office, at home, or some other
preferred places. Shaw & Weir (ibid.) stated, “Familiarity with one’s work conditions may
result in a more settled and therefore less erratic performance.” The provision of air
conditioning or the presence of noise could also affect raters. This may have effect on the

scores they award to candidates.

The experiential aspects are rater’s education, rater’s rating preparedness, rater’s
rating experience, rater’s communication experience, and rater’s first language, rater’s
familiarity with the target language, rater’s target language competency, etc. Experience in
rating also plays an important role in rater judgment. Shaw and Weir (2007:173) state that, in
writing assessment, which is also a subjective assessment, stronger, experienced examiners
appeared to attend less to the analytical activities and spend more time gaining an overall
impression of the composition. The weaker, less experienced examiners attended more

frequently to analytical activities. They also tended to be more positive in their comments.

Besides, some previous studies show that rater behavior and rater response varies
with different groups in ways that can be partially attributed to variables such as professional,
cultural and linguistic background, extent of training in the use of assessment instruments,
gender, amount of exposure to the target language, and disparate and external pressure i.e.
circumstantial, emotional, and psychological (Vann et al, 1991; Hamp-Lyons, 1990).
Language background is particularly influential in terms of rater behavior and values. In
writing assessment, raters conversant with first language rhetoric patterns undoubtedly
demonstrate a tendency to be more sympathetic to L2 compositions, manifesting identical
patterns unlike raters who are less familiar with these patterns (Kobayashi & Rinnert, 1996;

Hinkel, 1994; Land & Whiteley, 1989). Effect of professional experience also plays an
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important role in assessment. Comparisons are often made between how language
proficiency exam raters and subject specialists rate. Subject specialists and language-trained
teachers demonstrate a tendency to employ rating instruments differently (Elder, 1992).
There are group differences between them in terms of the application of the individual
assessment criteria (Brown, 1995). Brown (1995) who investigated rater background factors
in assessment on the Japanese Language Test for Tour Guides, an advanced level occupation-
specific oral test designed to measure the Japanese language skills of Australian Japanese-
speaking tour guides and the intending tour guides, argues that ‘had the different groups been
allowed to develop their own tests they might have been very different’. It means that norms
of judgment can be formed at the item level within homogeneous groups. Brown’s results
show that the occupational background of raters (with and without industry experience) add
no bearing on the degree of consistency or the overall harshness of raters. However, teachers
were harsher on three of language-related criteria i.e. grammar and expression, vocabulary,
and fluency than industry raters, whereas industry raters were harsher on the criterion of
pronunciation. This, somewhat, coincides with the study of Hamp-Lyons (1991) in her study
of writing assessment which observed that EFL teachers ‘attended to rhetorical criteria

foremost’, whereas the specialists emphasized content (1991:134).

Elder’s research finding (1992:15) states that “it is quite conceivable that in assessing
use of subject specific language the ESL teachers are focusing on the lexis, grammar and the
internal cohesion of the presentation while the subject specialists are more concerned about
the way in which subject content is conceptualized.” This finding offers the same evidence as
Hadden (1990), Barnwell (1989), Ludwig (1982), and Galloway (1977) that language
experts, whether they are teachers or trained language testers, have different perspectives of

second language performance from other ‘linguistically naive’ native speakers.

However, Lumley (1995) found that ESL teachers and medical practitioners have
broad similarities in judgments. They were somewhat lower for nurses and EFL teachers in
medical interviews, where the major concern for the medical personnel was with their ability

to give accurate information (Meldman, 1991).
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Test task difficulty is another factor affecting the scores awarded to test-takers. In
Generalizability theory (G-theory), task is considered as a factor or ‘facet’ for specifying and
estimating the relative effects of different factors on test scores (the other facets are raters and
test-takers) (Upshur & Turner, 1999; Bachman et al., 1995; Bachman, 1990; Brennan, 1983;
Cronbach et al., 1972). Raters’ perspectives on test task difficulties may have effect on their
decision-making since ‘easy’ tasks may cause them to be harsher than usual. On the other

hand, ‘difficult’ tasks may make raters to be more lenient.

Rater leniency/severity (harshness) is a result of rater bias which is another factor
affecting the rating. They are the attitudes shown by a rater towards a test taker’s
performance (Davies et al, 1999). Some raters may be consistently generous (lenient), always
giving relatively high scores to test takers; others may be consistently harsh (severe), giving
relatively low scores; alternatively, raters may show bias towards or against particular groups
of test takers. Differences in severity between individual raters will increase error associated
with test scores and hence reduce their reliability (intra-rater reliability). Likewise, severity
differences may occur between raters which affect the inter-rater reliability. McNamara
(1996) states that raters may display particular patterns of harshness or leniency in relation to
only one group of test takers, not others, or in relation to particular tasks, not others. That
means there may be an interaction involving a rater and some aspects of the rating situation.
Leniency or severity may not always work in the same direction for all items, or all things
being rated. For example, raters in a speaking test may be asked to assess in three different
criteria i.e. intelligibility, fluency, and accuracy. This rater may differ in the way he/she rates
these criteria. He/she, who overall is fairly lenient, may be harsher when rating intelligibility.
This is a kind of rater-item interaction which a rater is consistently lenient on one item while
consistently severe on another. Another kind is rater-candidate interaction which a rater has a
tendency to overrate or underrate a test taker or a particular group of test takers. Rater
harshness is one of the factors concerning rater characteristics, which affect the scores
awarded to test-takers. In Generalizability theory (G-theory), rater harshness is considered as
a factor or ‘facet’ for specifying and estimating the relative effects of different factors on test
scores (the other facets are test tasks and test-takers) (Upshur & Turner, 1999; Bachman et
al., 1995; Bachman, 1990; Brennan, 1983; Cronbach et al., 1972). McNamara (1996)
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mentioned that raters may simply differ in their overall harshness/leniency, or they may be
consistently lenient on one item while consistently severe on another (rater-item interaction),
or they may have a tendency to over- or underrate a candidate or group of candidates (rater-
candidate interaction). Even rater training cannot eliminate the extent of rater variability in

terms of the overall severity (McNamara, ibid).

Another factor affecting raters in assessing speaking ability is the way they interpret
the rating scale they are using. The problem arises because rating scales usually involve
discrete rating categories (McNamara, 1996). When a test taker’s ability of a speaking
proficiency test falls roughly at the intersection of two of these rating categories, the rater is
forced into an ‘either/or’ judgment. One rater may consistently score such test taker with the

higher level or category while another rater may consistently score the other way around.

A rating scale descriptor is “a statement which describes the level of performance
required of candidates at each point on a proficiency scale” (Davies et al., 1999:43). In
theory, raters refer to a rating scale in order to select a score to represent the candidate’s
ability in the trait of interest (Upshur & Turner, 1999). In reality, each rater has a unique
background that may affect his/her judgment (Brown, 1995; Elder, 1993). Interpretation of a
rating scale is always an interest of many researchers. Lumley (1995) found differences in
the interpretation of the rating scale used by trained ESL raters and medical practitioners.
This finding confirmed Brown’s study about the perception of language-trained raters and
experienced guides in 1995 that the two groups interpreted different criteria in different
ways. Brown’s conclusion of her study is interesting. She remarked that “raters appear to
have inbuilt perceptions of what is acceptable to them and these perceptions are formed to
some extent by their previous experience” and “it appears that even the explicitness of the
descriptors and the standardization that takes place in a training session cannot remove these
differences” (Brown, 1995: 13). The possible implication of this remark is that if the
descriptors are inexplicit, raters’ perceptions are prone to base on their previous experience.
Imprecise rating scales often results in holistic marking by raters (Weigle, 2002 cited in
Knoch, 2009). That leads raters to use the overall or global impression of the candidates in

their ratings instead of using an analytic rating scale, as it should be (Knoch, 2009). This
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misuse has significant effect in this ICAO proficiency assessment since ICAO requires the

lowest score in any criteria to be the overall score (ICAO, 2004).

Being a native or non-native speaker of the target language is another issue that may
affect raters’ assessment. Barnwell (1989) suggests that native speakers are stricter raters.
Van Maele (1994; cited in Elder et al., 2001) found native raters attached far less importance
to grammar than non-natives. Native raters were found to be more tolerant than non-native of
grammatical inaccuracies and weak pronunciation when English was communicative. While
register and intonation were largely peripheral to the non-native raters, they were central to
native raters. In addition, non-native raters have been seen to adhere more closely to the
established rating criteria while natives are more likely to be influenced by an intuitive
feeling not captured by the descriptors (Brown, 1995).

It is likely that the interviewer’s behavior during the interview will have some effect
on the interview itself and consequently on the ratings themselves (Reed & Cohen, 2001). It
has been suggested that unequal interlocutor support may well lead to bias in ratings
(Lazaraton, 1996). Level and type of questions have, for instance, been found to influence
ratings of the very same test taker when interviewed by different interviewers (Reed &
Holleck, 1997). Likewise, over-accommodation to lowest-proficiency test takers in an
interview situation may diminish the power of the probe and may also subsequently bias the
ratings (Ross & Berwick, 1992). Many researchers have studied the roles of interlocutors in
speaking assessment (Brown, 2003; Malvern & Richards, 2002; Jennings et al., 1999;
McNamara & Lumley, 1997; Lazaraton, 1996; Ross & Berwick, 1992). Most of the foreign-
language speaking assessment uses the oral proficiency interview technique which was
developed by ACTFL (American Council on the Teaching of Foreign Languages) OPI
proficiency scales out of the FSI (Foreign Service Institute) levels of oral proficiency
(ACTFL,1999). This kind of interview technique was criticized concerning the ‘asymmetric
nature’ of interlocutor/candidate discourse (Taylor, 2000). It is the interlocutor who leads and
controls the interaction during the interview. This creates the imbalance in the power
relationship between interlocutor and test-taker. However, the effect of the interlocutor in this

kind of assessment is undeniable. Various studies show how the behavior of the interlocutor
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can affect candidate performance (Brown, 2005, 2003; O’Sullivan, 2000; Ross & Berwick,
1992). Brown (2004, 2003) and Brown & Hill (1998) found that raters’ perception of a
candidate’s oral proficiency, which affected the scores they awarded, was influenced by the

choice of the interviewer.

A study based on data from the IELTS Oral Interview showed that interviewer styles
and candidate styles can interact in ways that make it difficult for raters to distinguish the
candidate’s talk from the interviewer’s talk (Brown, 1998). For example, an interviewer
claiming personal knowledge of a topic, as opposed to mere interest, might take away a
candidate’s reason for explaining. In this situation a rater would not be able to assume that a

scant response by a candidate indicated lack of ability to elaborate.

The relationships between raters and test-takers can influence the way they award the
scores. Bernardin & Buckley found out the ‘negative appraisal situation’ for raters that they
may be reluctant to ‘play god’ hence leading to the tendency to be lenient as defensive
behavior i.e. avoiding the reactions from candidates who are someone with personal
relationship by not awarding harsh rating (Bernardin & Buckley, 1981: 209). Moreover,
Papageorgiou’s finding, which was conducted with a group of 12 expert judges, revealed that
their decision-making was affected by expectations due to ‘bias of insiders’ because the
judges knew the test-takers (Papageorgiou: 2010). It means that the judges did not refer to the
scales used in their assessment but considered examinees they knew or examined. This kind

of personal relationship between raters and test-takers affects raters’ decision-making.

Finally, there is the issue of the length of rater training and its nature. Davies et al
(1999:161) explain that rater training is the preparation of raters for their task of judging
performances. During this kind of training, it often takes the form of workshop in which
raters are acquainted with the test format, test tasks, and the rating criteria. Exemplar
performances at each defined level of performance are presented and discussed. In rater
training, raters are introduced to the assessment criteria and asked to rate a series of carefully
selected performances, usually illustrating a range of abilities and characteristics issues

arising in the assessment. Ratings are carried out independently. Raters are asked to evaluate
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a series of performances, to compare their ratings, and to discuss any differences between
them. Raters are shown the extent to which they are in line with other raters and thus
achieving a common interpretation of the rating criteria. Subsequently, raters may be asked
to rate a further set of performances. The rating session is usually followed by additional
follow-up ratings in order to determine if the rater can participate satisfactorily in the rating
process (McNamara, 1996:125-126). Only those raters reaching a predetermined level of

conformity with the generally agreed ratings are certified as raters.

The fairness of an assessment involves the use of raters who have been trained
carefully in the use of the rating procedure, and who have demonstrated a required level of
agreement with the raters in moderation sessions and the practice of rating each script more
than once, and the adoption of procedures for dealing with disagreement, such as averaging

ratings, getting a further rating, or bringing the raters together to reach agreement.

Studies of the effect of rater training show that training reduces extreme differences
in severity between raters and makes raters more internally self-consistent, but significant
differences in severity between raters remain (Davies et al., 1999). Rater characteristics such
as relative severity and self-consistency vary over time. Trained and untrained raters have
been shown to disagree on scale points (Barnwell, 1989). Halleck’s study (1996) of certified
OPI raters and trainees found that they agreed more on some levels (superior and
intermediate mid) than on others (advanced high, advanced, and intermediate high). Thus,
rater training is one of the factors affecting raters in assessment. As cited by McNamara
(1996:126), Mcintyre (1993), Weigle (1994) and Shohamy et al (1992) conduct the research
about the effectiveness of rater training and demonstrate that rater training is successful in
making raters more self-consistent. Weigle (1994) also states that reliable measures are
unlikely to be achieved from untrained raters. Rater training can reduce, but by no means,
eliminate the extent of rater variability in terms of overall severity. Lunz & Stahl (1990 cited
in McNamara, 1996:126) argue that raters employ unique perceptions which are not easily
altered by training. However, it is usually required to have two or more raters who are trained
to agree on independent ratings of the same performance. However, Weigle (1998) stated

that a focus on rater consensus may compel raters to ignore their own expertise and
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experience in assessing. Therefore, it is important that rater training must not force raters to
overlook their own expertise and experience in their decision-making. As McNamara
contends that the traditional objective of rater training which was to eradicate any differences
between raters may be ‘unachievable and possibly undesirable’ (McNamara, 1996:232), on
the other hand, he argues that the more desirable aim of rater training is to get raters to

become more focused and to encourage raters to be self-consistent.

In summary, rater training can bring raters’ differences in severity to a tolerably
acceptable level but it cannot totally eradicate differences in severity. It can make raters more
consistent in their individual approach to scoring. It may be said that leniency and severity
are fixed traits of raters. Raters display certain characteristics in their participation in the
rating process. These characteristics are a source of potentially considerable variability in
rating performances. Rater training is essential for creating the conditions for an orderly
measurement process based on ratings by making raters more self-consistent. The most

appropriate aim of rater training is to make raters internally consistent.

2.11 Content analysis

The term ‘content analysis’ is defined by Mousavi (1999: 61) as “a general term
covering a variety of methods for analyzing a discourse, message or document for varying
themes, ideas, emotions, opinions, etc. Most such analyses consist of sophisticated counting
schemes in which the frequency of particular words, phrases, affective expressions and the
like are determined.” Richards & Schmidt’s definition is quite similar to Mousavi’s as “a
method used for analyzing and tabulating the frequency of occurrence of topics, ideas,
opinions and other aspects of the content of written and spoken communication” (Richards &

Schmidt, 2002: 114).

However, George (1959) introduced a different distinction of content analysis, which
focuses on the aspects of the communication content from which the analyst draws
inferences regarding non-content variables. George (1959) classified content analysis as two

approaches, quantitative and non-quantitative content analysis. Quantitative content analysis
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is concerned with the frequency of occurrence of given content characteristics while non-
quantitative content analysis makes inferences from content to non-content variables. This
approach needs not be based on the frequency values of content features. It uses ‘non-
frequency’ content indicators such as presence or absence of a given content characteristic
for the purpose of inference. This non-quantitative or non-frequency approach utilizes the
mere occurrence or non-occurrence of attributes for purposes of inference (George, 1959:
145). George emphasized that the non-frequency approach was a “more conventional way of
interpreting communication and drawing inferences” from the content. This non-frequency
approach is particularly difficult to objectify since it requires considering the situational,

behavioral, and linguistic contexts into account.

Hsieh & Shannon (2005: 1278) have also defined ‘non-quantitative’ content analysis
or ‘qualitative’ content analysis as “a research method for the subjective interpretation of the
content of text data through the systematic classification process of coding and identifying
themes or patterns”. It can be seen from these definitions that qualitative content analysis
goes beyond simply counting words or extracting objective content from texts to examine
meanings. It is designed to explore the meanings underlying physical messages. As
Graneheim & Lundman (2004: 106) say “reality can be interpreted in various ways” and “the
understanding is dependent on subjective interpretation”, qualitative content analysis plays
an important role in this kind of interpretation. Zhang & Wildemuth (2009) emphasize that
qualitative content analysis pays attention to unique themes that illustrate the range of the
meanings of the phenomenon rather than the statistical significance of the occurrence of

particular texts or concepts.

A basic issue when performing qualitative content analysis is to decide whether the
analysis should focus on manifest or latent content (Graneheim & Lundman, 2004). The
manifest content is the visible and obvious components of the text while the latent content
involves an interpretation of the underlying meaning of the text (Downe-Wamboldt, 1992;
Kondracki et al., 2002). Both manifest and latent contents deal with interpretations but the
interpretations vary in depth and level of abstraction.
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The steps in qualitative content analysis are to select a ‘unit of analysis’ and a
‘meaning unit’. The most suitable unit of analysis, which was suggested by Graneheim &
Lundman (2004), is whole interviews while a meaning unit can be words, sentences or
paragraphs containing aspects related to each other through their content and context. The
label of a meaning unit is referred to as a ‘code’. A code can be assigned to discrete objects,
events and other phenomena. Rubin & Rubin (1995: 238) define coding as “the process of
grouping interviewees’ responseS into categories that bring together the similar ideas,
concepts, or themes”. Coding can be in the forms of names, evidence, time sequences,
hesitations, signs of emotion, indications of fear or amusement, etc. It can be analyzed as
length of pauses, the order of wording, and the exact words that were used. According to

Rubin & Rubin (ibid), anything can be coded to help analyze the data.

Watzlawick et al. (1967: 66) stated, “Human beings communicate both digitally and
analogically” which are explained by Graneheim & Lundman (2004:111) as, “Verbal
communication is mainly digital and easily transcribed into a text while non-verbal
communication is mainly analogical and often put at a disadvantage in the transcription
process”. Therefore, it is valuable to notice silence, sighs, laughter, postures, gestures, etc. as
they may influence the underlying meanings (Graneheim & Lundman, ibid). This kind of
non-quantitative or qualitative content analysis was used as a method to answer the fourth

research question of this study.

The literature review in this chapter provides the contents and constructs of the
questionnaire and the semi-structured interview. In addition, the responses obtained from the
questionnaire and the interview transcripts of this study were analyzed based on the
technique of content analysis presented in the previous section. The factors affecting the

raters’ decision-making to be determined are listed below:

- Raters’ educational and rating backgrounds,
- Raters’ mental conditions,
- Raters’ physical conditions,

- Physical settings,
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- Raters’ rating strategies,

- Test tasks and speech samples,

- Interviewer/interlocutor effects,

- Candidates/test-takers,

- Rating scales and descriptors,

- Cut-off score,

- Personal relationship between raters and candidates,
- Scoring techniques, and

- Raters’ harshness/leniency.

This chapter reviews the English for Occupational Purposes in general, aviation
English in particular, oral proficiency testing, and various factors affecting raters’ decision-
making. The above thirteen factors will be investigated and discussed in the subsequent

chapters.



CHAPTER 11

RESEARCH METHODOLOGY

This chapter presents the research methods and procedures used in this study. Five
major areas covered in this chapter are research procedures, subjects, research

instrumentation, data collection and data analysis.

3.1 Research procedures

The mixed method approach involving combinations of quantitative and qualitative
research methods (Dornyei, 2007) was applied in this study. The quantitative approach was
employed to investigate the relationships among the different backgrounds of raters, the
relationships between trained and untrained raters, and the interactive relationships between
rater backgrounds and their training on rating Thai pilots’ speaking ability. While the
qualitative approach was employed to examine the factors affecting the decision-making of
the raters with different backgrounds and training in rating Thai pilots’ English speaking

proficiency.

3.2 Participants

The participants in this study were classified into two groups: the test taker group and

the rater group.

3.2.1 The test taker group

This study applied the purposive sampling technique to select the speech sample data.
In the study, there were 10 pilots working for Thai Airways International PLC who took the
RELTA. Since the participation of RELTA testing with Thai Airways International PLC was
on a voluntary basis, there were only 11 pilots who volunteered to take part. One of them

withdrew before the testing actually started. This is the reason why there were only 10
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participants. These participants were divided into three groups, namely Level 3, Level 4, and
Level 5 groups. These pilots were experienced line pilots, which mean that they had been
working as airline pilots for at least one year, not pilots who just graduated from their flying

school and did not have airline experience or “ab initio pilots”.

3.2.1.1 Source of data for the pilot study: One speech sample was randomly
selected from Level 4 group by simply drawing lots from the pool of Level 4 speech sample.
Then this speech sample was given to the group of four raters for the pilot study. These four

raters were not included in the main study.

3.2.1.2 Source of data for the main study: The researcher randomly selected the
other three speech samples — each from Level 3, Level 4, and Level 5 — by simply drawing
lots from the pool of Level 4 and Level 5 speech samples. Since there was only one Level 3
speech sample, it was selected as the only availability in this study. These three speech
samples were distributed to the raters considering the appropriateness of the time in rating
that the participants were convenient. These three different performances were selected as the
speech samples so that the mixed levels of proficiency would be presented in the assessment.

These speech samples were distributed to 20 raters for the main study.

3.2.2 The rater group

This group included linguistic raters and operational raters. The purposive sampling
technique was applied to this group based on their willingness to participate and their

availability at the time of the study.

3.2.2.1 Participants for the pilot study: The participants in this group comprised
four raters, one linguistic rater with rater training experience, one linguistic rater without
rater training experience, one operational rater with rater training experience, and one

operational rater without rater training experience.
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3.2.2.2 Participants for the main study: The participants consisted of 10 linguistic
raters, five of them with rater training experience and the other five without, and 10
operational raters, five of them with rater training experience and the other five without.
These raters did not participate in the pilot study.

The raters, both in the pilot and in the main study, were not informed of the levels of
the speech samples they were given. They received only the instructions and the printed
details about ICAO rating scales and descriptors. They did not obtain any kind of briefing or
in-depth information concerning the ICAO requirements from the researcher. Then, they
listened to the given speech samples, and rated them by using the given ICAO rating scales.
Right after finishing their ratings, they answered questionnaires concerning their personal
data such as their age, gender, educational background, rater training background, etc. After
completing the questionnaires, they were interviewed by the researcher. Even though their
age and gender were not the focus of this study, they were included in the questionnaire for

the interest of any further study.

3.3 Data source

The following source of data was used in this study.

RELTA (RMIT English Language Test for Aviation)

RELTA stands for ‘The RMIT English Language Test for Aviation’. RELTA is a
standardized test developed by RMIT English Worldwide, a global English language learning
institution based in Melbourne, Australia, which is a part of RMIT Training Pty Ltd, a wholly
owned commercial subsidiary of RMIT University, which is one of Australia’s largest
universities. RMIT is a world leader in aviation research and training, with dedicated schools
in Aerospace Engineering, Flight Training and English language training and assessment.
RELTA has been designed to allow the language proficiency of pilots and air traffic
controllers to be assessed according to the ICAO Language Proficiency Requirements.
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There are two streams of RELTA; one for pilots and the other for air traffic
controllers whose first language is not English. The test has been designed to assess pilots or
air traffic controllers against the six levels of ICAO Language Proficiency Scale. Both forms
of RELTA have been specifically designed for existing pilots and air traffic controllers
whose first language is not English, and whose language proficiency needs to be assessed for
licensing purposes in line with the ICAO Language Proficiency Requirements taking effect
in 2008. RELTA, which was used as the data source in this study, is an early version of the
one for pilots that was conducted with a group of THAI pilots.

RELTA Pilot test, which is confidential, hence, not provided in this study, comprises
two parts, a listening part and a speaking part, each part has three sections. Only the speaking
part was employed in this study.

The speaking part starts with the “warm up” section, which takes approximately one
minute. Its format is non-face to face. There are two questions related to candidates’
background and four questions related to test contexts (visual information provided). The
mode of delivery is computer-mediated with an interlocutor asking questions. This “warm

up” section is not assessed, hence there is no mark given.

The speaking part section 1 follows the “warm up” section. It takes approximately
five minutes. The candidates are required to produce language of which ICAO standard
phraseology alone can convey the message. Its format is a direct/live non-face to face role-
play in a continuous dialogue. Each candidate assumes the role of a pilot and interacts with a
live interlocutor who assumes the role of an air traffic controller in the linear and continuous
dialogue. The mode of delivery is computer-mediated with the interlocutor controlling the
audible/visual. The interlocutor follows a prescribed role-play script contained in the
Examiner Booklet. The language elicited for assessment is ICAO standard phraseology in
simple familiar, routine and predictable situations in radiotelephony communication contexts.

This section score is weighted 20%.
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The speaking section 2 takes about six to eight minutes. The candidates are required
to produce language of which both phraseology and plain English are required to convey
messages (only responses where prompts have been designed to elicit plain English are
assessed). Its format is also direct/live non-face-to-face role-play for continuous exchanges
mirroring real-time communication. Each candidate assumes the role of a pilot and interacts
with the interlocutor who assumes the role of an air traffic controller in the linear and
continuous dialogue. The mode of delivery is computer-mediated with an interlocutor
controlling audible/visual. The interlocutor follows a prescribed role-play script contained in
the Examiner Booklet. Language elicited for assessment is Plain English in both complex
non-routine and unpredictable radiotelephony communication contexts. This section score is
weighted 35%.

The speaking section 3 requires around 10 to 12 minutes. The candidates are required
to communicate in general English and relate to the concepts in Section 2 before expressing
preferences and discussing abstract topics of which they offer opinions and speculate about
the future. Its format is face-to-face interview. The mode of delivery is that the interlocutor
asks prescribed questions, which are contained in the Examiner booklet. The language
elicited for assessment in this section is general English in aviation specific contexts, of

which the themes from section 2 are provided for discussion. This section is weighted 45%.

The last section is the closing/wrap-up. It briefly carries on for around 30 seconds.
The format is still face-to-face but there is no language elicited for assessment. In the same

way as the “warm up” section, there is no score given for this concluding section.

Scoring

Regarding the scoring of RELTA, it requires the application of the ICAO six-band
language proficiency rating scale (see Table 2.1, page 37). In the process of test
administration, live examiners and human raters are employed to ensure all aspects of the
ICAO requirements are applied in the delivery and rating of RELTA. All rating and reporting
processes are externally controlled to ensure security, fairness and accountability (this

includes double and triple rating of speaking performances to guarantee fairness and
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accuracy of results). Comprehensive examiners and rating programs are provided to ensure
test delivery and rating is accurate for all candidates. At least two trained and qualified
RELTA raters are used to determine a candidate’s scores and ICAO level to maximize
fairness and accuracy of results. RELTA claims to be practical and easy to administer, with
simple and efficient pre-test, in-test and post-test administration procedures in place to

facilitate security, test delivery and reporting efficiency.

RELTA reliability & validity

RMIT English Worldwide also conducted RELTA validation to confirm its reliability
and validity. All forms and versions of RELTA have been extensively trialed and validated
with actual target-user candidate populations. Trials have been conducted with over 150 non-
native speaker aviation personnel. Therefore, they have been found to be valid and reliable
through extensive research and statistical analysis. Test trials conducted to date on all
versions of RELTA for Pilots indicate that both the listening and speaking components of
RELTA produce consistent scores. The listening test has reliability coefficients ranging from
.76 to .90. Reliability is established by determining Cronbach’s alpha. Inter-version
consistency is verified through concurrent validation to establish score-equivalence between
versions. This is determined by computing correlation coefficients (Pearson’s Product
Moment Coefficient). All forms of the speaking component of RELTA for Air Traffic
Controllers were found to be reliable providing effective rater training and application of
rating processes occurs. The listening component was also found to be reliable, with a
reliability coefficient of .70 or above. As the reliability of the Speaking test scores is
contingent on high intra- and inter-rater reliability, RMIT English Worldwide (REW)
provides quality checks to monitor rater reliability and provide ongoing recurrent rater

training.

Concerning its construct validity, while RELTA is an ESP test in radiotelephony
communication and requires extensive background knowledge, data analysis indicates a good
positive correlation between the Listening and Speaking test and TOEIC Test (extremely
high correlations are not necessarily expected, since the TOEIC and RELTA tests are

designed to measure different language skills and different language domains).
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Extensive research and presentation of data in the form of a Master’s degree thesis in
Language Testing: “The Development of an ESP Proficiency Test for Civil Airline Pilots:
Investigating Construct Validity” supports the overall RELTA test construct (Kay, 2005).
The research indicates that RELTA is a valid test for aviation personnel, and is extremely
effective in assessing proficiency in both phraseology and plain English in a range of work-
related communicative contexts. This research also confirms that RELTA is an effective
proficiency test in assessing candidates at all six ICAO proficiency levels, and for all six
ICAO criteria. Furthermore, it is established that RELTA is an effective proficiency test in
the language domains relevant for pilots/controllers, supported by the fact that general
English proficiency tests are not able to detect proficiency levels according to the ICAO
standards when administered to the same test trial populations. Findings also indicate that the
assessment of proficiency in both phraseology and plain English is valid and appropriate.
Pilots and controllers may be experienced and therefore competent in using phraseology, but
lack proficiency in plain English. Similarly, there is a trend with less experienced personnel
to occasionally be more proficient in face-to-face communication contexts, but lack

communicative competence in radiotelephony communications.

In terms of content validity, RELTA has very high content validity, with Section 1 of
the listening and speaking components behaving effectively for the assessment of
communicative ability in routine phraseology; Section 2 effectively assessing plain English
in non-routine radiotelephony and Section 3 assessing plain English in conversational
contexts. In addition, extensive data analysis and application of different weighted scores for
each of the three Speaking sections indicated that the 20/35/45% section weighting is
effective in separating and evaluating candidates effectively over all six ICAO proficiency

levels.

About the face validity and authenticity, feedback in the form of test trial evaluation
surveys and focus groups among test-taker target groups indicates that RELTA has very high
face validity. Following test trials, participants comment on the content of the test as being

appropriate and related to their jobs. In addition, the images associated with the tasks (both
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prompts and context-setting photographs) are perceived as providing a high level of
authenticity, allowing candidates to interact and engage with the test effectively. For
example, the most recent test trial in Korea reported 92%, 87% and 76%, respectively, of the
trial participants found Section 1, 2 and 3 of the RELTA speaking to be relevant. In addition,

80% stated that the test trial was an appropriate assessment tool for their profession.

Focusing on the test tasks, each RELTA test section purpose is related to the six
criteria of the ICAO Language Proficiency Requirements that reflects both the plain English
language and operational knowledge of the pilots. Firstly, the use of phraseology in
radiotelephony (voice-only) in RELTA speaking section 1 reflects the pilot’s pronunciation
in routine radiotelephony contexts, his/her use of range of vocabulary in phraseology, the
ability to construct transmissions using phraseology, the fluency of phraseology in
transmissions, the immediacy and appropriateness of responses and ability to check, confirm
and clarify information and deal with misunderstandings using phraseology, and the
comprehension of pilot/controller exchanges associated with phraseology in routine contexts.
The knowledge of aircraft operating procedures and associated phraseology in routine

situations is required, though it is not assessed.

Secondly, the use of plain English in radiotelephony (voice-only) in RELTA section 2
casts back the pilot’s pronunciation of plain English in non-routine radiotelephony contexts,
his/her use of range of aviation specific vocabulary, the use of grammatical range and
accuracy of plain English in non-routine radiotelephony situations, the fluency of plain
English in non-routine radiotelephony contexts, the immediacy and appropriateness of
responses and ability to check, confirm and clarify information and deal with
misunderstandings during non-routine radiotelephony events, and the comprehension of
pilot/controller exchanges associated with non-routine events involving plain English. The
knowledge of aircraft operating procedures and associated phraseology in non-routine

situations is required as well, still it is not assessed.

Lastly, the use of plain English in conversation (face-to-face) in RELTA speaking

section 3 throws back the pilot’s pronunciation of plain English in face-to-face aviation
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related contexts, his/her ability to produce language fluently and knowledge of discourse
markers, the use of grammatical range and accuracy in work-related conversational contexts,
the fluency of plain English in work-related conversational contexts, the immediacy and
appropriateness of responses and ability to check, confirm and clarify information and deal
with misunderstandings in conversational contexts, and the comprehension of plain English
in a work-related conversational context. The knowledge of flight processes and issues in

aviation is also required but not assessed.

3.4 Research instrumentation

The following instruments were used in this study.

3.4.1 Questionnaires for Raters

A questionnaire for raters (see Appendix C) was developed primarily from an
extensive research of relevant literature and was designed to elicit the raters’ personal
information and opinions, then used with the participants. The questionnaire was divided into

three main parts.

Part 1: There were nine items in this part. The participants were asked to choose and
answer about their personal information such as their genders, age and educational
background. Their experiences in rating were also included in this part. Even though their
age and gender were not the focus of this study, they were included in the questionnaire for
the interest of any further study.

Part 2: There were 52 items in this part. Part 2 had two sections. A Likert-type of
questionnaire was developed to assess the raters’ familiarity with various English accents,
their familiarity with linguistics and aviation operations, their familiarity with the ICAO
rating scale and descriptors, and their rating strategies. Participants were asked to respond on
the five-point Likert scale ranging from ‘never’ to ‘always’ in this section. The next section

in this part asked the participants concerning the factors that might affect their ratings in the
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form of yes/no questions. The similar questions were repeated again to acquire the in-depth

information during the interview.

Part 3: There was one open-ended question asking for anything the participants

wanted to comment concerning the assessment.

The questionnaire validation process
Regarding the validation of the questionnaire, which was carried out in the pilot
study, two main stages were performed:

1. Priori validation:

With regard to the preliminary study conducted, a Likert-type and yes/no questions
were developed, and the first draft was used in the pilot study to elicit the raters’ personal
information and opinions. The whole questionnaire consisted of 62 items. For item number 1
to 9, the participants were asked to select the choices that fit them most and answer the
questions concerning their educational levels, their first language, and the rater training
program(s) they attended. Then, they were requested to respond to the five-point Likert scale
ranging from never to always for item number 10 to 26. After that, they were asked to answer
the yes/no questions for item number 27 to 61. The last item inquired any comment the
participants wanted to make. All items in the questionnaire were written in English since all
participants were expected not to have any problem understanding them. The questionnaire

in the pilot version consists of three parts:

Part 1: Personal information 9 questions

(Choosing the answers and filling in the blank)

Part2 17 questions (5 choices)
— Section 1: Familiarity with various English accents,

familiarity with linguistics and aviation operations,

familiarity with the ICAO rating scale and descriptors,

and rating strategies

— Section 2: Factors that might affect their ratings 35 questions (yes/no)
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Part 3: Comments 1 question (open-ended)

Total 62 questions

The item-Objective Congruence (IOC) index was used to improve the content and
construct validity. Three independent experts in the field of language and aviation, who
matched each item with the specific domain to be observed, considered the IOC index. The
criteria for selecting the experts were that all experts were related to the field of language
and/or aviation as previously mentioned. They were two university level lecturers and an

airline pilot working for an international airline.

2. Posteriori validation:

According to the judgment and comments of the three experts on the contents and
constructs of the questionnaire, the results of the Item-Objective Congruence (IOC) index

were presented as follows:

Regarding the content validity of the questionnaire, the experts highly agreed that the
content of the questionnaire reflected the objectives of the questionnaire. However, one of
the experts suggested that she wondered if it was necessary to define the terms ‘rarely’,
‘sometimes’, ‘frequently’ and ‘always’ because different people might interpret/perceive
these terms differently. Furthermore, the same expert doubted whether the participants would
answer the question of ‘rater harshness’ truthfully. However, all three experts believed that
the questionnaire was appropriate to investigate the personal information and opinions of the
participants. They also strongly agreed that specific language used in the questionnaire could
be found in real conversation when speakers encountered language difficulty. The format of
the questionnaire was accepted by the experts that it was appropriate, straightforward, not too
laborious, and not over-complex. Finally, there were some experts’ comments e.g., the
researcher should clarify the criteria of the scale ‘never’ to ‘always’ in terms of percentage.
For example, ‘always’ could be defined as the context exactly true for me (100%). The
questionnaire seemed to explore what it claimed to explore, and thus it might be concluded

that the content validity of the questionnaire was satisfactory.
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With regard to the construct validation, the result of the 10C analysis indicated that
the average 1OC index of the questionnaire was 0.94. Additionally, 94.19% of the
questionnaire items had an 10C index equal to or more than 0.67, which means that this
94.19% of the questionnaire items were accepted and were retained. That was because they
were congruent with the objectives and could acquire what the questionnaire was intended to
acquire. On the other hand, the rest of questionnaire items with the 10C index of less than 0.7
should be revised or rejected as they had unsatisfactory ability to assess what the
questionnaire intended to measure. To sum up, the constructs of the questionnaire seemed, in
general, to be accepted by the experts. Most of the items were retained and used in the main

study and a few items were revised.

It could be concluded that both construct and content validity of the questionnaire

were satisfactory, meaning that it could assess what it was intended to measure.

After the pilot study of the questionnaire had been done, the revised version of the

questionnaire was developed.

3.4.2 Rater score sheet and remarks

A rater score sheet and remarks was provided to each rater in order to specify the
scores given to each test taker in each criterion and the overall score, and to state the reasons
why the rater awarded such scores to the test takers or other comments the rater would like to

make.

3.4.3 Interviews

A series of semi-structured interviews was constructed from relevant literature similar
to the questionnaire. Thereafter, face-to-face interviews were conducted to elicit their
opinions concerning the in-depth information of the raters’ strategies towards their ratings of
the test takers’ proficiency and other factors affecting their decision-making. Semi-structured
interviews were added as they allowed a greater depth of meaning to emerge than by using
questionnaires alone (Polit & Hungler, 1999). Because the interviews were semi-structured,
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the exact interview questions varied from one rater to another. However, the interviews were

controlled since all raters were interviewed by the researcher.

The interview validation process

The validation of the interview questions was also performed in the pilot study. The
two main stages as similarly conducted with the questionnaire validation process were

conducted:

1. Priori validation:

Most of the interview questions were similar to the questionnaire items and they were
repeated during the interviews. The first draft was used in the pilot study to obtain the in-
depth information concerning the factors affecting the raters’ decision-making. The interview
consisted of 58 questions. These questions were classified into 13 groups according to the 13
factors affecting raters’ decision-making as described in Chapter 2. For question number 1
and 2, the raters were asked to describe their educational background at the university degree
level and the relationship between their educational background and rating. The raters were
asked about their mental conditions in question number 3 to 6. After that, they were called on
to describe their physical conditions for question number 7 to 9. For question number 10 to
13, the raters were asked about the physical setting where they rated. Question number 14 to
27 touched on the raters’ rating strategies. The raters’ opinion concerning the test task and
the speech samples were asked by the question number 28 to 32. Question number 33 to 35
inquired how the raters thought of the interview/interlocutor performance. How the raters felt
about the candidates being elicited in question number 36 to 41. Question number 42 to 49
were asked to obtain the raters’ perspectives toward the ICAO rating scale and descriptors.
The raters’ standpoint toward the cut-off score and its consequences including the
candidates’ pass/fail results were explored in question number 50 and 51 while question
number 52 looked into the personal relationship between the raters and the candidates.
Question number 53 and 54 scrutinized the ICAO scoring requirement and its effect toward
the raters’ score awarding. Question number 55 requested the raters to self-consider their

harshness/leniency. The last three questions (number 56 to 58) sought other raters’ opinions
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i.e. the raters’ utmost concern in awarding the scores, their ideal characteristics of a rater and

any comments they might have about this research. All questions were prepared in English.

In conclusion, the interview question in the pilot version consisted of 58 questions as

follows:

Question 1 and 2: Educational background 2 questions
Question 3 to 6: Mental conditions 4 guestions
Question 7 to 9: Physical conditions 3 questions
Question 10 to 13: Physical settings 4 questions
Question 14 to 27: Rating strategies 14 questions
Question 28 to 32: Test tasks & speech samples 5 questions
Question 33 to 35: Interview/interlocutor 3 questions
Question 36 to 41: Candidates 6 questions
Question 42 to 49: Rating scale & descriptors 8 questions
Question 50 and 51: Cut-off score 2 questions
Question 52: Personal relationship 1 question
Question 53 and 54: Scoring 2 questions
Question 55: Rater harshness/leniency 1 question
Question 56 to 58: Others 3 guestions
Total 58 questions

The item-Objective Congruence (IOC) index was used to improve the content and
construct validity. The same three independent experts employed in the questionnaire
validation considered the 10C index of the interview questions.
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2. Posteriori validation:

Based on the judgment and comments of the three experts on the content and
construction of the interview questions, the results of the Item-Objective Congruence (I0C)
index were presented as follows:

Concerning the content validity of the interview questions, the experts highly agreed
that the content of the interview questions reflected the objectives of the interview questions.
However, one expert did not agree with the question concerning the physical condition
regarding the hours of sleeping. He commented, “Each person’s sleeping habit is different
and the number of hours may not indicate physical fatigue”. Furthermore, another expert
doubted whether the participants would answer the question of ‘rater harshness’ truthfully.
However, all three experts believed that the interview questions were appropriate to
investigate the factors affecting the raters’ decision-making. They also strongly agreed that
specific language used in the interview questions could be found in real conversation when
speakers encountered language difficulty. The format of the interview questions was
accepted by the experts that it was appropriate, straightforward, not too laborious, and not
complicated. The interview questions seemed to elicit what it was purported to elicit, and
thus it might be concluded that the content validity of the interview questions was

satisfactory.

With regard to the construct validation, the result of the 10C analysis indicated that
the average 10C index of the interview questions was 0.96. Additionally, 96.55% of the
interview questions had an IOC index equal to or more than 0.67, which means that this
96.55% of the interview questions were accepted and were retained. That was because they
were congruent with the objectives and could assess what the interview questions were
intended to obtain. On the other hand, the rest of interview questions with the 10C index of
less than 0.67 were revised or rejected as they had unsatisfactory ability to elicit what the
interview questions purported to elicit. To sum up, the constructs of the interview questions
seemed, in general, to be accepted by the experts. Most of the interview questions were

retained and used in the main study and a few interview questions were revised.
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It could be concluded that both construct and content validity of the interview

questions were satisfactory, meaning that it could elicit what it was aimed to assess.

After the pilot study of the interview questions had been done, the revised version of

the interview questions was developed.

3.5 Data collection

The 10 test takers already took RELTA. Their speech samples were recorded and
were given to the raters who listened to three speech samples and rated them according to the
ICAO rating scale and descriptors given to them. The raters were also asked to state their
given scores and the reasons and /or comments why they awarded such scores to the test
takers in the provided sheets. Each rater was asked to complete his/her rating in a provided

area.

Then the raters were asked to finish the rater questionnaires. After the rating was
completed, each rater was invited to participate in a semi-structured interview. The
interviews were conducted in a quiet room and lasted for 45-60 minutes. The interviews were
administered in the language requested by each individual rater i.e. in Thai or English
subjected to each rater’s preference.

3.6 Data analysis

Four types of data analysis were undertaken. The test results, the rater questionnaires

and the interviews were analyzed as follows:

3.6.1 Hypothesis testing

To answer the three hypotheses, the 2x2 ANOVA was employed.

3.6.2 The rater questionnaires
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The content validity of the questionnaire was validated by three content

experts. The construct validity was checked using the IOC index as aforementioned in 3.4.1.

The data from the rater questionnaires were presented in the form of tables as
shown in Chapter 4 (see Table 4.15, 4.16, 4.17, 4.18).

3.6.3 The rater score sheets and remarks

The data from the rater score sheets and remarks were presented in the form of
descriptive data as shown in Appendix F, G and H.

3.6.4 Theinterviews

The content validity of the interview was also validated by three content
experts. The construct validity was checked using the I0C index as mentioned in 3.4.3
above.

The interview data were transcribed and translated into English - if the raters
answered in Thai, then qualitative content analysis was conducted. The content from the
interview was grouped into types reported in the literature and was analyzed by the

qualitative content analysis technique.

The process of the qualitative content analysis of the interview data are as
follows:
1. Prepare the data.

The recorded voice of the raters was transformed into the written text by
transcribing it in order to reveal the information related to their behaviors and their thoughts.
Only the main questions from the interview corresponding with the questionnaire were
transcribed. The verbalizations were transcribed literally and the observation during the

interview e.g. pauses, sighs, etc. were also noted.
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2. Define the unit of analysis, theme & sub-theme.
The unit of analysis was the interview transcripts. The themes consisted of
the 13 factors presented at the end of Chapter Two. If any theme comprised more than one
topic, it was divided into sub-themes e.g. the theme of Educational & Rating background was

divided into two sub-themes of Educational and Rating background.

3. Develop categories and a coding scheme.

The categories were divided into non-verbal and verbal expressions. The
non-verbal expressions were signs of emotions such as hesitations, discomfort,
uneasiness that were exhibited in the forms of pauses, sighs, silence. The verbal
expressions were the manifest contents, which were visible and obvious components such
as words expressed by the raters. These signs of emotions and verbal expressions were

considered as meaning units referred to as content units or coding units.

4. Code the text (the transcripts).
The transcripts were coded using different codes for different content units.

5. Draw conclusions from the coded data.
After finishing coding, conclusions were made. The content units were

classified into themes and sub-themes as illustrated in Table 3.1.

Table 3.1: Themes & sub-themes of content units

Themes Sub-themes

Educational & Rating background e Educational background

e Rating background

Mental conditions e Being busy lately
e Returning from his last flight more than
24 hours
e Feeling bored/exhausted/tired during

rating
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Physical conditions

Physical settings

Rating strategies

Any incident on the way to rating

Short ailments

Having a good sleep/rest the night before
rating
Having enough rest/sleep the night before

rating

The room temperature was too warm or
too cold or neither

The room was too dark or too lighted or
neither

The room was too noisy

A preferred place to do the rating i.e. in an

office, in a sound lab, or some places else

Listening without stopping strategy
Listening/stopping/note-taking strategy
Times of listening before rating

Note taking

Tape stopping (other than to take notes)
Stopping the tapes to listen for certain
parts

Concentration on language or content or
both

Focus on accuracy or fluency or both
Rating each criterion before or after the
overall performance

Concentration on errors

Types of errors that raters listened for
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Test tasks & Speech samples

Interviewer/Interlocutor effects

Candidates/Test-takers

Consideration on the relatedness/
relevance of the content as a factor in their
ratings

Consideration on the quality of the
content as a factor in their ratings
Consideration on the candidates’
distinctive characteristics

Putting equal weight on all six criteria

Degrees of test tasks

Duration of the speech samples
Appropriate duration of the speech
samples

Rating three speech samples
consecutively was too much

The maximum number of the speech

samples that should be rated in one day

The interviewers/interlocutors tried to
help/accommodate the candidate during
the test

The interviewers/interlocutors attempted
to simplify their speech to facilitate the
candidates or to match the candidates’
level of language

The interviewers performed their jobs

appropriately

Taking the candidates’ age into

considerations
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Rating scales & descriptors

Cut-off score

Personal relationship between raters

and candidates

Scoring techniques

Taking the candidates’ gender into

considerations

Degrees of familiarity

Descriptor interpretation i.e. qualitatively

or quantitatively

ICAO descriptor consultation before
listening to the speech samples
ICAO descriptor consultation during
listening to the speech samples
ICAO descriptor consultation after
listening to the speech samples
Every English native speaker being at
ICAO Level 6

Being at ICAQO Level 6 meaning
equivalent to being an English native
speaker

Awareness of Level 4 as the cut-off score
Consideration of the candidates’

consequences as “pass’ or “fail” in ratings

Consideration of any personal relationship

with the candidates

Awareness of the overall score as the

lowest among all six criteria
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e Consideration of score change after
knowing that the overall score being
based on the lowest score among all six

criteria

Raters’ harshness/leniency e Self-consideration as being harsh, lenient

or neither

As for coding, categories (verbal and non-verbal) were classified into meaning units

and codes as shown in Table 3.2.

Table 3.2: Categories, meaning units & codes

Categories Meaning units Codes
Non-verbal Sighs Futility
Pauses Hesitation
Long pauses Stronger degree of hesitation
Silence Inability to explain
Verbal “Yes” Agreement
“No” Disagreement
“Okay” Approval/Assent/Acknowledgment

The other verbal expressions, which were exact words and straightforward, were not

coded and categorized since they were manifest contents (see 2.11 for Content analysis).

After analyzing the data, the results and discussions are presented in Chapter 4.



CHAPTER IV
RESULTS AND DISCUSSIONS

This chapter presents the results and discussions of the research entitled “A study of
Raters' Background Knowledge, Rater training, and Other Factors Affecting their Decision

Making in Rating Thai Pilots' English Speaking Proficiency”. The purposes of this study are:

- To investigate the effects of the different background knowledge of raters on their
ratings of pilots’ speaking ability.

- To explore the effects of rater training on their ratings of pilots’ speaking ability.

- To examine the interaction effects between raters’ background knowledge and their
training on their ratings of pilots’ speaking ability.

- To examine other factors affecting the decision-making of raters in their rating of

pilots’ speaking ability.

The study was conducted in order to test the hypotheses concerning the effects of
raters’ background knowledge and their training on rating pilots’ English speaking
proficiency as follows:

H1: The linguistic raters will rate test takers’ performance significantly and differently
from operational raters (p<.05).

H12: The raters who are trained in any rater training course will rate significantly and
differently from those who are not (p<.05).

H3: There are significant effects among types of raters, rater training and rating

performance (p<.05).

The data were presented in tables and the interpretations of the tables were done in
prose. The data were presented and discussed in three sections as follows:

Section One: Results and discussions about raters’ rating scores

Section Two: Results and discussions obtained from the questionnaire

Section Three: Results and discussions concerning the factors affecting the raters’

decision-making
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These abbreviations will be used, OT = Operational/trained raters, OU=

Operational/untrained raters, LT = Linguistic/trained raters, LU = Linguistic/untrained raters.

Section One: Results and discussions about raters’ rating scores
Table 4.1 shows the scores each rater awarded to the speech sample number 1 in each

criterion and the overall scores.

Table 4.1: Rating results for Speech sample no. 1 among four groups of raters

Pronun- Structure Vocabulary Fluency Compre- Interactions Overall
ciation hension

OoT1 4 5
OT2
OT3
oT4
OT5

Oul
ou2
Ou3
Ou4
Oous

A o0 g A M b b b

&
o

LT1
LT2
LT3
LT4
LTS

LUl
LU2
LU3
LU4
LUS

A~ o o0 A M b~ O b

D
+

A o0 A b OO A D> O > BB 0O >~ OB~ BB BB DB
(€]

A O WO b~ B~ b b OO~ OB~ 00O B~ B B~ O
~ oo A A OO M B b OO 01O OO B DD D D> w0
w o1 o0 w A~ oo 01~ b~ O b~ b~ b oo ool B~ 01 b~
~ o0 A A OO O O B~ Ol A O 1 01 O & O1 &~ O
~ oo o0 A Ol OO O O &~ O A A B b OO 1 O &~ O1 b

SN
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Table 4.2 shows the scores each rater awarded to the speech sample number 2 in each

criterion and the overall scores.

Table 4.2: Rating results for Speech sample no. 2 among four groups of raters

Pronun- Structure Vocabulary Fluency Compre- Interactions Overall
ciation hension

OT1 3 4
oT2
OT3
OoT4
OT5

Ou1l
ou2
Oou3
ou4
Ou5

w b O] WO B LW W W

w
w

LT1
LT2
LT3
LT4
LTS

LUl
LU2
LU3
LU4
LUS

w b~ Wb PO PO O PO O WP P®
A W b~ MW A W W D W

w b~ W W W P~ OLOW LW RO BA~ADND OO WA WD
w A DN B B OO BB OO0 O WP P ®
w A~ DN B M PEA P DO DAY BEDNN DD OO0 AW
w b~ WP, WOWW A DLW RO WO W LW O W W
A~ A DD B MNP OO &~ O MO OO P~ P>

w
ol

Table 4.3 shows the scores each rater awarded to the speech sample number 3 in each

criterion and the overall scores.
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Table 4.3: Rating results for Speech sample no. 3 among four groups of raters

Pronun- Structure Vocabulary Fluency Compre- Interactions Overall
ciation hension

OT1 4 4
OT2
OT3
OT4
oT5

Ou1l
ou2
Oou3
ou4
Ou5

LT1
LT2
LT3
LT4
LTS

LUl
LU2
LU3
LU4
LUS

A A b W O A WO W > O &~ OO0~ OB DA B O b
A A W b O A W W LW WP AN PSP DMNNDPDDW AW W
A A W W O] A W W W WOWWON DD P LW W
A A W W O A WO W W DAW OO WP~ 00 >~ D> B B~ B>
wWw b~ A B~ Ol O1WW RO PO DD
wWow b~ A B~ OO~ O B> B O00W DA RO DS

The non-full digit scores provided by some untrained raters i.e. 4.5 and 4+ in Table
4.1, 3.3 and 3.5 in Table 4.2, and 4.75 in Table 4.3 are the raw scores that those raters
considered the test-takers deserved even though it did not comply with the full digit score
that ICAO requires. This is because they were not aware of and were not briefed about this

requirement before rating.
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According to the independent variables of the study (raters’ background and raters’
training), the 20 subjects were primarily categorized into two main groups, which were rater
background and rater training. Each variable had two levels: rater background
(operational/linguistic raters), rater training (trained/untrained raters). Figure 4.1 illustrates

four groups of raters participating in the study and presents the sample means for ANOVA.

Rater background

Operational (Op)

Linguistic (Lin)

Trained rater (Tr) X1= SI(SnS: 5§Op-Tr) X2= 3'(?]7: 5()L In-Tn) XTr=3.60
Rater training X3=4.04 (Op-Unt) |X4=4.13 (Lin-Unt)
(n=5) (n=15)
Untrained rater (Unt) XUnt = 4.09
XOp = 3.78 XLin = 3.90

Figure 4.1: Sample Means for ANOVA

With regard to Figure 4.1, there are four groups of raters based on the two main

variables. The subject groups include the group of operational/trained raters,
operational/untrained raters, linguistic/trained raters, and linguistic/untrained raters. In each
cell, there are five subjects assigned. All 20 subjects were required to rate three speech
samples based on holistic scales of six levels provided by ICAO. Table 4.4 shows the

descriptive statistics of raters rating the three speech samples.

Table 4.4: Descriptive Statistics of Raters

Speech Raters Raters Raters Raters X
samples Group 1 Group 2 Group 3 Group 4
(Op/Tr) (Op/Unt) (Lin/Tr) (Lin/Unt)
1 X1=4.00 X2 =4.50 X3=4.4 X4=450 __
SD.=0 SD.=05 SD.=0.55 SD.=0.5 X1234=4.35
Max =4 Max =5 Max =5 Max =5
Min=4 Min=4 Min=4 Min=4
2 X1=3.20 X2 =3.66 X3=340 X4=370 __
SD.=0.45 SD.=0.85 SD.=0 SD.=0 X1234=349




Max =4 Max =5 Max =4 Max =4
Min=3 Min=3 Min =4 Min=4
3 X1 =3.40 X2 =3.95 X3=320 X4=420 __
SD.=0 SD.=0 SD.=0 SD.=0 X1234=3.69
Max =4 Max =4 Max =4 Max =4
Min=4 Min=4 Min=4 Min =4
X X1=353  X2=4.04 X3=367 X4=4.13
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According to Table 4.4, and also Figure 4.1, the data show that the mean scores of the

judgment for both groups of untrained raters are higher than those for trained raters, and the

average scores rated from the linguistic raters are higher than those from the operational

raters.

In order to test the three hypotheses mentioned earlier and answer the first, second

and third research questions, the analysis of ANOVA was conducted. Regarding the

judgment of each speech sample, the main and interaction effects of raters’ background

(operational and linguistic raters) and rater training (trained and untrained raters) are
presented in the following ANOVA tables (4.5, 4.6, and 4.7).

Table 4.5: ANOVA summary table of “speech sample no.1”

Source SS df Mean Square F Sig.
BACKGROUND 113 1 113 529 AT7
TRAINING 312 1 312 1.47 .243
BACKGROUND * 313 1 313 1.47 .243
TRAINING

Error 3.40 16 212

Total 378.250 20

Corrected Total 4137 19

p<.05
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Bachman (2004) stated that if the F-ratio of the estimates between groups and within-
group variances is larger than the F-critical, it means that the overall difference among the
groups is not due to chance. Regarding Table 4.5 which focuses on the effects of variables on
raters’ decision-making for rating the first speech sample, when the observed values of F
were compared with their critical values (F = 4.38, for the .05 level), it was found that all
values of F calculated are less than the critical value [F (1, 16) = 0.53, 1.47, and 1.47, p >
.05]. Therefore, the hypothesis studying the rating of the first speech sample was rejected. It
might be concluded that the effect of different rater background (operational/linguistic
raters), the effect of different rater training (trained/untrained raters), and the interaction
effect between rater background and their training were not significantly different. In other

words, the studied variables do not have any effect on the raters’ decision-making.

Table 4.6: ANOVA summary table of “speech sample no.2”

Source SS df Mean Square F Sig.
BACKGROUND 072 1 072 0.20 .659
TRAINING 7122 1 722 2.02 174
BACKGROUND .032 1 .032 0.09 .768
* TRAINING
Error 5.71 16 357
Total 250.140 20
Corrected Total 6.54 19

p <.05

Table 4.6 presents the results of the effects of variables on raters’ decision-making for
rating the second speech sample. The results correspond with the rating for the first speech
sample in that all hypotheses fail to accept since the F-calculated was 0.20, 2.02, and 0.09
which were less than the F-critical (4.38) for the .05 level. Therefore, it might be said that,
for rating the second speech sample, significant differences were not found in the effect of
different rater background, the effect of different rater training, and the interaction effect

between rater background and training, on decision-making in rating speaking proficiency.



83

Table 4.7: ANOVA summary table of “speech sample no.3”

Source SS df Mean Square F Sig.
BACKGROUND .003 1 .003 0.01 916
TRAINING 3.003 1 3.003 11.05* .004
BACKGROUND * .253 1 .253 0.93 .349
TRAINING
Error 4.35 16 272
Total 279.562 20
Corrected Total 7.609 19

*p<.05

Table 4.7 presents the main and interaction effects of rater background and rater
training on raters’ decision-making in rating speaking ability of “the speech sample number
three”. It was found that raters with different background have no effect on their decision-
making in rating the speech sample. Correspondingly, there was no interaction effect
between rater background and training on rating the speech sample. The evidence supporting
these two cases is that the F-calculated (0.01 and 0.93) were less than the F-critical value
(4.38). However, focusing on the factor of training, the F-calculated was 11.05 which was
larger than the F-critical (4.38) for the .05 level. Therefore, it could be concluded that the
difference in rater training (trained/untrained raters) had a significant effect on the decision-
making of raters rating the speech sample number three, F (1, 16) = 11.05, p < .05. For better
understanding of further explanation, the best way to interpret is to plot the means of the
groups. The figure can make it easier for readers to understand what has happened between
the levels of the factors (Hatch & Farhady, 1982). Figure 4.2 yields the result illustrating the
training of raters significantly affects their decision-making in rating English proficiency of

the speech sample no.3.
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Figure 4.2: The effect of rater training on raters’ decision-making in rating the speech

sample no.3

The finding shows that the raters’ decision-making in rating the speech sample
number three is able to distinguish between trained and untrained raters. It can be seen from
Figure 4.2 that the raters who had not been trained seemed to be more lenient in rating the
speech sample no.3 than the raters who had been trained. The mean of the former is 4.08,
while that of the latter is 3.30.

Regarding the first hypothesis testing of the speech samples, the main effect of the
factor of raters’ background on their decision-making in rating Thai pilots’ English speaking
proficiency, the results from Table 4.5, 4.6, and 4.7 show that the F-calculated (0.53, 0.20,
and 0.01) were less than the F-critical (4.38) for the .05 level. Therefore, the hypothesis
stated was rejected and it could be concluded that the difference in rater background
(operational/linguistic raters) did not have a significant effect on raters’ decision-making in
their judgment. It might be said that operational raters and linguistic raters performed in
rating English proficiency similarly. The mean of the first group was 3.78, while the mean of

the second one was 3.90 (see Figure 4.1).
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Concerning the second hypothesis, the main effect of raters’ training on their
judgment, the results from the two out of three speech samples (see Table 4.5 and 4.6)
present that the F-calculated of this variable was 1.47 and 2.02 which were less than the F-
critical (4.38) for the .05 level. Thus, the hypotheses stated for these two speech samples
were rejected. However, considering the third speech sample (see Table 4.7), the F-calculated
(11.05) was larger than the F-critical (4.38) which means that the difference in rater training
(trained/untrained) affected raters’ decision-making in their ratings of the third speech
sample. So, the hypothesis to test this speech sample was accepted. Although it might not be
consensually concluded that rater training has an effect on raters’ judgment in speaking
proficiency, it might be inferred that the training of raters affects more on their ratings than
the factor of rater background. This can be seen when examining the F-value of the Sum of
Squares (SS) of the training factor in that its value was more than the value of the factor of
background. It means that when changing the value of the training while focusing on the
same group of the rater background, it affected the output (raters’ decision-making in rating)

more than the change of the factor of background.

With regard to the interaction effect between the rater background and rater training,
the results show that the significant interaction effect was not found. The third hypothesis
stated was thus rejected. Figure 4.3 yields the results illustrating that both background factor

and training factor do not significantly affect raters’ decision.
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Figure 4.3: The interaction effect between rater background and rater training on

raters’ decision making in rating Thai pilots’ English speaking proficiency

Figure 4.3 indicates that there was no significant interaction effect between the two
independent variables on raters’ judgment. However, from the graph it can be said that the
untrained operational raters tended to rate in higher scores than the group of trained
operational raters. The mean of the former is 4.04 while that of the latter is 3.53. Similarly,
the untrained linguistic raters judged the samples’ speaking proficiency with higher scores
than the trained linguistic raters. The means are 4.13 and 3.60 respectively. It might be
concluded that both rater background groups seemed to be more lenient in rating speaking

proficiency when they are untrained.

In conclusion, to answer the first three research questions, the hypotheses were tested
and it was found that all hypotheses were rejected meaning that both rater background and
rater training did not significantly affect raters’ decision-making in rating Thai pilots’
English speaking proficiency, in both main and interaction effects. However, the factor of
training seemed to significantly affect more than the factor of background on the dependent

variable.
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In order to confirm the findings and gain more supporting information, the four
groups of raters’ rated scores, based on each individual and the overall criterion, were
compared in Table 4.8 to Table 4.14.

Table 4.8: ANOVA Table comparing rating of “pronunciation” criterion among four
groups of raters

Pronunciation

Speech sample 1

Source SS df MS F Sig.
Between Groups 1 3 0.33 1.02 0.41
Within Groups 5.2 16 0.33

Speech sample 2

Source SS df MS F Sig.
Between Groups 1 3 0.33 0.54 0.67
Within Groups 10 16 0.63

Speech sample 3

Source SS df MS F Sig.
Between Groups 1 3 0.33 0.78 0.52
Within Groups 6.8 16 0.43

*p<.05

According to the criterion of “pronunciation” shown in Table 4.8, it was found that
each F-calculated value (1.02, 0.54 and 0.78) was less than the F-critical value (3.34) for the
.05 level. Therefore, it might be said that there was no significant difference among four

groups of raters’ judgment in rating each speech sample in terms of their pronunciation.
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Table 4.9: ANOVA Table comparing rating of “structure” criterion among four groups
of raters

Structure

Speech sample 1

Source SS df MS F Sig.
Between Groups 0.8 3 0.27 0.97 0.43
Within Groups 4.4 16 0.27

Speech sample 2

Source SS df MS F Sig.
Between Groups 0.2 3 0.07 0.22 0.88
Within Groups 4.8 16 0.3
Speech sample 3
Source SS df MS F Sig.
Between Groups 1.75 3 0.58 1.29 0.31
Within Groups 7.2 16 0.45

*p<.05

Table 4.9 presents that the F-calculated values were 0.97, 0.22, and 1.29 which were
less than the F-critical value (3.34) for the .05 level. It might be interpreted that there was no
significant difference between four groups of raters in rating three speech samples

considering the “structure” criterion.

Table 4.10: ANOVA Table comparing rating of “vocabulary” criterion among four

groups of raters

Vocabulary

Speech sample 1

Source SS df MS F Sig.
Between Groups 1.75 3 0.58 0.93 0.44
Within Groups 10 16 0.63
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Speech sample 2
Source SS df MS F Sig.
Between Groups 0.6 3 0.2 0.50 0.69
Within Groups 6.4 16 0.4
Speech sample 3
Source SS df MS F Sig.
Between Groups  0.95 3 0.32 0.50 0.68
Within Groups 10 16 0.62

*p<.05

Table 4.10 might be interpreted that the differences among four groups of raters had
no significant effect on the decision-making of raters rating all speech samples in regard to
the criterion of “vocabulary’, as the F-calculated values (0.93, 0.50, and 0.50) were less than
the F-critical value (3.34) for the .05 level.

Table 4.11: ANOVA Table comparing rating of “fluency” criterion among four groups

of raters

Fluency

Speech sample 1

Source SS df MS F Sig.
Between Groups 1.75 3 0.58 1.01 0.41
Within Groups 9.2 16 0.58

Speech sample 2

Source SS df MS F Sig.
Between Groups  0.55 3 0.18 0.24 0.87

Within Groups 12.4 16 0.77




Speech sample 3
Source

Between Groups
Within Groups

SS
1.2
8

df
3
16

MS
0.4
0.5

F
0.80

Sig.
0.51

*p=<.05
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Regarding the criterion of “fluency” presented in Table 4.11, it was found that each
F-calculated value (1.01, 0.24 and 0.80) was less than the F-critical value (3.34) for the .05
level. Therefore, it might be said that there was no significant difference among four groups

of raters’ judgment in rating each speech sample according to this matter.

Table 4.12: ANOVA Table comparing rating of “comprehension” criterion among four

groups of raters

Comprehension

Speech sample 1
Source

Between Groups
Within Groups

Speech sample 2
Source

Between Groups
Within Groups

Speech sample 3
Source

Between Groups
Within Groups

SS

5.2

SS

0.2

6.8

SS

6.8

df

16

df

16

df

16

MS
0.33
0.33

MS
0.06
0.43

MS
0.3
0.43

1.03

0.16

0.78

0.41

Sig.
0.92

Sig.
0.52

*p<.05
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Table 4.12 illustrates that the F-calculated values were 1.03, 0.16, and 0.78 which
were less than the F-critical value (3.34) for the .05 level. It might be interpreted that there
was no significant difference among four groups of raters in rating three speech samples

considering the “comprehension” criterion.

Table 4.13: ANOVA Table comparing rating of “interactions” criterion among four

groups of raters

Interactions

Speech sample 1

Source SS df MS F Sig.
Between Groups 1.8 3 0.6 1.14 0.37
Within Groups 8.4 16 0.53

Speech sample 2

Source SS df MS F Sig.
Between Groups 1 3 0.33 0.48 0.70
Within Groups 11.2 16 0.7

Speech sample 3

Source SS df MS F Sig.
Between Groups  0.15 3 0.05 0.12 0.95
Within Groups 6.8 16 0.43

*p<.05

Table 4.13 presents that the difference among four groups of raters had no significant
difference in the decision-making of raters rating the all speech sample according to the
criterion of “interactions’, as the F-calculated values (1.14, 0.48, and 0.12) were less than the
F-critical value (3.34) for the .05 level.
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Table 4.14: ANOVA Table comparing rating of “overall” criterion among four groups

of raters

Overall

Speech sample 1

Source SS df MS F Sig.
Between Groups  0.85 3 0.28 142 0.27
Within Groups 3.2 16 0.2
Speech sample 2
Source SS df MS F Sig.
Between Groups 083 3 0.28 0.77 0.53
Within Groups 5.71 16 0.36
Speech sample 3
Source SS df MS F Sig.
Between Groups  3.26 3 1.08 3.99* 0.03
Within Groups 4.35 16 0.27

*p=<.05

Table 4.14 illustrates that the F-calculated values were 1.42, 0.77, and 3.99. F-
calculated values of the first two speech samples were less than the F-critical (3.34); on the
other hand, the F-calculated value of the third speech sample was larger than the F-critical
(3.34) for the .05 level. It might be interpreted that there was no significant difference among
four groups of raters in rating the speech samples 1 and 2 considering “overall” criterion.
However, there was a significant difference among four groups of raters in rating the speech

sample 3.

In conclusion, according to Table 4.8 to Table 4.14, the finding indicates that, except
the criterion of “overall”, there was no significant difference among four groups of raters in
rating three speech samples considering each criterion. Focusing on the rating of the

“overall” criterion in the speech sample 3, the F-calculated value was 3.99 which was larger
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than the F-critical (3.34) for the .05 level. Although it seems to be that the difference in
raters’ background (linguistic or operational raters) and their training (trained or untrained
raters) had a significant effect in raters’ rating the “overall” criterion, F(3,16) = 3.99, p<.05,
it might not be concluded that, for all criteria, these two factors affect their decision-making
in rating Thai pilots' English speaking proficiency. Therefore, it supports the finding
mentioned in the first section that both rater background and rater training did not
significantly affect raters’ decision-making in rating Thai pilots’ English speaking
proficiency, in both main and interaction effects.

Section Two: Results and discussions obtained from the questionnaire

In this section, the results obtained from the questionnaire are shown according to the
raters’ answers starting from the linguistic/trained (LT), linguistic/untrained (LU),

operational/trained (OT), and operational/untrained (OU) groups.

The data obtained from the linguistic/trained rater questionnaires revealed that all of
them were female. Three of them aged between 31 to 40 years while the other two were
between 51 to 60 years old. Three raters graduated with master’s degrees. Among these, two
raters were Ph.D. students. The remaining two hold bachelor’s degrees. All of the
linguistic/trained raters were language teachers. Four had experience in the occupation
between 11 to 15 years. Only one had less experience, which was between 6 to 10 years. All
of their first language was Thai. They studied English for more than 16 years. Two of them
considered their English proficiency level as ‘very good’ while the other three as ‘good’.
Everyone had formal rater training. Four raters had passed two rater training courses, namely
TOEIC language proficiency interviewing/rating training course in 2006 and TRAINAIR
Standardized Training Packages (STPs) interviewer/rater training course organized by Civil
Aviation Training Center (CATC) in 2007. Only one rater was trained once in TRAINAIR
Standardized Training Packages (STPs) interviewer/rater training course organized by Civil
Aviation Training Center (CATC) in 2007.

Two raters accepted that the level of their exposure to various English native

speakers’ accents were ‘very much’ while the other three were ‘much’. Their degrees of
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exposure to various Asian English speakers’ accents were ‘very much’ (1), ‘much’ (3) and
‘some’ (1). The linguistic/trained raters seemed to be less familiar with European English
accents since three of them answered ‘some’ and the other three answered ‘much’. It might
be because they were all language teachers, and their familiarity with linguistic terms were
‘very much’ (2) and ‘much’ (3). Since all of them were English language teachers working
for Thai Airways Flight Crew Language Training Department, they were quite familiar with
aviation operations and aeronautical communication in the level of ‘very much’ (1), ‘much’
(2) and ‘some’ (2). All of them had experience in language assessment in the level of ‘very
much’ (2) and ‘much’ (3) which are the same level for their familiarity with using language
descriptors. They were also familiar with ICAO language proficiency scale in the level of

‘very much’ (3) and ‘much’ (2).

Four linguistic/trained raters stated that they ‘sometimes’ consulted the details of each
ICAO descriptor before listening to the speech samples. Only one ‘frequently’ did it. Two
raters ‘frequently’ checked the details during listening. One ‘sometimes’ did it, one ‘always’
and one ‘rarely’ did it during listening. After listening, two raters ‘frequently’ turned to the
details of ICAO descriptors. The other two ‘always’ checked it and one ‘sometimes’ did it
after listening. Two raters ‘sometimes’ listened to the speech samples before giving their
final scores. One ‘always’, one ‘frequently’ and one ‘rarely’ did it. Three raters ‘always’ took
notes while rating. The other two did it ‘frequently’. No rater in this group ‘never’ took notes
at all. Three raters ‘frequently’ stopped the tapes for a reason while rating. The other two did
it ‘sometimes’. Two raters in this group ‘always’ stopped to listen for certain parts of the
samples. Two ‘frequently’ did it while another ‘sometimes’ stopped it. Three raters accepted
that they ‘always’ concentrated on the errors made by the candidates. The other two did it
‘frequently’. Two raters answered that they ‘frequently’ considered the relevance of the
content as a factor in their ratings while the other three ‘always’ did it. No rater said that she

‘never’ considered it as a factor in her rating.

All linguistic/trained raters said that they had been busy recently before rating. One
admitted that she felt bored/exhausted/tired during rating. The others said ‘no’. One rater in

this group said that she had some kind of short-term ailments but none had long-term ones.
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One of them remarked that she did not sleep well and did not get enough rest before rating.
No one complained about the setting as being too cold, too warm, too dark, too lighted, or
too noisy. No rater listened to the speech samples from the beginning to the end without
stopping at least once. All raters confirmed that they weighted each criterion equally before
giving the final score. Two of them also accepted that they considered the quality of the
content the candidates gave as a factor in their ratings. Three did not. One rater thought that
the test tasks were easy while one thought that the test tasks were difficult. Three raters
thought that the speech samples were too short while no one thought that they were too long.
Two raters felt that rating three speech samples consecutively was too much while the others
did not. All raters thought that the interlocutors performed their jobs appropriately, though
three raters thought that they tried to help/accommodate the candidates and two raters
thought that they tried to simplify the speech to facilitate the candidates.

Only one linguistic/trained rater admitted that she considered the candidates’ age in
her ratings. The same rater also accepted that she considered the candidates’ overall attitudes
but she did not consider their genders. Three raters felt that the candidates were nervous
during testing but only one of them said that she sympathized for it in her ratings. The
majority of the raters (four) declared that they did not compare a candidate with other
candidates. Only one did it. One rater thought that English native speakers must also be at
ICAO Level 6 while another rater thought that being at ICAO Level 6 was equivalent to
being an English native speaker. All raters said that they knew about the ICAO-required ‘cut-
off” score. Only one of them said that she did not consider the consequences of the
candidates as pass/fail in her ratings while the other four said they did. One rater considered
changing the scores she already gave. Lastly, only one rater considered herself as lenient

while another one considered herself as a harsh rater.

The summary of the linguistic/trained raters” answers to the questionnaire is shown in
Table 4.15 below:
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LT1 LT2 LT3 LT4 LT5
1. Gender Female Female Female Female Female
2. Age (Years) 51-60 31-40 31-40 51-60 31-40
3. Educational B.A. M.A. M.S. B.A. M.A.
level (English) (Linguistics) (Education) (English (Linguistics)
Ph.D. candidate M.A. teaching) Ph.D. student
(Linguistics) (Teaching (Higher
English as a education)
foreign
language)
4. Occupation Language Language Language Language Language
teacher teacher teacher teacher teacher
5. Years of being in 11-15 11-15 6-10 11-15 11-15
the occupation
6. First Thai Thai Thai Thai Thai
language(L1)
7. Duration of > 16 years > 16 years > 16 years > 16 years > 16 years
English study
(years)
8. Level of English Good Good Good Very good Very good
proficiency
9. Formal rater Yes Yes Yes Yes Yes
training and the * * * * *x
course name(s)
10. Exposure to Very much Very much Much Much Much
various English
native speakers’
accents
11. Exposure to Very much Much Much Some Much
Asian English
accents
12. Exposure to Much Much Some Some Much
European
English accents
13. Degree of Very much Very much Much Much Much
familiarity with
linguistic terms
14. Degree of Very much Much Some Some Much
familiarity with
aviation
operations and
aeronautical
communication
15. Experience in Very much Very much Much Much Much
language
assessment
16. Familiarity Very much Very much Much Much Much
with using
language
descriptors
17. Familiarity Very much Very much Much Very much Much

with ICAO
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18.

19.

20.

21,

22,

23.

24,

25.

26.

language
proficiency
rating scale
Frequency of
consulting the
details of each
ICAO
descriptor in
Doc. 9835
before listening
to the speech
samples
Frequency of
consulting the
details of each
ICAO
descriptor in
Doc. 9835
during listening
to the speech
samples
Frequency of
consulting the
details of each
ICAO
descriptor in
Doc. 9835 after
listening to the
speech samples
Frequency of
listening to the
given speech
samples before
giving the final
score
Frequency of
taking notes
while rating
Frequency of
stopping the
tapes for any
reason while
rating
Frequency of
stopping to
listen for
certain parts
from the speech
samples
Frequency of
concentrating
on errors made
by the speaker
Frequency of
considering the
relatedness/rele

Frequently

Always

Always

Frequently

Always

Frequently

Always

Always

Frequently

Sometimes

Frequently

Frequently

Sometimes

Always

Sometimes

Sometimes

Always

Always

Sometimes

Frequently

Always

Rarely

Frequently

Sometimes

Frequently

Always

Always

Sometimes

Rarely

Sometimes

Sometimes

Always

Frequently

Frequently

Frequently

Frequently

Sometimes

Sometimes

Frequently

Always

Frequently

Frequently

Always

Frequently

Always
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27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

vance of the
content as a
factor in your
rating

Having been
busy lately?
Feeling bored/
exhausted/
tired during
rating?

Having any
short-term
ailments?
Having any
long-term
ailments?
Having a good
sleep/rest last
night?

Had enough
sleep/rest?
Was the room
too cold?
Was the room
too warm?
Was the room
too dark?
Was the room
too lighted?
Was the room
too noisy?
Listening to the
given speech
sample from the
beginning to the
end without
stopping at least
once before
rating?
Weighting each
criterion
equally before
giving the final
score?
Considering the
quality of the
content the
candidates give
as a factor in
rating?

The test tasks
were easy?
The test tasks
were difficult?
The speech
samples were

Yes

No

No

No

Yes

Yes

No

No

No

No

No

No

Yes

No

Yes

No

No

Yes

No

No

No

Yes

Yes

No

No

No

No

No

No

Yes

No

No

No

No

Yes

No

Yes

No

Yes

Yes

No

No

No

No

No

No

Yes

Yes

No

No

Yes

Yes

No

No

No

Yes

Yes

No

No

No

No

No

No

Yes

Yes

No

Yes

Yes

Yes

Yes

No

No

No

No

No

No

No

No

No

No

Yes

Yes

No

No

Yes
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too short?

44, The speech
samples were
too long?

45. Rating three
speech samples
consecutively
was too much?

46. The
interviewers/
interlocutors
tried to help/
accommodate
the candidate
during the test?

47. The
interviewers/
interlocutors
performed their
jobs
appropriately/ef
fectively as they
should have?

48. The
interviewers/
interlocutors
attempted to
simplify their
speech to
facilitate the
candidates or to
match the
candidates’
level of
language?

49. Considering the
candidates’ age
in rating?

50. Considering the
candidates’
gender in
rating?

51. Considering the
global/overall
attitudes of the
candidates?

52. The candidates
were nervous
during the test?

53. Sympathize for
that
nervousness in
rating?

54, Comparing the
candidate with

No

Yes

No

Yes

No

No

No

No

No

No

No

No

No

Yes

Yes

Yes

No

No

No

Yes

No

No

No

No

No

Yes

No

No

No

No

No

No

No

No

No

Yes

Yes

No

No

No

No

Yes

No

No

No

Yes

Yes

Yes

Yes

Yes

No

Yes

Yes

Yes

Yes
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other
candidates in
rating?
55. Every English No Yes No No No
native speaker
must also be
ICAO Level 67
56. Being ICAO No No No No Yes
Level 6
equivalent to
being an
English native
speaker?
57. Knowing that Yes Yes Yes Yes Yes
the ‘cut-off’
score for this
ICAO
assessment is
level 4?
58. Considering the No Yes Yes Yes Yes
consequence of
the candidates
as being passed
or fail in rating?
59. Considering No No No No Yes
changing the
scores already
gave them?
60. Considering as No No No No Yes
being a lenient
rater
61. Considering as No No Yes No No
being a harsh
rater

* TOEIC language proficiency interviewer/rater training course in 2006 & TRAINAIR Standardized Training
Packages (STPs) interviewer/rater training course organized by Civil Aviation Training Center (CATC) in
2007.

** TRAINAIR Standardized Training Packages (STPs) interviewer/rater training course organized by Civil
Aviation Training Center (CATC) in 2007.

The data received from the linguistic/untrained rater questionnaires unveiled that the
group of the linguistic/untrained raters was a combination of three females and two males.
All of them aged between 31 to 40 years old. This whole group graduated with master’s
degrees. Furthermore, every rater was Ph.D. candidate, three in the field of English teaching
instruction & curriculum development and two in language assessment & evaluation. Four
linguistic/untrained raters were language teachers while the remaining one was a linguist.

Two of them had experience in the occupation between 6 to 10 years. The other three had
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less experience, which was between 1 to 5 years. All of them spoke Thai as their first
language. Almost all of them studied English for more than 16 years. Only one answered that
she studied English between 11 to 15 years. Two of them considered their English
proficiency level as ‘very good’ while the other two as ‘good’. One of the
linguistic/untrained rater interestingly considered his English proficiency as ‘native-like/near
native’. No one had previous formal rater training, even those two who majored in language

assessment & evaluation.

Three of the raters in this batch quoted their levels of exposure to various English
native speakers’ accents as ‘much’ while the other two as ‘some’. Their degrees of exposure
to Asian English accents were varied as two ‘some’, one ‘much’ and two ‘very much’. They
seemed not to be so familiar with the European English accents since two of them answered
their degrees as ‘little” while the other three as ‘some’. Because they were language teachers
or linguists, their consideration of the degrees of familiarity with linguistic terms were
‘much’ (3) and ‘some’ (2). On the contrary, four linguistic/untrained raters referred to their
familiarity with aviation operations and aeronautical communication as ‘little’. Only one
rater considered it as ‘some’. When being asked about their experience in language
assessment, a rater’s answer was ‘very much’, two answered as ‘much’ and the other two as
‘some’. Their degrees of familiarity with using language descriptors were: one ‘very much’,
three ‘much’ and one ‘some’. Three raters in this group were unfamiliar with the ICAO

language proficiency rating scale by answering ‘none” while the other two answered ‘little’.

In spite of their unfamiliarity with the ICAO language proficiency rating scale, two
linguistic/untrained raters answered that they ‘rarely’ consulted the details of each ICAO
descriptor before listening to the speech samples. Two did it ‘sometimes’ and only one
‘always’ did it. Two raters ‘sometimes’ checked the details during listening. On one hand,
the same rater, who ‘always’ checked it before listening, also ‘always’ did it during and after
listening. On the other hand, the same raters who ‘rarely’ looked at it before listening, ‘never’
consulted the details both during and after listening. After listening, two raters ‘always’
turned to the details of ICAO descriptors. One ‘frequently’ checked it and another ‘did it

‘sometimes’. Three raters ‘sometimes’ listened to the speech samples before giving their
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final scores. The other two ‘frequently’ did it. Three raters ‘frequently’ took notes while
rating. One ‘always’ did it and one ‘sometimes’ did it. No rater in this group took notes at all.
Two raters ‘rarely’ stopped the tapes for a reason while rating. The other two did it
‘sometimes’ and one ‘frequently’ stopped it. Two raters in this group ‘sometimes’ stopped to
listen for certain parts of the samples. The other two ‘rarely’ did it while another ‘frequently’
stopped it. Three raters accepted that they ‘sometimes’ concentrated on the errors made by
the candidates. One did it ‘always’ and another ‘rarely’. Three raters answered that they
‘always’ considered the relevance of the content as a factor in their ratings while the other

two did it ‘sometimes’.

All linguistic/untrained raters said that they had been busy lately before rating. Two
raters admitted that they felt bored/exhausted/tired during rating. The others said ‘no’. No
rater in this group had any kind of short-term and long-term ailments. Everyone said that s/he
had well and enough rest before rating. No complaint was made about the setting as being
too cold, too warm, too dark, too lighted, or too noisy from this group of raters. Only one
rater listened to the speech samples from the beginning to the end without stopping at least
once while the others did not. Four raters admitted that they weighted each criterion equally
before giving the final score. However, one rater admitted that she did not weight each
criterion equally. All of them accepted that they considered the quality of the content the
candidates gave as a factor in their ratings. None of them thought that the test tasks were easy
and three raters thought that the test tasks were difficult. No rater thought that the speech
samples were too short while one thought that they were too long. Four raters did not feel
that rating three speech samples consecutively was too much while only one did. All raters
thought that the interlocutors performed their jobs appropriately, though one rater thought
that they tried to help/accommodate the candidates and all raters thought that the

interlocutors tried to simplify the speech to facilitate the candidates.

No linguistic/untrained rater considered the candidates’ age in their ratings but one
rater considered both gender and overall attitudes in her ratings. All raters, except one, felt
that the candidates were nervous during testing and two of them said that they sympathized

for it in their ratings. A greater number of the raters (four) declared that they compared a
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candidate with other candidates. Only one did not. All raters did not think that English native
speakers must also be at ICAO Level 6 but one of them thought that being at ICAO Level 6
was equivalent to being an English native speaker. Three raters said that they knew about the
ICAO-required ‘cut-off” score and just one of them accepted he considered the consequences
of the candidates as pass/fail in his ratings. No rater considered changing the scores s/he
already gave. Finally, almost all raters (four) considered themselves as lenient while only one

considered himself as a harsh rater.

The summary of the linguistic/untrained raters’ answers to the questionnaire is shown
in Table 4.16 below:

Table 4.16: Linguistic/Untrained Raters’ answers to the questionnaire

LU1 LU2 LU3 LU4 LU5
1. Gender Female Female Female Male Male
2. Age (Years) 31-40 31-40 31-40 31-40 31-40
3. Educational Ph.D. Ph.D. Ph.D. Ph.D. Ph.D.
level candidate candidate candidate candidate candidate
(Language (English (English (Language (English
assessment & teaching teaching assessment teaching
evaluation) instruction & instruction & & instruction &
curriculum curriculum evaluation) curriculum
development) development) development)
4. Occupation Language Language Linguist Language Language
teacher teacher teacher teacher
5. Years of being 1-5 6-10 1-5 1-5 6-10
in the
occupation
6. First Thai Thai Thai Thai Thai
language(L1)
7. Duration of > 16 11-15 > 16 > 16 > 16
English study
(years)
8. Level of English Very good Good Good Very good Native-like/
proficiency Near native
9. Formal rater No No No No No
training and
the course
name(s)
10. Exposure to Much Some Some Much Much
various
English native
speakers’
accents
11. Exposure to Some Much Some Very much Very much
Asian English

accents
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12. Exposure to
European
English
accents

13. Degree of
familiarity
with linguistic
terms

14. Degree of

familiarity with
aviation
operations and
aeronautical
communication

15. Experience in
language
assessment

16. Familiarity
with using
language
descriptors

17. Familiarity
with ICAO
language
proficiency
rating scale

18. Frequency of
consulting the
details of each
ICAO
descriptor in
Doc. 9835
before
listening to the
speech samples

19. Frequency of
consulting the
details of each
ICAO
descriptor in
Doc. 9835
during
listening to the
speech
samples

20. Frequency of
consulting the
details of each
ICAO
descriptor in
Doc. 9835 after
listening to the
speech samples

21. Frequency of
listening to the
given speech

Little

Much

Little

Very much

Very much

None

Sometimes

Sometimes

Always

Sometimes

Little

Some

Little

Some

Much

Little

Rarely

Never

Never

Sometimes

Some

Some

Little

Some

Much

None

Sometimes

Sometimes

Sometimes

Sometimes

Some

Much

Some

Much

Much

None

Always

Always

Always

Frequently

Some

Much

Little

Much

Some

Little

Rarely

Frequently

Frequently

Frequently




105

samples before
giving the final
score

22. Frequency of
taking notes
while rating

23. Frequency of
stopping the
tapes for any
reason while
rating

24. Frequency of
stopping to
listen for
certain parts
from the
speech samples

25. Frequency of
concentrating
on errors
made by the
speaker

26. Frequency of
considering the
relatedness/rel
evance of the
content as a
factor in your
rating

27. Having been
busy lately?

28. Feeling bored/
exhausted/
tired during
rating?

29. Having any
short-term
ailments?

30. Having any
long-term
ailments?

31. Having a good
sleep/rest last
night?

32. Had enough
sleep/rest?

33. Was the room
too cold?

34. Was the room
too warm?

35. Was the room
too dark?

36. Was the room
too lighted?

37. Was the room

Always

Sometimes

Sometimes

Sometimes

Always

Yes

No

No

No

Yes

Yes
No
No
No
No

No

Frequently

Sometimes

Sometimes

Sometimes

Sometimes

Yes

Yes

No

No

Yes

Yes
No
No
No
No

No

Sometimes

Frequently

Frequently

Rarely

Sometimes

Yes

No

No

No

Yes

Yes
No
No
No
No

No

Frequently

Rarely

Rarely

Always

Always

Yes

Yes

No

No

Yes

Yes
No
No
No
No

No

Frequently

Rarely

Rarely

Sometimes

Always

Yes

No

No

No

Yes

Yes
No
No
No
No

No
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38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

too noisy?
Listening to
the given
speech sample
from the
beginning to
the end
without
stopping at
least once
before rating?
Weighting
each criterion
equally before
giving the final
score?
Considering
the quality of
the content the
candidates give
as a factor in
rating?

The test tasks
were easy?
The test tasks
were difficult?
The speech
samples were
too short?
The speech
samples were
too long?
Rating three
speech samples
consecutively
was too much?
The
interviewers/
interlocutors
tried to help/
accommodate
the candidate
during the
test?

The
interviewers/
interlocutors
performed
their jobs
appropriately/
effectively as
they should
have?

The
interviewers/

No

Yes

Yes

No

No

No

No

No

No

Yes

Yes

No

No

Yes

No

Yes

No

No

No

Yes

Yes

Yes

No

Yes

Yes

No

Yes

No

No

Yes

No

Yes

Yes

No

Yes

Yes

No

No

No

No

No

No

Yes

Yes

Yes

Yes

Yes

No

Yes

No

Yes

No

No

Yes

Yes
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interlocutors
attempted to
simplify their
speech to
facilitate the
candidates or
to match the
candidates’
level of
language?

49. Considering
the candidates’
age in rating?

50. Considering
the candidates’
gender in
rating?

51. Considering
the
global/overall
attitudes of the
candidates?

52. The
candidates
were nervous
during the
test?

53. Sympathize
for that
nervousness in
rating?

54. Comparing
the candidate
with other
candidates in
rating?

55. Every English
native speaker
must also be at
ICAO Level 67

56. Being at ICAO
Level 6
equivalent to
being an
English native
speaker?

57. Knowing that
the ‘cut-off’
score for this
ICAO
assessment is
level 47

58. Considering
the
consequence of
the candidates

No

No

No

Yes

Yes

No

No

Yes

No

No

No

No

No

Yes

No

Yes

No

No

No

No

No

Yes

Yes

Yes

No

Yes

No

No

No

No

No

No

No

No

No

Yes

No

No

Yes

Yes

No

No

No

Yes

Yes

Yes

No

No

Yes

No
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as pass or fail
in rating?

59. Considering No No No No No
changing the
scores already
given to them?

60. Considering as Yes Yes Yes Yes No
being a lenient
rater

61. Considering as No No No No Yes
being a harsh
rater

The data acquired from the operational/trained rater questionnaires disclosed that,
since Thai Airways has no female pilot, all of the operational/trained raters were males. They
aged between 31 to 40 years old. This whole group graduated with bachelor’s degrees in
various fields, none in the field of language or language-related. Two of them had experience
in the occupation between 11 to 15 years. The other two had less experience, which was
between 6 to 10 years. Only one had the least experience that was between 1 to 5 years. This
was the only rater group that three of them spoke English as their first language while the
other two were Thai. One of the two Thai studied English for more than 16 years and
considered his English proficiency as ‘very good’. The other studied English between 11 to
15 years and considered his English proficiency as ‘good’. All of them had formal rater
training. One rater went through TOEIC language proficiency interviewing/rating training
course in 2006 only. The other one was trained by TRAINAIR Standardized Training
Packages (STPs) interviewer/rater training course organized by Civil Aviation Training
Center (CATC) in 2007. The remaining three took both rater training courses.

Their levels of exposure to various English native speakers’ accents were rather high
as ‘very much’ (4) and ‘much’ (1). Their degrees of exposure to Asian English accents were
also high as two ‘much’ and three ‘very much’. They seemed to be less familiar with the
European English accents since two of them answered their degrees as ‘much’ while the
other two as ‘some’. Only one considered his as ‘very much’. Perhaps, because they had no
educational background in language or linguistic, they modestly considered their degrees of
familiarity with linguistic terms as ‘little’ (1) and ‘some’ (3). Only one rater answered this as

‘much’. On the contrary, four raters in this batch referred to their familiarity with aviation



109

operations and aeronautical communication as ‘very much’. Only one rater considered it as
‘much’. When being asked about their experience in language assessment, two raters
answered ‘very much’, and the other three answered ‘some’. Their degrees of familiarity
with using language descriptors were two ‘much’ and three ‘some’. Two raters in this group
put their familiarity with the ICAO language proficiency rating scale as ‘much’ while the

other two as ‘some’. Only one rater considered his as ‘very much’.

Three operational/trained raters answered that they ‘frequently’ consulted the details
of each ICAO descriptor before listening to the speech samples. One ‘always’ did it and
another ‘rarely’ did it. Three raters ‘frequently’ checked the details during listening. One
‘always’ did it and the same guy who ‘rarely’ did it before listening also ‘rarely’ did it during
listening. After listening, three raters ‘frequently’ turned to the details of the ICAO
descriptors. The other two ‘always’ checked it after listening. Three raters ‘sometimes’
listened to the speech samples before giving their final scores. The other two ‘always’ did it.
Three raters ‘always’ took notes while rating. One did it ‘frequently’ and one ‘sometimes’
did it. No rater in this group took notes at all. Two raters ‘frequently’ stopped the tapes for a
reason while rating. The other two did it ‘sometimes’ and one ‘rarely’ stopped it. Three raters
in this group ‘sometimes’ stopped to listen for certain parts of the samples. One ‘rarely’ did it
while another ‘frequently’ stopped it. Three raters accepted that they ‘frequently’
concentrated on the errors made by the candidates. The other two did it ‘sometimes’. Two
raters answered that they ‘frequently’ considered the relevance of the content as a factor in
their ratings while the other two did it ‘sometimes’. Only one rater said that he ‘never’

considered it as a factor in his rating.

All operational/trained raters said that they had been busy recently before rating.
Three raters admitted that they felt bored/exhausted/tired during rating. The others said ‘no’.
One rater in this group said that he had some kind of short ailments but none had long term
ones. One of them remarked that he did not have well and enough rest before rating. One
complained about the setting as being too cold but no one found it too warm, too dark, or too
lighted. Only one rater said that the room was too noisy. Two raters did not listen to the

speech samples from the beginning to the end without stopping at least once while the other
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three did. Four raters admitted that they weighted each criterion equally before giving the
final score. However, one rater admitted that he did not weight each criterion equally. Two of
them also accepted that they considered the quality of the content the candidates gave as a
factor in their ratings. Three did not. Two of them thought that the test tasks were easy. The
others did not think so. None thought that the test tasks were difficult. One rater thought that
the speech samples were too short while no one thought that they were too long. Four raters
felt that rating three speech samples consecutively was too much while only one did not. All
raters thought that the interlocutors performed their jobs appropriately, though two raters
thought that they tried to help/accommodate the candidates and three raters thought that they

tried to simplify the speech to facilitate the candidates.

No operational/trained rater considered the candidates’ age, gender, and overall
attitudes in their ratings. All raters felt that the candidates were nervous during testing but
only one of them said that he sympathized for it in his ratings. It is very interesting to find out
that majority of the raters (four) declared that they compared a candidate with other
candidates. Only one did not. One rater thought that English native speakers and ICAO level
6 were equivalent and vice versa. All raters said that they knew about the ICAO-required
‘cut-off” score and two of them accepted they considered the consequences of the candidates
as pass/fail in their ratings. One rater considered changing the scores he already gave. Two
raters considered himself as lenient while only one considered himself as a harsh rater.

The summary of the operational/trained raters’ answers to the questionnaire is shown
in Table 4.17 below:

Table 4.17: Operational/Trained Raters’ answers to the questionnaire

oT1 oT2 OT3 0T4 OT5
1. Gender Male Male Male Male Male
2. Age (Years) 31-40 31-40 31-40 31-40 31-40
3. Educational B.A. B.B.A. B.B.A. B.Arch. B.B.A.
level (Education) (Aerospace (General (Architecture)  (Management)
administration)  management)
4. Occupation Pilot Pilot Pilot Pilot Pilot
(Airline pilot) (Airline pilot) (Airline pilot)  (Airline pilot)  (Airline pilot)
5. Years of being 1-5 11-15 6-10 11-15 6-10

in the
occupation
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6. First
language(L.1)

7. Duration of
English study
(years)

8. Level of English
proficiency

9. Formal rater
training and
the course
name(s)

10. Exposure to
various
English native
speakers’
accents

11. Exposure to
Asian English
accents

12. Exposure to
European
English
accents

13. Degree of
familiarity
with linguistic
terms

14. Degree of

familiarity with
aviation
operations and
aeronautical
communication

15. Experience in
language
assessment

16. Familiarity
with using
language
descriptors

17. Familiarity
with ICAO
language
proficiency
rating scale

18. Frequency of
consulting the
details of each
ICAO
descriptor in
Doc. 9835
before
listening to the
speech samples

19. Frequency of
consulting the

English

N.A.

N.A.

Yes
©))

Very much

Much

Some

Little

Much

Some

Some

Some

Frequently

Always

English

N.A.

N.A.

Yes
@

Very much

Much

Much

Some

Very much

Some

Some

Some

Frequently

Frequently

English

N.A.

N.A.

Yes
©))

Very much

Very much

Very much

Much

Very much

Very much

Much

Much

Always

Frequently

Thai

11-15

Good

Yes
2

Much

Very much

Some

Some

Very much

Some

Some

Much

Rarely

Rarely

Thai

>16

Very good

Yes
©))

Very much

Very much

Much

Some

Very much

Very much

Much

Very much

Frequently

Frequently
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20.

21,

22,

23.

24,

25.

26.

27.

28.

29.

details of each
ICAO
descriptor in
Doc. 9835
during
listening to the
speech
samples

Frequency of
consulting the
details of each
ICAO
descriptor in
Doc. 9835 after
listening to the
speech samples
Frequency of
listening to the
given speech
samples before
giving the final
score
Frequency of
taking notes
while rating
Frequency of
stopping the
tapes for any
reason while
rating
Frequency of
stopping to
listen for
certain parts
from the
speech samples
Frequency of
concentrating
on errors
made by the
speaker
Frequency of
considering the
relatedness/rel
evance of the
content as a
factor in your
rating

Having been
busy lately?
Feeling bored/
exhausted/
tired during
rating?
Having any

Always

Always

Always

Always

Rarely

Sometimes

Never

Yes

No

No

Frequently

Always

Always

Frequently

Frequently

Sometimes

Sometimes

Yes

Yes

No

Always

Sometimes

Always

Sometimes

Sometimes

Frequently

Frequently

Yes

Yes

Yes

Frequently

Sometimes

Frequently

Rarely

Sometimes

Frequently

Sometimes

Yes

Yes

No

Frequently

Sometimes

Sometimes

Sometimes

Sometimes

Frequently

Frequently

Yes

No

No
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short term
ailments?

30. Having any
long term
ailments?

31. Having a good
sleep/rest last
night?

32. Had enough
sleep/rest?

33. Was the room
too cold?

34. Was the room
too warm?

35. Was the room
too dark?

36. Was the room
too lighted?
37. Was the room

too noisy?

38. Listening to
the given
speech sample
from the
beginning to
the end
without
stopping at
least once
before rating?

39. Weighting
each criterion
equally before
giving the final
score?

40. Considering
the quality of
the content the
candidates give
as a factor in
rating?

41. The test tasks
were easy?

42. The test tasks
were difficult?

43. The speech
samples were
too short?

44. The speech
samples were
too long?

45, Rating three
speech samples
consecutively
was too much?

No

Yes

Yes

No

No

No

No

No

Yes

Yes

No

No

No

No

No

Yes

No

Yes

Yes

No

No

No

No

No

No

Yes

No

Yes

No

No

No

Yes

No

No

No

Yes

No

No

No

Yes

No

Yes

Yes

No

No

No

No

Yes

No

Yes

Yes

No

No

No

No

No

Yes

No

No

No

No

Yes

No

Yes

No

Yes

Yes

Yes

No

No

No

No

Yes

Yes

Yes

Yes

No

No

No

No
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46. The
interviewers/
interlocutors
tried to help/
accommodate
the candidate
during the
test?

47. The
interviewers/
interlocutors
performed
their jobs
appropriately/
effectively as
they should
have?

48. The
interviewers/
interlocutors
attempted to
simplify their
speech to
facilitate the
candidates or
to match the
candidates’
level of
language?

49. Considering
the candidates
age in rating?

50. Considering
the candidates’
gender in
rating?

51. Considering
the
global/overall
attitudes of the
candidates?

52. The
candidates
were nervous
during the
test?

53. Sympathize
for that
Nervousness in
rating?

54, Comparing
the candidate
with other
candidates in
rating?

9

No

Yes

No

No

No

No

Yes

No

No

Yes

Yes

Yes

No

No

No

Yes

No

Yes

No

Yes

Yes

No

No

No

Yes

No

Yes

Yes

Yes

Yes

No

No

No

Yes

Yes

Yes

No

Yes

No

No

No

No

Yes

No

Yes
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55. Every English Yes No No No No
native speaker
must also be at
ICAO Level 6?
56. Being at ICAO Yes No No No No
Level 6
equivalent to
being an
English native
speaker?
57. Knowing that Yes Yes Yes Yes Yes
the ‘cut-off’
score for this
ICAO
assessment is
level 4?
58. Considering No No Yes Yes No
the
consequence of
the candidates
as pass or fail
in rating?
59. Considering No No No Yes No
changing the
scores already
given to them?
60. Considering as No Yes No No Yes
being a lenient
rater
61. Considering as No No No Yes No
being a harsh
rater

(1) TOEIC language proficiency interviewer/rater training course in 2006

(2) TRAINAIR Standardized Training Packages (STPs) interviewer/rater training course organized by Civil
Aviation Training Center (CATC) in 2009.

(3) TOEIC language proficiency interviewing/rating training course in 2006 & TRAINAIR Standardized
Training Packages (STPs) interviewer/rater training course organized by Civil Aviation Training Center
(CATC) in 20009.

The data taken from the operational/untrained rater questionnaires showed that,
similar to the operational/trained raters, all operational/untrained raters were male. Three of
them aged between 31 to 40 years while the other two were between 41-50 years. Four held
master’s degrees. Among these, three had M.B.A. and the other had a Master of Landscape
Architecture. The only operational/untrained rater graduated with a bachelor’s degree in

veterinary medicine. Again, none was in the field of language or language-related. This



116

group of raters had a mixed experience in the occupation. The veteran one had 21 to 25 years
of experience while one had 16 to 20 years, another had 6 to 10 years and the other two had
just 1 to 5 years. All of their first languages were Thai. Three raters studied English for more
than 16 years and the other two did it between 11 to 15 years. Three of them considered their
English proficiency as ‘very good’. The other two considered theirs as ‘good’. None had any

formal rater training.

Their levels of exposure to various English native speakers’ accents were quite high
as ‘much’ (4) and only one considered his as ‘some’. Their degrees of exposure to Asian
English accents seemed to be higher as one ‘very much’ and four ‘much’. They appeared to
be less familiar with the European English accents since two of them rated their degrees as
‘much’ while the other two as ‘little’. Only one thought of his as ‘some’. Possibly because of
the same reason as the operational/trained rater that they had no educational background in
language or linguistic, two raters considered their degrees of familiarity with linguistic terms
as ‘none’, the other two as ‘little’ and only one as ‘some’. On the contrary, two raters in this
batch referred to their familiarity with aviation operations and aeronautical communication as
‘very much’, two as ‘much’ and one as ‘some’. When being asked about their experience in
language assessment, two raters answered ‘little’, one answered ‘some’ and one ‘none’. It
was worth noting that an operational/untrained rater judged his experience in language
assessment as ‘much’. Their degrees of familiarity with using language descriptors were:
three ‘little’, one ‘some’ and one ‘none’. Three raters in this group put their familiarity with

the ICAO language proficiency rating scale as ‘some’, one as ‘little and one as ‘much’.

Three operational/untrained raters answered that they ‘sometimes’ consulted the
details of each ICAO descriptor before listening to the speech samples. One did it
‘frequently’ and another ‘rarely’ did it. Two raters ‘frequently’ checked the details during
listening. The other two did it ‘sometimes’ and another ‘rarely’ did it. After listening three
raters ‘frequently’ turned to the details of ICAO descriptors. One did it ‘sometimes’ and
another ‘never’ did it. Two raters ‘frequently’ took notes while rating. One did it
‘sometimes’; one ‘always’ did it and one ‘never’ took notes at all. Two raters stopped the

tape for a reason while rating. The other two ‘rarely’ did it and there was a rater who ‘never’
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stopped it. Three raters in this group ‘rarely’ stopped to listen for certain parts of the samples.
One did it ‘sometimes’ while another ‘never’ stopped it. Two raters accepted that they
‘frequently’ concentrated on the errors made by the candidates. The other two did it
‘sometimes’ and one ‘always’ did it. The majority of three raters answered that they ‘always’
considered the relevance of the content as a factor in their ratings while the other two did it

‘sometimes’.

Three operational/untrained raters said that they had been busy lately while the other
two said ‘no’. Only one rater admitted that he felt bored/exhausted/tired during rating. The
others said ‘no’. None of the raters in this group had either short or long term ailments. All of
them had good and enough rest before rating. No one complained about the setting as being
too warm, too dark, or too lighted. Only one rater said that the room was noisy. Three raters
did not listen to the speech samples from the beginning to the end without stopping at least
once while the other two did. Every rater admitted that he weighted each criterion equally
before giving the final score. All of them also accepted that they considered the quality of the
content the candidates gave as a factor in their ratings. None of them thought that the test
tasks were easy. However, one in five raters thought that the test tasks were difficult while
the others did not think so. No one thought that the speech samples were too short. On the
contrary, two thought that they were too long. Three raters felt that rating three speech
samples consecutively was too much while the other two did not. All raters thought that the
interlocutors performed their jobs appropriately, though two raters thought that they tried to
help/accommodate the candidates and three raters thought that they tried to simplify the

speech to facilitate the candidates.

One operational/untrained rater admitted that he considered the candidates’ age in his
rating but no one said that he considered the candidates’ gender. Two raters accepted to
consider the candidates’ overall attitudes while the other three did not. Almost all (four)
raters felt that the candidates were nervous during testing. Two of them said that they also
sympathized for this in their ratings. The other two did not. The majority of the raters (four)
declared that they compared one candidate with the other candidates. Only one did not. No

rater thought that English native speakers and ICAQ level 6 were equivalent and vice versa.
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Four raters said that they knew about the ICAO-required ‘cut-off” score and the same raters
accepted they considered the consequences of the candidates as pass/fail in their ratings.
Only one rater neither knew nor considered it. Nobody considered changing the scores they
already gave. Only one rater considered himself as lenient while three raters considered

themselves as harsh raters.

The summary of the operational/untrained raters’ answers to the questionnaire iS

shown in Table 4.18 below:

Table 4.18: Operational/Untrained Raters’ answers to the questionnaire

ou1l ou2 0ou3 ou4 ou5
1. Gender Male Male Male Male Male
2. Age (Years) 31-40 41-50 31-40 31-40 41-50
3. Educational M.B.A. B.Vet.med. M.B.A. M.L.A. M.AM.
level (General (Veterinary (General (Landscape (Aviation
admin.) medicine) management) architecture) management)
4. Occupation Pilot Pilot Pilot Pilot Pilot
(Airline pilot) (Airline pilot) (Airline pilot)  (Airline pilot)  (Airline pilot)
5. Years of being 6-10 16-20 1-5 1-5 21-25
in the
occupation
6. First Thai Thai Thai Thai Thai
language(L.1)
7. Duration of 11-15 >16 11-15 >16 >16
English study
(years)
8. Level of English Very good Good Very good Very good Good
proficiency
9. Formal rater No No No No No
training and
the course
name(s)
10. Exposure to Some Much Much Much Much
various
English native
speakers’
accents
11. Exposure to Very much Much Much Much Much
Asian English
accents
12. Exposure to Much Much Little Little Some
European
English
accents
13. Degree of None None Some Little Little
familiarity

with linguistic




119

terms
14. Degree of Some Very much Much Very much Much
familiarity with
aviation
operations and
aeronautical
communication
15. Experience in Little Some None Much Little
language
assessment
16. Familiarity Little None Little Some Little
with using
language
descriptors
17. Familiarity Some Some Little Much Some
with ICAO
language
proficiency
rating scale
18. Frequency of Sometimes Rarely Sometimes Sometimes Frequently
consulting the
details of each
ICAO
descriptor in
Doc. 9835
before
listening to the
speech samples

19. Frequency of Sometimes Sometimes Frequently Rarely Frequently
consulting the
details of each
ICAO
descriptor in
Doc. 9835
during
listening to the
speech
samples
20. Frequency of Sometimes Frequently Frequently Never Frequently
consulting the
details of each
ICAO
descriptor in
Doc. 9835 after
listening to the
speech samples
21. Frequency of Sometimes Never Never Some-times Frequently
listening to the
given speech
samples before
giving the final
score
22. Frequency of Frequently Never Frequently Always Sometimes
taking notes
while rating
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23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

Frequency of
stopping the
tapes for any
reason while
rating
Frequency of
stopping to
listen for
certain parts
from the
speech samples
Frequency of
concentrating
on errors
made by the
speaker

Frequency of
considering the
relatedness/rel
evance of the
content as a
factor in your
rating

Having been
busy lately?
Feeling bored/
exhausted/
tired during
rating?
Having any
short term
ailments?
Having any
long term
ailments?
Having a good
sleep/rest last
night?

Had enough
sleep/rest?
Was the room
too cold?

Was the room
too warm?
Was the room
too dark?
Was the room
too lighted?
Was the room
too noisy?
Listening to
the given
speech sample
from the
beginning to

Sometimes

Sometimes

Frequently

Sometimes

No

No

No

No

Yes

Yes
Yes
No
No
No
No

No

Never

Never

Always

Always

No

Yes

No

No

Yes

Yes
No
No
No
No
No

Yes

Rarely

Rarely

Sometimes

Always

Yes

No

No

No

Yes

Yes
No
No
No
No
No

No

Rarely

Rarely

Frequently

Always

Yes

No

No

No

Yes

Yes
No
No
No
No

Yes

Yes

Sometimes

Rarely

Sometimes

Sometimes

Yes

No

No

No

Yes

Yes
No
No
No
No
No

No
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the end
without
stopping at
least once

before rating?

39. Weighting

each criterion
equally before
giving the final

score?
40. Considering
the quality of

the content the
candidates give

as a factor in
rating?

41. The test tasks

were easy?

42. The test tasks
were difficult?

43. The speech
samples were
too short?

44, The speech
samples were
too long?

45. Rating three

speech samples

consecutively

was too much?

46. The
interviewers/
interlocutors
tried to help/

accommodate

the candidate
during the
test?

47. The
interviewers/
interlocutors
performed
their jobs

appropriately/

effectively as
they should
have?

48. The
interviewers/
interlocutors
attempted to
simplify their
speech to
facilitate the
candidates or

Yes

Yes

No

No

No

Yes

No

No

Yes

No

Yes

Yes

No

No

No

No

Yes

No

Yes

Yes

Yes

Yes

No

No

No

Yes

No

No

Yes

No

Yes

Yes

No

No

No

No

Yes

Yes

Yes

Yes

Yes

Yes

No

Yes

No

No

No

Yes

Yes

Yes
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to match the
candidates’
level of
language?

49. Considering
the candidates’
age in rating?

50. Considering
the candidates’
gender in
rating?

51. Considering
the
global/overall
attitudes of the
candidates?

52. The
candidates
were nervous
during the
test?

53. Sympathize
for that
nervousness in
rating?

54. Comparing
the candidate
with other
candidates in
rating?

55. Every English
native speaker
must also be at
ICAO Level 67

56. Being at ICAO
Level 6
equivalent to
being an
English native
speaker?

57. Knowing that
the ‘cut-off’
score for this
ICAO
assessment is
level 4?

58. Considering
the
consequence of
the candidates
as pass or fail
in rating?

59. Considering
changing the
scores already

No

No

No

No

N.A.

Yes

No

No

Yes

Yes

No

No

No

No

Yes

No

No

No

No

Yes

Yes

No

No

No

Yes

Yes

No

Yes

No

No

No

No

No

Yes

No

Yes

Yes

Yes

Yes

No

No

Yes

Yes

No

No

No

No

Yes

Yes

Yes

No

No

Yes

Yes

No
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given them?

60. Considering as No No No Yes No
being a lenient
rater

61. Considering as No Yes Yes Yes No
being a harsh
rater

As for the raters’ remarks or the statements of raters’ opinions concerning the
candidates’ performance given by the raters, they were written by each rater after listening to
each speech sample. They were grouped by each criterion and shown in Appendix F, G, and
H.

Section Three: Results and discussion concerning the factors affecting the raters’

decision-making

In this section, the content analysis was employed to examine the factors that might

influence the raters’ decision-making. Those factors are shown in the tables as follows:



Table 4.19 shows the educational backgrounds of the linguistic/trained raters if they were English or language related.

Table 4.19: Educational backgrounds of the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
1.English/language X X X X X LTI: “Bachelor of Arts majored in English.”
related

LT2: “I graduated with Bachelor of Arts majored in
Linguistics and Master of Arts majoring in Teaching.
Now I'm a Ph.D. candidate in Linguistics.”

LT3: “I graduated with a bachelor’s degree which is
Bachelor of Arts majored in English and two master’s
degrees — one is Master of Science majored in
Education and the other is Master of Arts majored in
English Teaching.”

LT4: “Bachelor of Education majored in English
teaching.”

LT5: “I graduated with a bachelor’s degree in
Education and a master’s degree in Linguistics. I am
also currently a Ph.D. student in Education, majoring
in higher education.”

All of the linguistic/trained raters graduated with at least a degree in English or linguistics or English-related i.e. English

teaching. That means all of them have foundation of language and/or English. Two of them (LT1 and LT4) hold a bachelor’s degree
while one has two master’s degrees (LT3) and the other two (LT2 and LT5) are studying for Ph.D.
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Table 4.20 shows the educational backgrounds of the linguistic/untrained raters if they were English or language related.

Table 4.20: Educational backgrounds of the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5S
Yes No Yes No Yes No Yes No Yes No
1.English/language X X X X X LUI: “I graduated with Bachelor of Arts majoring in

related

English. Master of Arts majored in Teaching English
as a Second language. Now I'm a Ph.D. candidate in
the English as an international language program
majoring in Language Assessment and Evaluation.”

LU2: “Bachelor of Arts majored in English and
Master of Arts majoring in Language and Culture for
Communication. | also got a Diploma in Applied
Linguistics. Now I'm a Ph.D. candidate in the English
as an international language program majoring in
English language instructions.”

LU3: “I graduated with a bachelor’s and a master’s
degree in English language. Now I'm doing my Ph.D.
in English as an international language program
majoring in instructions.”

LU4: “I graduated with a bachelor’s degree in
English teaching and a master’s degree in language
assessment and evaluation. I'm now studying for a
Ph.D. in the English as an international language
program majoring in the same field - language
assessment and evaluation.”

GZT



LUS: “I am a Ph.D. candidate in the English as an
international language program majoring in English
teaching instructions and curriculum development.
Before this | graduated with Master of Arts in
Teaching English as a foreign language and a
bachelor’s degree in Business English.”

All of the linguistic/untrained raters are Ph.D. candidates in the English as an international language program. Three of them
(LU2, LU3 and LUS5) are majoring in teaching instructions while the other two (LU1 and LU4) are in language assessment and
evaluation.

Table 4.21 shows the educational backgrounds of the operational/trained raters if they were English or language related.

Table 4.21: Educational backgrounds of the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

1.English/language X X X X X  OTI: “Bachelor’s degree in Education majored in
General education.

2

related

OT2: “I graduated with Bachelor of Science majored
in Aerospace Administration, specialized in Airline
management and Airport management.”

OT3: “B.B.A. in General management”

OT4: “I graduated with a bachelor’s degree in

9CT



Architecture. Before studying in the university, |1 was
an AFS scholar studying in the USA for one year. It
was in the state of Georgia.”

OT5: “It was in management.” “Yes. BBA”

The raters in the operational/trained group graduated in three different fields. Three raters have knowledge in management.
Two have BBA (Bachelor of Business Administration). Even though one rater has a bachelor’s degree of science, his major is also in
management (Aerospace Administration). One has his background in architecture while another in education. It is worth noting that
three raters in this category (OT1, OT2 & OT3) consider English as their first language and requested to conduct the interview in
English. Another rater (OT5) did the same by requesting to speak English during the interview though his first language is Thai.

Table 4.22 shows the educational backgrounds of the operational/untrained raters if they were English or language related.

Table 4.22: Educational backgrounds of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
ou1l ou2 OuU3 ouU4 OuU5
Yes No Yes No Yes No Yes No Yes No

1.English/language X X X X X OUl: “I graduated with Bachelor of Engineering
majored in Electrical Engineering and also M.B.A. in
related B
General Management.

OU2: “I graduated with a bachelor’s degree in
Veterinary Medicine.”

OU3: “I graduated with a bachelor’s degree in
Economics and a Master of Business Administration
in General management from the States.”

LCT



OU4: “I graduated with both the bachelor’s and the
master’s degrees in Landscape Architecture from
Australia.”

OUS:  “I graduated with bachelor’s degree in
Chemistry from University of Liverpool in the U.K.
and master’s degree in Aviation Management from
Griffith  University, Australia. It’s was distant
learning.”

The batch of operational/untrained raters has background in various fields. Four raters (OU1, OU3, OU4 and OU5) graduated
with master’s degrees. Even if three of them (OU1, OU3 and OUS5) have their master’s in management i.e. two (OU1 and OU3) have
MBA (Master of Business Administration) and one (OU5) specializes in aviation management, their first degrees are different. One
(OU1) is in engineering, one (OU3) in economics while another (OU5) in chemistry. One (OU4) has both his master’s and bachelor’s

degrees in architecture. The only rater with bachelor’s degree (OU2) graduated in veterinary medicine.

Table 4.23 shows the rating backgrounds of linguistic/trained raters if their education were rating related.

Table 4.23: Rating backgrounds of the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LTl LT2 LT3 LT4 LT5
Yes No Yes No Yes No Yes No Yes No
2. Educational X X X X X LT1: “No. It was just about English.”

background is LT2: “When [ studied for my Master’s degree in

rating related Teaching, it had something to do with assessment.” “It
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was a subject that covered everything in assessment
starting from test construction.” “It was to assess
students.”

LT3: “Yes, to assess the students. It’s something like
what I'm doing now. Sometimes they were recorded and
I rated them later.”

LT4: “Partly because we’d have some background in
English language foundation so we can see if they have
rigid basic English foundation. We studied sort of
achievement test for students, not proficiency test like
this.”

LTS: “It was sort of achievement test when [ studied in
education. | did that with my students but there was
nothing concerned rating when I studied linguistics.”

None of the linguistic/trained raters has direct relationship of proficiency rating with their educational background. Though
those who have background in teaching did a kind of assessment with their students, it was an achievement test — not proficiency test.
They were trained to be raters in proficiency tests after their graduation.

Table 4.24 shows the rating backgrounds of the linguistic/untrained raters if their education were rating related.
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Table 4.24: Rating backgrounds of the linguistic/untrained raters (LU)

Sub-themes

Rater
LUl

Rater
LU2

Rater
LU3

Rater
LU4

Rater
LUS

Yes No Yes No Yes No Yes No Yes No

Meaning units

2. Educational
background is

rating related

X

X

X

X

X

LUL: “Partly. I studied about the principles of rating.”

LU2: “Yes. Most of it concerned student assessment, a
kind of achievement test.”

LU3: “Yes, in a way, for example those terms used in the
descriptors such as ‘style’. If I didn’t study in linguistics, |
wouldn’t know what ‘style’ means or what the correct
grammar is.” “But I've never done rating like those
studying in teaching who used to assess their students.”

LU4: “Yes, in terms of assessment.”

LUS: “No, not directly.” “In the track of teaching, |
studied mostly in teaching curriculum and teaching
methodology. | studied some in assessment but not in
details, just to know, okay, this is holistic, what the scale
is, but not the test design or sort of things like that.” “We
tried to make most of our practical student assessment in
the form of objective assessment because it affected the
student grades.” “If it is subjective assessment, it would
be a formal test because it would be difficult to assess.”

Despite the fact that two of the linguistic/untrained raters (LU1 and LU4) are Ph.D. students in language assessment and

evaluation, they never conducted any kind of proficiency rating before. They just have some knowledge in the assessment principles.

For the other three who are Ph.D. students in the field of instructions (LU2, LU3 and LU5), one (LU2) did some kind of achievement
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testing while another (LU5) “studied some in assessment but not in details”. Another rater (LU3) just understands some terms used in

the descriptors e.g. ‘style’. The rating they did in this study was their first ‘real time’ rating.

Table 4.25 shows the rating backgrounds of the linguistic/trained raters if their education were rating related.

Table 4.25: Rating backgrounds of the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater
OoT1 OoT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

Meaning units

2. Educational X X X X X
background is

rating related

OT1: “No, not rating.” “l had to develop a test but it was
mainly for elementary school level. It was quite relaxed.
We had to take a course in assigning the proper value
according to elementary school or high school or grade
level they were trying to specialize in or to be in that.” “I
felt more comfortable when it was the absolute numbers or
the one done by percentage whether right or wrong.” “I
felt uncomfortable when it came to more of the opinion-
based assessment.”

OT2: “No, not at all.”

OT3: “Idon’t think so.”

OT4: “No.”

OTS5: “No. It was definitely different scope, different
field.” “At least we had some assessments of the students

but not about the language. It was some other kind of
assessment.”
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In spite of being the operational/trained raters, none of the raters in this family has relationship between their educational

background and the rating. All of them were trained to be raters afterwards.

Table 4.26 shows the rating backgrounds of the operational/untrained raters if their education were rating related.

Table 4.26: Rating backgrounds of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater
ou1l ou2 ous3 ou4 Ou5

Yes No Yes No Yes No Yes No Yes No

Meaning units

2. Educational background is X X X X X

rating related

OU1:

ouz:

Oua:

Ou4:

OU5:

“No.”
“No.”
“No.”
“No. Nothing concerns rating.”

“NO_ »»

Similar to the operational/trained raters, the operational/untrained raters have no relationship between their educational

background and rating. The difference between them is that the operational/untrained raters never get any kind of rater training.

Table 4.27 shows the mental conditions of the linguistic/trained raters if they were busy lately.
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Table 4.27: Mental conditions affected by being busy of the linguistic/trained raters (LT)

Sub- Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
themes
Yes No Yes No Yes No Yes No Yes No
3. Being X X X X X LT1: “Yes. I was busy checking and scoring the ATT pilot
busy English exam papers.” “If it has any effect on this rating, I think
lately it has a positive effect because it makes me more familiar with

the rating process especially with the criteria such as structure
and vocabulary. Even though they re not exactly the same, they
still have something in common. That makes my today rating
faster.”

LT2: “Yes, very busy (laughter).” “Both at home and in the
office.”

LT3: “There are many courses now. I teach around three days a
week. It’s busy as usual.”

LT4: “Yes, as usual. Most of them are job-related such as
budgeting.”

LT5: “Yes. It’s about my routine work. Today is the first day of
my present course.”’

All of the linguistic/trained raters admitted that they were busy with either or both their routine jobs and other personal

business e.g. their families.

Table 4.28 shows the mental conditions of the linguistic/untrained raters if they were busy lately.
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Table 4.28: Mental conditions affected by being busy of the linguistic/untrained raters (LU)

Sub- Rater Rater Rater Rater Rater Meaning units
themes LUl LU2 LU3 LU4 LUS
Yes No Yes No Yes No Yes No Yes No
3. Being X X X X X LUL: “Yes. My two dogs that I love very much died in a row,

one in April and the other in May. I wasn’t actually busy but it

busy latel . "
y y was rather tragic to me.

LU2: “Yes. Both teaching and conducting research.”

LU3: “No, not at all. I'm just dealing with my study, my
research.”

LU4: “Yes, with my study. There are a lot of reading and
writing. I'm married but haven’t got any child so now I'm
spending most of my time with my Ph.D. study.”

LUS: “Very busy both my administrative duties and my Ph.D.
study.”

Almost all of the raters (LU2, LU4 and LUS5) in the group of linguistic/untrained said that they were busy with their study. One
rater (LU1) stated her grief over the death of her two dogs. Only one rater (LU3) did not say that she was busy.

Table 4.29 shows the mental conditions of the operational/trained raters if they were busy lately.
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Table 4.29: Mental conditions affected by being busy of the operational/trained raters (OT)

Sub- Rater Rater Rater Rater Rater Meaning units
themes OT1 oT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No
3. Being X X X X X OT1: “I've been busy, not at work but at family oriented, not
work-related.”
busy
lately OT2: “Sort of busy.”

OT3: “Yes.” “Family and relatives. Family business.”

OT4: “Yes, quite busy. I'm under the process of pre-evaluation
to be a captain candidate.”

OT5: “Busy? Yes. Well, I switch between flying and interviewing.
So on the days off I'd come in and do the interviews. This month [
fly almost a hundred hours. Right now iz’s about eighty-five and |
have two more flights to go.” “Just for this month because last
month they took two weeks off of my schedule for attending the

2

course.

All operational/trained raters said that they were busy with something. If not their flight duties, it was their family business.

Table 4.30 shows the mental conditions of the operational/untrained raters if they were busy lately.
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Table 4.30: Mental conditions affected by being busy of the operational/untrained raters (OU)

Sub- Rater Rater Rater Rater Rater Meaning units
themes Ooul ou2 Oou3 ou4 OouU5
Yes No Yes No Yes No Yes No Yes No

3. Being X X X X X OUL: “Not quite. Not much flying.”
busy lately
OU2: “No. There’s nothing special.”

OU3: “Yes, with some personal business. I'm going to get
married. I'm preparing for my wedding ceremony.”

OU4: “Yes. I just moved to my new house recently. My wife is
pregnant and I'm expecting a baby. My younger brother just got
married and we had his wedding ceremony. Yes, I'm quite
busy.” (Laughter)

OUS: “Busy but not specially. Just some personal business such
as getting the car repaired and household activities like fixing
the broken water pipe.”

Two of the raters (OU1 and OU2) in the operational/untrained family did not think that they were busy. The other three (OU3,
OU4 and OU5) were busy with their family matters.

Table 4.31 shows the mental conditions of the operational/trained raters if they returned from their last flight more than 24

hours.
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Table 4.31: Mental conditions affected by their last flights of the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OoT2 OT3 OoT4 OT5
Yes No Yes No Yes No Yes No Yes No

4. Returning from his X X X X x OT1: “Five days ago.” “That was Munich.”
last flight OT2: “It was yesterday at 6.30 p.m. from
more than 24 hours Kathmandu.”

OT3: “Last flight I went to Oslo and came back
four days ago.”

OT4: “Just at 7 a.m. this morning.”

OTS: “Last night from Brisbane.” “It arrived at
835p.m.”

Two raters (OT1 and OT3) in the operational/trained group returned from their last flights more than three days ago. The other
two (OT2 and OT5) came back the day before the rating. Only one rater (OT4) just returned from his last flight in the morning of the
rating day.

Table 4.32 shows the mental conditions of the operational/untrained raters if they returned from their last flight more than 24

hours.

LET



Table 4.32: Mental conditions affected by their last flights of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
Ou1l ou2 Oou3 ou4 Ou5
Yes No Yes No Yes No Yes No Yes No

4. Returning X X X X X OULl: “Yesterday.”
from his last
flight

more than 24

OU2: “Yesterday morning from Chiangmai.”

OU3: “Two days ago from Kansai Osaka.”

hours OU4: “It was more than a week ago, almost two weeks
because I asked for a leave to help prepare my brother’s

wedding ceremony.”

OUS: “It was yesterday afternoon from Kuala Lumpur.”

Three operational/untrained raters (OU1, OU2 and OU5) returned from their last flights a day before the rating. One (OU3)
arrived two days ago and the other one (OU4) came back “almost two weeks” ago.

Table 4.33 shows the mental conditions of the linguistic/trained raters if they felt bored/exhausted/tired during rating.

Table 4.33: Mental conditions affected by their boredom of the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT?2 LT3 LT4 LT5
Yes No Yes No Yes No Yes No Yes No
5. Feeling X X X X X LT1: “Yes but it wasn’t the kind of physical

tiredness. It was rather the kind of mental tiredness

bored/exhausted/tired that 1 had to comply with ICAO criteria and
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during rating

requirements which are clearly stated. | had to use
a lot of energy for that which made me feel tired.
Actually it was more like mental fatigue.”

LT2: “It was quite exhausted but not much because
I'm quite familiar with listening for this rating
purpose.”

LT3: “No, it was neither tiring nor boring because
I’'m used to this kind of job but my ears were hurt. |
wore the headphone too long but it wasn’t a
problem.” “Maybe a little exhausted because [
didn’t get up at all. Usually when I do the rating in
my office, I can have some snacks and walk around
and | normally rate two samples and then relax a
while but it was three samples. However, | went to
the toilet once.”

LT4: “No, not at all because I got involved with it.”

LTS: “What should I say? Let’s say I prefer doing
something else. I'm not happy rating so it made me
feel sick. Rating many people in a row also made
me feel tired. It’s more of boring than tiring
because I wasn’t happy doing it.”

Two linguistic/trained raters (LT2 & LT3) said that they were familiar with this kind of rating. So one of them (LT2) “was

quite exhausted but not much” while another (LT3) “was neither tiring nor boring”. One rater (LT4) denied any tiredness “because |

got involved with it.” LT1 was not ‘physically’ tired but she was ‘mentally’ tired because she used a lot of her energy “to comply with
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ICAOQ criteria and requirements which are clearly stated”. LTS5 was unique among the others to say that she “prefers doing something

else” and “It’s more of boring than tiring because I wasn’t happy doing it”.

Table 4.34 shows the mental conditions of the linguistic/untrained raters if they felt bored/exhausted/tired during rating.

Table 4.34: Mental conditions affected by their boredom of the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

5. Feeling X X X X X LUL: “Not really because I never did this before so

. it was sort of fun.” “It was quite interesting.”
bored/exhausted/tired f fi q g

during rating LU2: “Yes because I wasn’t sure how long it would
take and I wasn’t familiar with the test content. It
was also because I didn’t have confidence in myself
that I didn’t fully understand and then if I could rate
them correctly. 1 felt quite uncomfortable doing it.”
“I felt tired not because it took so long but because
I never saw the test before. The first time I listened
to the samples was also the time | had to rate
them.” “Rating three candidates was not tiring.”

LU3: “No, I was neither bored nor tired but it’s like
it was very long that some part they did good but
dropped in the next part. After finishing [ wasn’t
sure if they did fine or not. So | had to go back and
listened again.” “But I didn’t feel bored or tired. I
could keep doing it.” “I was sort of confused so I
couldn’t make up my mind how I should have
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awarded the scores. Should it be ‘three’ or ‘four’?
Something like that.” “Especially for the third
candidate, he seemed to be fluent in the first part so
| expected that he should have done that well in the
interview part but he happened to be unable to
convey his ideas smoothly. It looked like he had
problems with his grammar so he uttered unevenly.
That made me confused. Should I give him ‘three’
or ‘four’?”

LU4: “No, I didn’t feel bored rating these three
candidates but | felt a little tired starting from the
first candidate because there were a lot of technical
terms. I'm unfamiliar with the test content. I have
just an overview picture of the pilot’s jobs but when
it comes to the point that gets deep in the details
which involves many technical terms I couldn’t
catch it. And I also wasn’t sure about the meanings.
That made me tired. But I don’t think it’s hard for
raters with more experience. This happened to be
my first time so it was tough for me. Even though |
study the manual and the rubrics before rating it
was still tough.”

LUS: “It was boring in the beginning because |
didn’t know how to assess. But after listening to the
second guy and comparing with the first, | began to
visualize more clearly how they differed.” “I didn’t
know what they were about in the beginning
because they were full of terms that I didn’t know. 1
wasn’t sure if I could assess them because I didn’t
know the vocabularies. But when I listened to the
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second candidate, | knew that at least | could rate
them in terms of language. | started to concentrate
more when listening to the second and the third
candidates. | started to know more and could
compare them more.” “l was confused with the first
guy because there were lots of technical terms but it
was better when I rated the second and the third.”
“It wasn’t boring with the first one but it was no fun
because 1 didn’t understand.” “I wasn’t tired
listening but | was tired from my journey. If I could
start listening right in the morning without the
necessity of traveling, it would be better.”

All linguistic/untrained raters had different perspectives in the ratings in that they felt differently from the same thing. LU1 did
not really feel tired or bored because “I never did this before so it was sort of fun.” while LU2 said ‘yes’ because “I wasn 't sure how
long it would take and I wasn’t familiar with the test content.” Four raters complained about their unfamiliarity with the test content
and the technical terms used in the test because of their lack of background in aviation. It may be concluded that it was neither
tiredness nor boredom that directly affected their ratings but it might be rather their unfamiliarity with the test content and the

technical terms used in the test because of their lack of background in aviation that affected their ratings.

Table 4.35 shows the mental conditions of the operational/trained raters if they felt bored/exhausted/tired during rating.
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Table 4.35: Mental conditions affected by their boredom of the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater
OT1 OT2 OoT3 OT4 OT5

Yes No Yes No Yes No Yes No Yes No

Meaning units

5. Feeling X X X X X
bored/exhausted/tired

during rating

OT1: “Because we did not discuss what exactly
were gonna do today so I did not prepare myself.”
“I spent almost an hour reviewing the ICAO
proficiency level scales to visualize them.” “I'm
confident that | got the right score for the sample
but I'll be more comfortable having more time
reviewing the material.”

OT2: “I'd say the first was okay. The first was the
best one. It was interesting what was said and the
second one was weaker than the first one. So | tried
to catch what’s wrong, what the speaker was trying
to say, all the different criteria. So you know what
the questions are but you try to grab that. It tends to
get boring at the end. And... the first was
interesting and I didn’t know what’s gonna happen
about the whole subject things. | was also like being
involved, you know, the person being interviewed
and also the rater and then he talked more often
than the second and the third.” “Sometimes I
wasn'’t just listening to the interviewee, I was trying
to catch the interviewer because on the third one, he
tended to help the interviewee by rephrasing the
questions. I don’t know. It could be just me or ...."
“That’s what happens when you get bored, you’'d
find something else to do.” “If it’s all the same
format, maybe | have to change my way of
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listening.” “If they re all different, it could be more
interesting for me.”

OT3: “Yes. I was bored because it’s a ... rating is
not a fun job. That’s why I was bored. It didn’t
mean I didn’t pay attention to but it wasn’t a fun so
when it wasn’t a fun, it may be bored.” “Tiring
would be a better word.” “It was tiring because
certain jobs like my new work, you know ... nobody
gets tired but this one is just constantly
concentrating on listen to parts of speech. Try to
catch each part then try to think what’s the
appropriate ICAO rating. That’s sort of a stress so
... yeah ... that’s the reason for being tiring and ...
not quite so much fun.” (Laughed).

OT4: “Rating the first one was still okay. I started
to feel bored when rating the second and the third.”
“It was a mixture of boring and tiring. It was more
on boring than tiring.” “I was just a little tired.” “I
started to get bored while listening to the second
sample. It was like the first guy. So my
concentration was decreased because | already
knew what would go on after that. Same thing
happened when I listened to the third guy.”

OT5: “During rating? No because last night I went
to sleep early since | came back and | felt quite
tired so | slept early and I woke up around 11.
Came here, have lunch and | was ready for the
rating.”
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Contrary to the linguistic/untrained raters, the operational/trained raters did not have any problem with the test content or the
technical terms. None of them felt tired but some of them (OT2, OT3 and OT4) got rather bored of rating.

Table 4.36 shows the mental conditions of the operational/untrained raters if they felt bored/exhausted/tired during rating.

Table 4.36: Mental conditions affected by their boredom of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 ou3 ou4 OuU5
Yes No Yes No Yes No Yes No Yes No

5. Feeling X X X X X OUl: “A little when starting to rate the third

bored/exhausted/tired cand.m!ate,pe(‘:‘ause it became repetitive. It was sort
of tiring. There were long pauses after the

during rating questions.” “It might be boring because it was
recurring.”

OU2: “The first two were okay but it was sort of
tiring when listening to the third guy because | had
to think, to pay attention, to focus all the time. It
was different from relax listening.”

OU3: “I got a little bored in the part of
radiotelephony. The personal interview part was
more interesting. I enjoyed listening to that part.”
“I think I was quite tired because I tried to do it as
precise as I could. I concentrated a lot.”

OU4: “No, not bored but I felt exhausted. I gave
less time to the third candidate than the first one.
But | got all details. However, the third sample
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happened to be shorter than the others.” “I spent
quite some time for the first two candidates, so |
started to get exhausted listen to the third. I think I
also had problems writing the reasons why |
awarded the scores to them. Thinking what and how
to write made me exhausted. If I don’t have to write,
just rate them, | guarantee | can rate ten persons
today. I mean just fill the scores in the tables.”

OUS: “No, not bored but a little tired because I had
to focus on the listening and categorizing each
candidate.”

All of them said that they felt tired. Three out of five operational/untrained raters (OU1, OU2 & OU4) said that they got tired

when rating the third candidate.

Table 4.37 shows the mental conditions of the linguistic/trained raters if they had any incident on the way to rating.

Table 4.37: Mental conditions affected by any incident of the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS
Yes No Yes No Yes No Yes No Yes No
6. Any incident on the X X X X X LT1: “No.”

way to rating LT2: “No. The traffic was good.”

LT3: “No, everything was normal.”
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LT4: “No. I came here by the company bus as
usual. Nothing exciting happened.”

LT5: “No.”

None of the raters in the linguistic/trained group experienced any kind of incident on their way to rating.

Table 4.38 shows the mental conditions of the linguistic/untrained raters if they had any incident on the way to rating.

Table 4.38: Mental conditions affected by any incident of the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

6. Any incident on X X X X X LU1: “No.”
the way to rating LU2: “No.”
LU3: “No.”

LU4: “Yes. My car broke down and I had to take the
subway to get to see you. It was quite a rush.”

LUS: “It was hot. Maybe because I worked in the
morning and it was very busy. Then I came here.”
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Three raters (LU1, LU2 and LU3) in this linguistic/untrained category were not bothered by any means on their way to rating.
One rater (LU4) might be irritated by the incident of his car breakdown. The last rater (LU5) was not exasperated by any incident but
he complained about the hot weather and his busy day which might be annoying enough to make him mention about them.

Table 4.39 shows the mental conditions of the operational/trained raters if they had any incident on the way to rating.

Table 4.39: Mental conditions affected by any incident of the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

6. Any incident X X X X X  OTL1: “No because I understand what these people were
trying to do, how important the material was to these
on the way to b ”

people so  wasn'’t tired at all.
rating

OT2: “No.”

OT3: “Well ... maybe in the morning. The traffic was
annoying. They stopped the traffic from the express

i3]

way.
OT4: “No.”

OT5: “None. Nothing unusual. Just mostly cloudy sky.
Other than that, everything was normal.”

Almost all operational/.trained raters (OT1, OT2, OT4 and OT5) were not annoyed by anything on their way to rating. Only
one (OT3) complained about the traffic which was “annoying”.
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Table 4.40 shows the mental conditions of the operational/untrained raters if they had any incident on the way to rating.

Table 4.40: Mental conditions affected by any incident of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
Ooul ou2 OouU3 ou4 Oou5
Yes No Yes No Yes No Yes No Yes No

6. Any incident X X X X X OUL: “No. I live near here.”

on the way to OU2: “Iusually drive fast but there was nothing special.”
rating
OU3: “It was quite a routine. The traffic wasn’t so bad. It

was a low stress today.”

OU4: “No. I was just worried that I might have come late.
So | rushed to get here. | forgot about the parking space
problem. You know it’s hard to find one in our
headquarters.”

OU5: “No.”

None of the operational/untrained rater was annoyed by any means on their way to rating. However, one rater (OU4) said that

it was rather hard for him to find a parking space. He seemed to have some problem to find it. This might somewhat annoy him.
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Table 4.41 shows the mental conditions of the linguistic/trained raters if they had any short-term aliment.

Table 4.41: Physical conditions in terms of short-term ailments of the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
7. Short-term X X X X X LT1: “No. I felt 100% ready to do the rating.”
ailments LT2: “No.”

LT3: “No, but I'm normally allergic when being in an air-
conditioned room, allergic to dust from the air-

conditioner.”
LT4: “No.”
LT5: “No.”

Almost all linguistic/trained raters did not have any short-term ailments during their ratings. However, LT3 accepted that she
was usually allergic to dust from the air-conditioner. This might have some effect on her rating since it was conducted in an air-

conditioned room.
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Table 4.42 shows the mental conditions of the linguistic/untrained raters if they had any short-term aliment.

Table 4.42: Physical conditions in terms of short-term ailments of the linguistic/untrained raters (LU)

Sub- Rater Rater Rater Rater Rater Meaning units
themes LUl LU2 LU3 LU4 LU5S
Yes No Yes No Yes No Yes No Yes No

7. Short- X X X X X LUL1: “No.”

term LU2: “No.”

ailments
LU3: “No.”
LU4: “No.”
LU5: “No.”

All raters in the linguistic/untrained did not have any short-term ailments during their ratings. Thus, this factor should have not

affected their ratings.

Table 4.43 shows the mental conditions of the operational/trained raters if they had any short-term aliment.

Table 4.43: Physical conditions in terms of short-term ailments of the operational/trained raters (OT)

Sub- Rater Rater Rater Rater Rater Meaning units
themes OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

7. Short- X X X X x OT1: “No.”
term
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ailments OT2: “No.”

OT3: “I got a headache already, not from this but from the seat
was not comfortable. | had to lean too far back. I tried to find
the knob that makes it straight up. I couldn’t find it so I'm on
the leaning like this. Yeah ... I got a back pain and headache.”
“I had a bit of cold two days ago. So ... just about to finish,
hopefully.” “The only way it would affect the rating may be the
thought I'm in a bit pain, not pain but discomfort from

uncomfortable seat.” “It makes you think ‘Try to keep this up

and finish it so no more back pain’.” “It’s the bad seat.” “It’s
not from the rating.” “No. I don’t think it affects my rating in
any way.”

OT4: “No.”

OTS5: “During rating? No. If I sat longer, maybe.”

Four operational/trained raters (OT1, OT2, OT4 andOT5) said that they did not have any short-term aliments during their
ratings. OT3 was the only rater in this group who complained quite a lot about “the seat was not comforzable” and it made him “got a
back pain and headache”. However, he finally confirmed that he did not think it affected his rating in any way. Therefore, this factor

should not have effect on their ratings.
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Table 4.44 shows the mental conditions of the operational/untrained raters if they had any short-term aliment.

Table 4.44: Physical conditions in terms of short-term ailments of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
Oou1l ou2 Ous3 ou4 Oou5
Yes No Yes No Yes No Yes No Yes No

7. Short-term X X X X x OU1l: “No.”

ailments 0OU2: “No.”

OU3: “No. I'm in good shape. I just went to a fitness
center yesterday.”

OU4: “I got a little pain on my left ankle because I played
soccer with my friends yesterday.”

OU5: “No.”

Four out of five operational/untrained raters (OU1, OU2, OU3 and OU5) stated that they did not have any short-term ailments

during their ratings. Just OU4 said that he “got a little pain” on his left ankle which might have some effect on his rating.

Table 4.45 shows the mental conditions of the linguistic/trained raters if they had a good sleep/rest the night before rating.
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Table 4.45: Physical conditions in terms of a good sleep/rest of the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
8. Having a X X X X X LT1: “Yes.”
good sleep/rest LT2: “Yes, around five hours.”
the night before
rating LT3: “Yes, I went to sleep from 10 p.m. until 6 a.m.”

LT4: “Yes. I usually sleep just four or four hours and a
half. I routinely go to bed at midnight and get up around 4
or 4.30 in the morning.”

LT5: “No. I slept only three hours last night.”

Almost all linguistic/trained raters (LT1, LT2, LT3 and LT4) mentioned that they slept well the night before rating, except LT5

who claimed that she slept “only three hours”. Having not a good sleep might affect her rating.

Table 4.46 shows the mental conditions of the linguistic/untrained raters if they had a good sleep/rest the night before rating.

Table 4.46: Physical conditions in terms of a good sleep/rest of the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
8. Having a X X X X X LUL: “Yes.”
good sleep/rest
the night before LU2: “Yes. It was around six hours.”

rating
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LU3: “Yes, I slept well.”
LU4: “Yes. I slept from eleven until six in the morning.”
LUS: “I slept for seven hours. It was okay.” “Usually I go

to bed around eleven p.m. or midnight and get up around
seven in the morning.”

All linguistic/untrained raters expressed that they had good sleep the night before rating. Hence, they should not have been

affected by this factor in their ratings.

Table 4.47 shows the mental conditions of the operational/trained raters if they had a good sleep/rest the night before rating.

Table 4.47: Physical conditions in terms of a good sleep/rest of the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

8. Having a X X X X X OT1: “No, not at all.”
good sleep/rest
the night OT2: “Yes.”

before rating
OT3: “No because of the kids.” They slept on my bed.”

OT4: “I managed to get some rest during the flight. After
arriving home from the airport, I slept for two hours.” “Let
me say it was seven out of ten score.”

OT5: “Yeah. Quite a very good sleep.” “I slept for eleven
hours.”
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OT1 and OT3 clearly stated that they did not sleep well the night before rating. This might suggest that they were affected by
this sub-themes on their ratings. On the contrary, OT2 and OT5 said that they had good sleep. OT4 who just returned from his last
flight in the morning of the rating told that he “managed to get some rest during the flight” He also “slept for two hours after arriving
home from the airport”. He mentioned his sleep as “seven out of ten score” which could be concluded as ‘not enough’ and it might
affect his rating.

Table 4.48 shows the mental conditions of the operational/untrained raters if they had a good sleep/rest the night before rating.

Table 4.48: Physical conditions in terms of a good sleep/rest of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OouUl ou2 Oou3 ou4 OouU5
Yes No Yes No Yes No Yes No Yes No

8. Havingagood X X X X X OUL: “Yes. I got eight hours.”

sleep/rest

the night before OU2: “Yes. I slept from eleven until seven thirty in the
rating morning.”’

OU3: “Yes because I knew that I had to do this job
today.”

OU4: “It was normal, around seven hours starting from
11 p.m. until 6 a.m. That’s my normal sleep pattern.”

OUS: “Yes. I usually sleep around nine hours each
night.”

All operational/untrained raters committed that they had good sleep the night before rating. This could mean that it did not

affect their ratings.
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Table 4.49 shows the mental conditions of the linguistic/trained raters if they had enough rest/sleep the night before rating.

Table 4.49: Physical conditions in terms of an adequate sleep/rest of the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
9. Having X X X X X LT1: “Yes.”
enough
rest/sleep LT2: “Yes. Usually I sleep around that. I go to bed around
the night 10 p.m. and get up around 5 or 6 a.m. so it was my standard
before rating sleeping.”
LT3: “Yes.”
LT4: “Yes.”

LT5: “No. Normally I sleep around six hours but ['m
studying for Ph.D. That’s why I go to bed around 2 or 3 a.m.
and get up around 6 in the morning because | have to study
every night before going to bed.”

LT5 was the only linguistic/trained rater who protested that she did not have adequate sleep the night before her rating and it

might affect her rating. The other four raters admitted that they had enough of it.
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Table 4.50 shows the mental conditions of the linguistic/untrained raters if they had enough rest/sleep the night before rating.

Table 4.50: Physical conditions in terms of an adequate sleep/rest of the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

9. Having X X X X X LUL: “Yes. I had quite a deep sleep.”

enough rest/sleep

the night before LU2: “Yes. [ usually sleep around six hours.”
rating

LU3: “Yes. [ usually go to bed around 11 p.m., but it was
midnight last night, and get up around 8 in the
morning.”

LU4: “Yes. | usually sleep around six to eight hours each
night. Last night I got seven hours so it was alright.”

LUS: “Yes.”

All five linguistic/untrained raters said that they had enough sleep the night before their ratings. Consequently, this should not

have affected their ratings.

84T



Table 4.51 shows the mental conditions of the operational/trained raters if they had enough rest/sleep the night before rating.

Table 4.51: Physical conditions in terms of an adequate sleep/rest of the operational/trained raters (OT)

Sub-themes

Rater
oT1

Rater
oT12

Rater
OT3

Rater

Rater
OT5

Yes No Yes No Yes No Yes No Yes No

Meaning units

9. Having
enough
rest/sleep
the night
before
rating

X

X

X

X

X

OT1: “Really good sleep.”

OT2: “I think I did.” “I usually go to bed around 10 p.m. and
get up around 6 or 6.30 in the morning.” “Last night I went to
bed at 8.30. So it’s more than enough.”

OT3: “Normally I sleep about six hours. Last night I slept for
... about six but it wasn’t a good sleep.”

OT4: “Normally I sleep for three hours after each flight so it
was a little less than usual.” “I usually sleep around five to
eight hours when I'm at home.” “No, it was not enough to do
work. But it had very little effect on my rating.”

OT5: “Normally I have kind of sleeping problem or sleeping
disorder where | would wake up every two to three hours. Just
wake up. Come and sit or sit up and then just go back to sleep
again. It’s a discontinued sleep. That affects on some days.
Not last night. Last night | had a full twelve hour sleep. ”

Almost all operational/trained raters but OT4 accepted that they had adequate sleep the night before their ratings. Even OT5,

who explained that he usually has “kind of sleeping problem or sleeping disorder”, said that he had an unusual ‘“full twelve hour

sleep”. As a result, these four raters should not have been affected by this sub-themes on their ratings. Nonetheless, OT4 who just
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returned from his last flight in the morning of the rating admitted that his sleep “was not enough to do work”, though “it had very little

effect on my rating”. This could still be inferred that he was somewhat affected by having ‘not enough’ sleep on his rating.

Table 4.52 shows the mental conditions of the operational/untrained raters if they had enough rest/sleep the night before rating.

Table 4.52: Physical conditions in terms of an adequate sleep/rest of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 ou3 ou4 OuU5
Yes No Yes No Yes No Yes No Yes No

9. Having X X X X X OUL: “Yes. I slept from midnight to eight in the morning.”
enough

rest/sleep OuU2: “Yes.”

the night

before rating OU3: “I slept for eight hours from ten to six in the morning

which was more than usual. Usually | sleep around six to
Seven hours each night.” “Probably because I worked out
for almost half day in the gym so I went to bed early.”

QU4: “Yes.”

OUS5: “Yes. I went to bed at 8.30 p.m. until 5.30 a.m.”

None of the operational/untrained raters complained about having inadequate sleep the night before their ratings. Therefore,

they should not have been affected by this factor on their ratings.
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Table 4.53 shows the physical settings if the linguistic/trained raters felt the room was too warm or too cold or neither.

Table 4.53: Physical settings in terms of the room temperature felt by the linguistic/trained raters (LT)

Sub-themes Raters Meaning units
LT1 LT2 LT3 LT4 LTS5
W|C|N|W|C|IN|W|C|N|W|[C|IN|W]|C]|N
10. The room X X X X X LT1: “No. But there were some mosquitoes
temperature was underneath the desk. It was a little annoying.”
too warm (W) or too
cold (C) or LT2: “No. It was fine.”
neither (N)
LT3: “No. It was neither too cold nor too
warm.”
LT4: “No.”
LT5: “No.”

None of the linguistic/trained raters said that the room they conducted their ratings was too cold or too warm. It might be
concluded that the room temperature did not affect their ratings. However, LT1 complained that she was annoyed by another factor
which was not expected or included in the interview. They were “some mosquitoes underneath the desk”. This annoyance might have

some effect on her rating.
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Table 4.54 shows the physical settings if the linguistic/untrained raters felt the room was too warm or too cold or neither.

Table 4.54: Physical settings in terms of the room temperature felt by the linguistic/untrained raters (LU)

Sub-themes Raters Meaning units
LUl LU2 LU3 LU4 LU5
W|C|IN|W|C|N|[W|C|IN|W|C|N|W]|C]|N
10. The room temperature X X X X X LUL: “No. It was quite comfortable.”
was
too warm (W) or too cold LU2: “No. it was alright when I put the
(C)or Jjacket on.”
neither (N)

LU3: “It was a bit cool occasionally.”
LU4: “Okay. It was fine.”

LUS: “It was alright, not too warm, not
too cold.”

Almost all of the linguistic/untrained raters were annoyed by the room temperature. Only LU3 stated that “it was a bit cool

occasionally”. This might “occasionally” affect her rating.
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Table 4.55 shows the physical settings if the operational/trained raters felt the room was too warm or too cold or neither.

Table 4.55: Physical settings in terms of the room temperature felt by the operational/trained raters (OT)

Sub-themes Raters Meaning units
OoT1 OT2 OT3 oT4 OT5
W|C|N|W|CIN|W|C|N|W|[C|IN|W]|C|N

10. The room X X X X X OTL1: “No, it’s fine.”

temperature was

too warm (W) or OT2: “No.”

too cold (C) or

neither (N) OT3: “Too cold.”
OT4: “No.”
OTS5: “The room was quite cold, I guess because |

think there were just two of us here in the office. If

we h

ad more people, then may be the room may be

nicer.” “It was a bit cold.”

Two operational/trained raters remarked that the room was cold. It was “foo cold” for OT3 and “quite cold” for OT5. This

might have an impact on their ratings. The others did not have any problem with the room temperature.
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Table 4.56 shows the physical settings if the operational/untrained raters felt the room was too warm or too cold or neither.

Table 4.56: Physical settings in terms of the room temperature felt by the operational/untrained raters (OU)

Sub-themes Raters Meaning units
Ou1l ou2 Oou3 ou4 Ou5
W|C|N|W|C|IN|W|C|N|W[C|IN|[W]|C]|N
10. The room X X X X X OUlL: “Not warm, actually it was rather cool.”

temperature was
too warm (W) or
too cold (C) or
neither (N)

“If it gets cooler, it would be disturbing
because I'd shiver.”

OuU2: “No.”
QOU3: “Not too warm, not too cold.”

OU4: “It was quite alright, not too cold, not too
warm.”

OU5: “No.”

Only one operational/untrained rater (OU1) mentioned that the room was ‘“rather cool”. He did not clearly state that it was

disturbing while he was rating. It would be disturbing only if “it gets cooler”. The others concurred that the room was neither too cold

nor too warm. So it might be said that this sub-themes did not affect their ratings.
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Table 4.57 shows the physical settings if the linguistic/trained raters felt the room was too dark or too lighted or neither.

Table 4.57: Physical settings in terms of the room lighting felt by the linguistic/trained raters (LT)

Sub-themes Raters Meaning units
LT1 LT2 LT3 LT4 LTS5
DILIN|D|L[N|[D|JL|N|D|L|[N|[DJL]|N
11. The room was X X X X X LT1: “No. It was fine”

too dark (D) or too
lighted (L) or
neither (N)

LT2:

LT3:

LT4:

LTS:

“No, it was comfortable.

“NO 2

2

“NO 2

“No. It was okay.”

None of the linguistic/trained raters said that the room they conducted their ratings was too dark or too lighted. It might be said

that the room lighting did not affect their ratings.

Table 4.58 shows the physical settings if the linguistic/untrained raters felt the room was too dark or too lighted or neither.

Table 4.58: Physical settings in terms of the room lighting felt by the linguistic/untrained raters (LU)

Sub-themes Raters Meaning units
LU1 LU2 LU3 LU4 LUS
DILIN|D|L|N|[D|JL|N|D|L|[N|[DJL]|N
11. The room was X X X X X LUL: “No. It was quite alright.”

too dark (D) or too
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lighted (L) or LU2: “No.”
neither (N) LU3: “No. It was fine.”

LU4: “No. It was fine.”

LUS: “No.”

All of the linguistic/untrained raters did not have any problem with the room lighting. This factor can be concluded as it did

not affect their ratings.

Table 4.59 shows the physical settings if the operational/trained raters felt the room was too dark or too lighted or neither.

Table 4.59: Physical settings in terms of the room lighting felt by the operational/trained raters (OT)

Sub-themes Raters Meaning units
OT1 OT2 OT3 OT4 OT5
D LNDLNUDLNDILNDILN
11. The room was X X X X x OT1: “No.”
too dark (D) or too lighted (L) or
neither (N) OT2: “No. Everything was good.”

OT3: “No, not dark not lighted”
OT4: “No.”

OT5: “No. We were fine.”
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None of the raters in the operational/trained category noted the lighting problem. This might suggest that it did not affect their
ratings.

Table 4.60 shows the physical settings if the operational/untrained raters felt the room was too dark or too lighted or neither.

Table 4.60: Physical settings in terms of the room lighting felt by the operational/untrained raters (OU)

Sub-themes Raters Meaning units
Ooul ouU2 OouU3 ou4 OuU5
D/LIN[D|JL[N|[D|[L[N|D|JL|[N|DJL]|N

11. The room was X X X X x OUl: “No.”

too dark (D) or too lighted

(L) or Ou2: “No.”

neither (N)
OU3: “It was a little lighted, not much, just
a little.”
OU4: “No.”
OU5: “No.”

Almost all operational/untrained raters denied that the room was too dark or too lighted. Only OU3 remarked that “it was a

little lighted. Though it was “not much, just a little”, it might somehow affect his rating.
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Table 4.61 shows the physical settings if the linguistic/trained raters felt the room was too noisy.

Table 4.61: Physical settings in terms of noise felt by the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater
LT1 LT2 LT3 LT4

Yes No Yes No Yes No Yes No Yes No

Meaning units

12. The room X X X X
was too noisy

LT1: “No. I heard some noise but it wasn’t loud enough to
say it was noisy.”

LT2: “It was quiet.” “I heard a phone ring once but it
wasn’t annoying. Normally it’s noisier in my office so I'm

quite familiar with it.”

LT3: “No, not at all. It was very quiet. It’s even noisier in
my office. Someone always chats there.”

LT4: “No.”

LT5: “No.”

Not even one linguistic/trained rater complained about the room noise. Two of them (LT1 and LT2) said that they “heard

some noise” and “a phone ring” but “it wasn’t loud enough to say it was noisy” and “it’s even noisier” in her office. LT3, LT4 and

LT5 did not notice any noise at all. Therefore, it might suggest that noise did not affect their ratings.
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Table 4.62 shows the physical settings if the linguistic/untrained raters felt the room was too noisy.

Table 4.62: Physical settings in terms of noise felt by the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater
LU1 LU2 LU3 LU4 LU5

Yes No Yes No Yes No Yes No Yes No

Meaning units

12. The room X X X X X
was too noisy

LUL: “Sometimes [ heard people chatting. It wasn’t
annoying but I heard it.”

LUZ2: “No. I didn’t notice any sound. By the way, this pair
of headphones was a little too tight. It hurt my ears a bit.”’

LU3: “No. sometimes I heard something but it wasn'’t
disturbing.”

LU4: “No.”

LUS: “No.” “I didn’t hear anything, perhaps because [
wore headphones.”

None of the linguistic/untrained raters noticed that they were disturbed or annoyed by any sound or noise. LUl “heard people

chatting” but “it wasn’t annoying”. This sub-themes might be concluded as not having any effect on their ratings. Nonetheless, LU2

complained about the headphones which were “a little too tight” that “it hurt his ears a bit”. This unexpected sub-themes might be

somehow disturbing and affected her rating.
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Table 4.63 shows the physical settings if the operational/trained raters felt the room was too noisy.

Table 4.63: Physical settings in terms of noise felt by the operational/trained raters (OT)

Sub- Rater Rater Rater Rater Rater Meaning units
themes OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No
12. The X X X X x OT1: “No.”
room was
too noisy OT2: “No.” “When the headphone was on, everything was

quiet but the headphone was too tight. I think you need to have
the one that covers the ears, not the one that pushing the ears.”
“Or it could be my head is big, I don’t know.” “But it wasn’t
comfortable. You need the one that covers the ears. It'd be
better. It’ll lock out the sound completely.” “But it doesn'’t
affect the rating.”

OT3: “A little bit. I heard somebody talking.” “Well, you hear
it. You're distracted and then you miss what they said and then
you have to go back. Listen to it again. It’s like ... (laughter) ...
distracting because it’s all over your ears. It’s not like a
soundproof area which it just helps when you try to
concentrate.”

OT4: “No. It was alright when I put the headphones on. It was
a little noisy when the cleaner did the vacuum. But after | told

her to stop, it was fine.”

OT5: “No, because just two of us.”
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OT2’s complaint is the same as LU2 which is about the headphones. “The headphone was too tight” and “it wasn'’t
comfortable.” However, he insisted that “it doesn 't affect the rating.” OT3 heard “somebody talking” and “distracted”. It also made
him “miss what they said”. He had to “go back” and “listen to it again”. The other three (OT1, OT4 and OT5) did not have any

problem with the room noise. OT3 was solely affected by the noise in his rating.

Table 4.64 shows the physical settings if the operational/untrained raters felt the room was too noisy.

Table 4.64: Physical settings in terms of noise felt by the operational/untrained raters (OU)

Sub-themes  Rater Rater Rater Rater Rater Meaning units
oul ou2 Oou3 ou4 OouU5
Yes No Yes No Yes No Yes No Yes No

12. The X X X X X OUL: “No. it was quiet.” “If it gets noisy, it’d disturb me.”
room was
too noisy OU2: “No until five p.m. after I finished listening to all three

speech samples and took the headphones off | heard some
people chatting. It wasn’t really annoying but I heard it while
I'was rating.”

OU3: “No, just a little. Not noisy.”

OU4: “There was some interference from people chatting
because the headphones were not fully fit. However, if they
were, it might hurt.” “It affected my rating.”

OUS5: “No. I heard some noise but it wasn’t annoying.”
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OU4 obviously stated that he was affected by the noise in his rating. Three raters (OU2, OU3 and OU5) said that hey heard

some noise but “it wasn’t annoying”. Only OUL1 said that the room was quiet. In conclusion, the noise might affect the rating of one

rater (OUA4).

Table 4.65 shows the preferred place to do the rating of the linguistic/trained raters.

Table 4.65: Preferred rating place of the linguistic/trained raters (LT)

Sub-themes Raters Meaning units
LT1 LT?2 LT3 LT4 LTS5

o|/L|P|o]L|P|]O]|L|P|O]|L|P|O]L]|P
13. A X X X X X LT1: “I'd rather go for a place like a coffee shop in a gas
preferred station that has a private corner but also has a view for me
place to do to see what’s going on around. A place with privacy but
the rating i.e. not isolated.” “If I have to choose between at home and at
in an office the office, | prefer the office because there are too many
(0), distractions at home such as those TV programs, those
in a sound drying clothes waiting for ironing.”
lab (L) or
some places LT2: “It can be anywhere but not so noisy. In an office
else (P) where people around are chatting is acceptable.” “I prefer

2

at the office because it might be too comfortable at home.
“The atmosphere in an office is more appropriate to work.
As [ said, it’s too comfy at home and there is something
else to do too.”

LT3: “Not in a sound lab and, if I can choose, I wouldn’t
use this kind of headphones.” “I prefer listening from a
loudspeaker. That’s the best.” “If not a loudspeaker, it
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may be earphones but not headphones.”
LT4: “I prefer at the office alone in an isolated space.”

LT5: “4 place where it’s set up specially for rating. I
mean not for some other purposes such as at home
because there are many distractions nor in a park. A quiet
place like here.”

When being asked about each linguistic/trained rater’s preferred place to conduct her rating, LT1 said that she preferred “a

place with privacy but not isolated.” This might be said that she did not conduct the rating in the place of her preference. It might have

some effect on her rating. LT2, LT4 and LT5 preferred doing it at an office which was the place where they did their ratings. Hence,

the place itself should not affect their ratings. LT3 just mentioned that she did not like doing it in a sound lab. She emphasized more

on the equipment that she “prefers listening from a loudspeaker” to headphones.

Table 4.66 shows the preferred place to do the rating of the linguistic/untrained raters.

Table 4.66: Preferred rating place of the linguistic/untrained raters (LU)

Sub-themes Raters Meaning units
LU1 LU2 LU3 LU4 LU5

olL|ploJL|[P|Oo]L[P]O]L[P|O]L]P
13. A X X X X X LUL: “I prefer a listening sound lab.”
preferred
place to do LUZ2: “Either at home or at the office. Just a quiet place.”
the rating i.e. “If 1 have to choose, | prefer doing it at home perhaps
in an office because | was accustomed to it and it has more privacy. At
(0), the office people may come around chatting with me.” “It
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in a sound doesn’t have to be air-conditioned but quiet.” “A place

lab (L) or with windows so I can look out to see outside.”
some places
else (P) LU3: “I choose to do it at home in my private room where

I can relax like lying on a bed. It’s like in a room with
privacy where I can do anything I want to.”

LU4: “In a sound lab should be nice. A lab where doesn’t
have any disturbing noise. Here is okay. It’s okay if there’s
nobody around but there were people working. Some
talked through the phone so I heard some noise. It wasn’t
disturbing but it was a little distracting. It wasn’t noisy
but a little distracting.”

LUS: “Something like this. Where I did was okay.”
“Quiet.” “I wouldn’t do it at home. I prefer at the office.”
“The important thing is distraction. There wouldn’t be
those distracting noise because | need to concentrate to
what I listen, especially when I'm unfamiliar with those
terms. | had to focus on some other points such as the
language usage, their confidence, the use of clauses, etc.
So it must be carefully listened. I had to skip those
technical terms because I had no idea what they were.”

Some linguistic/untrained raters (LU1 and LU4) mentioned that they preferred doing their ratings in a sound lab. Though LU4
said “here is okay” but “I heard some noise. It wasn'’t disturbing but it was a little distracting”. LU2 and LU3 preferred doing their
ratings at home. Only LUS5 said that in the office like the one he did the rating “was okay”. In conclusion, the place where they
conducted their ratings might have effect on four linguistic/untrained raters (LUL, LU2, LU3 and LU4) because they preferred some

other places such as in a sound lab or at home.
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Table 4.67 shows the preferred place to do the rating of the operational/trained raters.

Table 4.67: Preferred rating place of the operational/trained raters (OT)

Sub-themes Raters Meaning units
OoT1 OT2 OT3 OoT4 OT5

o[L|p|lo|L|P|O|L|P|O|L|P|O]|L]|P
13. A X X X X X OT1: “I like a room more to a bright side.” “Colder, more
preferred than warmer.” “Where I was, was fine.” “I prefer in the
place to do office because at home there is more distraction, situation
the rating i.e. that you can’t control at home.”
in an office
(0), OT2: “I prefer in the office like this. You have too many
in a sound distractions at home. So you’d better come to a confined
lab (L) or space but | think you need a space not like a small cubical.
some places You could do it on a sofa if you like.” “It could be in a
else (P) place that doesn’t have distractions.” “Office would be

better, I think.”

OT3: “At the office but in a secluded area because if I'm
at home there’ll be the kids, too many distractions. At the
office you know you're there to work. That’ll be quiet.”
“Quiet place and not cold.” “It doesn’t have to be
isolated, just quiet.”

OT4: “It has the pros and cons doing this at home. It’s
like no time limit. There’s no time frame for rating so we
can get more in depth. It depends on persons too. Some
may dig deeper, some may not. This may not be fair for the
test-takers. At an office we have that time frame.” “For
me, I prefer at the office.” “An isolated place. Alone.”
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“Quiet.” “It doesn’t have to be a sound lab.”

OT5: “At least have a window. A room with a window.
Sometimes, you know, when you get ... rating is so
stressful. At least if you could look out the window while
you listen to the speech samples. That would ease your
stress off and that could ... I don’t know if it would favor
the interviewee or not. But at least the stress of the rater
would be much lower if he could rest his eyes on
something outside ... quite distant.” “I guess this room
would be better, just to listen and look out and listen.”

OT4 gave some interesting comments about the places to conduct the rating. He pointed out that it might be unfair for test-
takers if the rating took place at home because “there’s no time frame for rating” so the rater can ““ get more in depth” while doing it
“at an office we have that time frame”. However, he preferred the place like in the office which was the same as OT1, OT2 and OTS3.
OTS5 preferred “a room with a window”, so he could look out while listening to the speech samples and it would ease his stress off. He
thought, “the stress of the rater would be much lower if he could rest his eyes on something outside”. In conclusion, every rater in this
group seemed to be satisfied with the place they did their ratings. So, it might be concluded that the place was not a factor that affected

their ratings.

Table 4.68 shows the preferred place to do the rating of the operational/untrained raters.
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Table 4.68: Preferred rating place of the operational/untrained raters (OU)

Sub-themes Raters Meaning units
OuUl ou2 OuUs3 Oouv4 OouU5

o[L|PloJL|P|Oo]L[P]O]L]|P]O]L]P
13. A X X X X X OU1l: “I prefer at home but it might be distracting.” “If I
preferred have to choose, 1'd come here to the office because the
place to do setting can be controlled.”
the rating i.e.
in an office OU2: “It should be in an office where there is no
(0), distraction. If 1 can choose it should be quiet because it
in a sound requires lots of concentration.”
lab (L) or
some places OU3: “I think at an office is better. | like sitting by the
else (P) window to get a good view of the outside.”

OU4: “Not at home. I prefer in a sound lab, alone.” “It’d
be better if it’s a soundproof room like the on at the
Institute of Aviation Medicine because it needs lots of
concentration. | can even see faces of the candidates in my
thought while rating. It has quite an effect.” “Yes, it must
be quiet. Concentration is the most crucial thing.”

OUS: “It doesn’t make any difference. At the office should
be okay because it might be distracting at home. It’ll be
nice to be isolated and quiet.”

Four out of five operational/untrained raters preferred rating at an office. Only one rater (OU4) preferred doing it in a sound

lab. Thus, it might be said that he was the only rater who was affected by the place where he did his rating because it was not in a

sound lab as his preference, but in an office.
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Table 4.69 shows the rating strategies used by the linguistic/trained raters.

Table 4.69: The rating strategies used by the linguistic/trained raters (LT)

Sub-themes

Rater
LT1

Rater

LT2

Rater

LT3

Rater

LT4

Rater
LTS

Yes No Yes No Yes No Yes No Yes No

Meaning units

14.1 ‘Listening
without stopping’
strategy

14.2
‘Listening/stopping/
note-taking’ strategy

X

X

X

X

X

LT1: “Not even once. I listened and stopped and
took notes.”

LT2: “Not even once.”
LT3: “No.”
LT4: “No, [ didn’t.”

LTS: “Yes, the third guy because it was the
shortest. For the first and the second, | kept
listening until there was something then | stopped,
went back and listened again.” “I listened for the
third sample without stopping because it was the
shortest and probably because he was the last.” “I
had listened to the first two so | had some idea of

the pattern of the test.”

Almost all linguistic/trained raters did not listen to any speech sample from the beginning to the end without stopping before

rating, except LT5 who was the sole rater who admitted she did that only when listening to the third sample. It might suggest that most

of the raters in this category used the strategy of ‘listening/stopping/note-taking’ before rating their candidates. LTS5 employed the

same strategy to her first two candidates, though she utilized different strategy of ‘listening without stopping’ to the third test-taker
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“because it was the shortest and probably because he was the last” after she “had listened to the first two” and “had some idea of the

pattern of the test.”

Table 4.70 shows the rating strategies used by the linguistic/untrained raters.

Table 4.70: The rating strategies used by the linguistic/untrained raters (LU)

Sub-themes

Rater
LUl

Rater

LU2

Rater

LU3

Rater
LU4

Rater
LU5

Yes No Yes No Yes No Yes No Yes No

Meaning units

14.1 ‘Listening
without stopping’
strategy

14.2
‘Listening/stopping/
note-taking’ strategy

X

X

X

X

X

LU1: “No.”
LU2: “No, not at all.”

LU3: “I listened from the beginning to half way
and went back to listen from the beginning again,
especially the first speech sample because | had no
idea what it was so | could familiarize myself with
the test tasks. | listened, stopped and went back to
listened again when | wanted to make sure of some
certain parts.”

LU4: “Yes, for the second and the third candidates
because | got some experience from the first one
how the process went on. I didn’t do the same for
the first candidate because there were some points
which I wasn’t sure especially about the technical
terms they used so I had to play back and forth.”

LUS: “Yes, all three. I didn 't stop any of them. |
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listened from the beginning to the end and then
rated them.”

Three linguistic/untrained raters (LU1, LU2 and LU3) accepted that they did not listen to any speech sample from the
beginning to the end without stopping before rating. It might be said that these raters in this category used the strategy of
‘listening/stopping/note-taking’ before rating their candidates. LU4 exercised the same strategy to his first candidate. He switched to
the different strategy when listening to the other two by listening to those speech samples from the beginning to the end without
stopping before rating. LUS5 was the only rater in this group who exploited the ‘listening without stopping’ strategy to all his three

candidates.

Table 4.71 shows the rating strategies used by the operational/trained raters.

Table 4.71: The rating strategies used by the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

14.1 ‘Listening without X X X X X OTL1: “Yes, just the first one. The second one I had

stopping’ strategy to stop twice, just to write down a note.
Momentarily, just to complete my thoughts.”

14.2 X X X

‘Listening/stopping/ OT2: “No.” “I only went back for the parts I told

note-taking’ strategy you that I didn’t expect the answer but it was

mostly divided into three parts except for the last.”

’

OT3: “No. I stopped at certain parts.’
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OT4: “Yes, for all three samples.” “I listened to
and took notes when | noticed something. Then |
went back and listened to those parts again after
finishing the whole sample.”

OT5: “Yeah. I listened to the whole thing first and
then remembered where each part of the test is and
then skimmed through that part.” “1 listened to the
whole thing then came back to the specific parts
which I think affect the rating.”

OT1 applied two different strategies to his subjects. He used the ‘listening without stopping’ strategy to the first candidate but

used the ‘listening/stopping/note-taking’ strategy when listening to the other two. OT2 and OT3 strictly utilized the

‘listening/stopping/note-taking’ strategy for all three test-takers. OT4 and OTS5 applied the same strategy by ‘listening/stopping/note-

taking’ first and then “went back and listened to those parts again after finishing the whole sample” (OT4) and “listened to the whole

thing then came back to the specific parts which I think affect the rating” (OT5).

Table 4.72 shows the rating strategies used by the operational/untrained raters.

Table 4.72: The rating strategies used by the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater
Ou1l ou2 ou3 ou4 ous

Yes No Yes No Yes No Yes No Yes No

Meaning units

14.1 ‘Listening without X X X X X
stopping’ strategy

14.2 ‘Listening/stopping/ X X X X X

OUl: “No.”

OU2: “Yes. I listened just once from the
beginning to the end for all three samples.”
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note-taking’ strategy
OU3: “No. I stopped periodically.”

OU4: “Yes. I didn’t stop at all while
listening to all three samples.”

OUS5: “Yes, all three samples.”

OU1 and OU3 utilized the ‘listening/stopping/note-taking’ strategy for all three test-takers while OU2, OU4 and OUS5 applied

the ‘listening without stopping’ strategy.

Table 4.73 shows the number of times of listening before rating of the linguistic/trained raters.

Table 4.73: The number of times of listening before rating of the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LT5
Once >1 Once >1 Once >1 Once >1 Once >1
15. Times of X X X X X LT1: “I listened from the beginning, stopped and
listening played backward to listen to either when he said
before something good or something which I didn’t understand
rating or when he said something totally wrong, then | took
notes.”

LT2: “I went backward to listen again if I felt there
was something wrong.” “Not so often.”

LT3: “Just once. I kept listening and stopping when I
wanted to concentrate on some certain parts.” “If |
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have time, | may listen from the beginning to the end
but not today.” “I must really have time to do that but [
seldom do that.” “It depends on the number of samples
too.”

LT4: “I went back and forth but not so often as in the
phraseology part, there wasn’t much to rate except
pronunciation and listening comprehension because
they answered in standard phraseology.”

LTS: “Many times.”

The only linguistic/trained rater who admitted that she listened to the speech samples just once before rating was LT3. She
added that she might have listened more than once if she had time. It also “depends on the number of samples too.” The others
listened to their samples more than once.

Table 4.74 shows the number of times of listening before rating of the linguistic/untrained raters.

Table 4.74: The number of times of listening before rating of the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LUS
Once >1 Once >1 Once >1 Once >1 Once >1
15. Times of X X X X X X LUL: “I repeatedly listened to the first candidate many
listening times trying to perceive each part because I didn’t
before rating understand the situations.”

LU2: “It was three or four times for the first candidate
because I didn’t get what he said so | had to go
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backward to listen again. A few times for the second
candidate and just once or twice for the third because
his sample was short and 1'd also got acquainted with
the content.”

LU3: “Many times but I didn’t listen to the whole
speech. Just back and forth to listen to some specific
parts.”

LU4: “I listened to the first candidate and stopped,
played back and listened again for quite a few times
because 1 didn’t understand the context they were
talking. But after getting the pictures | listened to the
second and the third candidates just once.”

)

LUS: “Just once for each sample.’

LUS was the only linguistic/untrained rater who accepted that he listened to all of his samples “just once for each sample.”

LU4 did it once “after getting the pictures” from the first candidate. She “listened to the second and the third candidates just once.”

The others listened to them more than once.

Table 4.75 shows the number of times of listening before rating of the operational/trained raters.

Table 4.75: The number of times of listening before rating of the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OoT1 OT?2 OT3 0oT4 OT5
Once >1 Once >1 Once >1 Once >1 Once >1
15. Times of X X X X X X OTLl: “Two times for the first one and then a short
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listening
before rating

clip.” “The second one and the third one — just once.”

OT2: “I listened many times but I didn 't listen to all of
it. I listened to parts of it.”

OT3: “Two or three times, just to make sure |
understood more exactly. Just a few times.”

OT4: “I listened from the beginning to the end once.
While listening | took notes of some particular parts
by jotting down the time they occurred. After finishing
I went back to those parts and listened to them again.”

OT5: “Well, I couldn’t say twice because I didn’t
listen to the whole thing the second time again. So |
listened to it once and went through the parts where |
thought he made mistakes then assessed on that.” “So
it’s sort of twice.”

OT1 stated that he listened to the first speech sample twice but just once for the second and the third. The other

operational/trained raters listened to their subjects more than once before rating.

Table 4.76 shows the number of times of listening before rating of the operational/untrained raters.
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Table 4.76: The number of times of listening before rating of the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
ou1 Ou1l Oou1l ou1l ou1l
Once >1 Once >1 Once >1 Once >1 Once >1
15. Times of X X X X X OUL: “I listened from the beginning to the end and
listening before took notes whenever | wanted. | went backward a
rating few times to listen to some parts.”

OU2: “Just once.”
OU3: “4 few times.”
OU4: “Just once.”

OUS: “Once for each candidate.”

OUL1 and OU3 said that they listened to their speech samples more than once. The other operational/untrained raters (OU2,
OU4 and OU5) listened to them “just once.”

Table 4.77 shows the rating strategy of note taking used by the linguistic/trained raters.

Table 4.77: The rating strategy of note taking used by the linguistic/trained raters (LT)

Sub- Rater Rater Rater Rater Rater Meaning units
themes LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
16. X X X X X LT1: “Very often.” “Two pages for each test takers.”
Note
taking LT2: “Always.”
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LT3: “Itook notes from time to time. Quite frequently.”
LT4: “Yes. All the times.”

LTS5: “Frequently.”

All linguistic/trained raters accepted that they took notes “very often” (LT1), “always” (LT2), “frequently” (LT3 and LT5) or
“all the times” (LT4).

Table 4.78 shows the rating strategy of note taking used by the linguistic/untrained raters.

Table 4.78: The rating strategy of note taking used by the linguistic/untrained raters (LU)

Sub- Rater Rater Rater Rater Rater Meaning units
themes LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
16. Note X X X X X LU1: “Yes. Very often.”
taking

LU2: “Yes, almost all the time.”

LU3: “Yes but not so often, just sometimes.” “I took notes when
they were obvious. For example the pronunciation, if |
understood what they spoke | kept going on. | took notes when
some difficulties arose.”

LU4: “Yes. It was frequently for the first candidate but only
sometimes for the latter two because the context was new to me.”
“After I got more familiar with the second and the third I took
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notes in my mind.”

LUS: “All the times.”

LUL, LU2 and LU5 said that they took notes “very often” or “all the times”. LU3 said that she took notes less often, just only

“when they were obvious” and “when some difficulties arose”. LU4 took notes “frequently for the first candidate” but “only

sometimes for the latter two”.

Table 4.79 shows the rating strategy of note taking used by the operational/trained raters.

Table 4.79: The rating strategy of note taking used by the operational/trained raters (OT)

Sub- Rater Rater Rater Rater Rater Meaning units
themes OoT1 OoT2 OT3 OoT4 OT5
Yes No Yes No Yes No Yes No Yes No
16. Note X X X X X X OT1: “Every subject, every single part of the interview.” “Both
taking positive and negative.”

OT2: “Often. That’s the way to do the rating if you can’t
completely remember.

OT3: “If I do a difficult one, I took quite a few notes. But if it’s an
easy one, not so many notes because I listened to it as a whole.”
“For sample number one I wrote a lot of notes but then you find
out that you got distracted by all the notes. So in the end | wrote
less and less. I thought ... you know ... I listened to it as a whole.
Number two was less because number two was not so good and
number three was really good so | thought I need it less so | just
listened to the whole.” “I changed my strategy from number one,
number two and number three.” “I was listening just too much to
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the certain parts instead of listening to the whole. So I changed
my style.”

OT4: “Frequently.”

OT5: “As the tape went along. Yeah, quite often.” “Sometimes |
remembered the mistakes he made because ... as you rate more
and more you could remember ... it’s a specific pattern that Thai
people make.” “Whether it’s the ‘r’, ‘I’, the plural’s’, singular’s’
or whatever. It’s basically with all. The people who get a ‘four’, a
‘three’ ... I mean as you gain more experience, you don’t have to
take that much notes. ”

Four out of five operational/trained raters accepted that they took notes “quite often” (OT2 and OT5) or “frequently” (OT4).
OT1 stressed that he even took notes for “every subject, every single part of the interview” “both positive and negative”. OT2 also
added that “that’s the way to do the rating if you can’t completely remember”. However, OT3 had a different point of view. He
thought that “you got distracted by all the notes”. That was the reason why he changed his strategy from the speech sample number

one who he “wrote a lot of notes” to number two and number three who he “just listened to the whole.”

Table 4.80 shows the rating strategy of note taking used by the operational/untrained raters.

Table 4.80: The rating strategy of note taking used by the operational/untrained raters (OU)

Sub- Rater Rater Rater Rater Rater Meaning units
themes OuU1l ou2 OuU3 Oou4 OuU5
Yes No Yes No Yes No Yes No Yes No

16. Note X X X X X OU1l: “From time to time.”
taking
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ou2: “No.”
OU3: “Yes, frequently.”
OU4: “Not so often, only when I found errors.”

OUS: “I didn’t take note at all but I roughly gave the scores
and might change them if I found something else.”

The operational/untrained group is the only group which has raters who did not take notes at all. They were OU2 and OUS5.
The other two raters in this batch just did it “from time to time” (OU1) and “not so often” (OU4). The sole rater who took notes
“frequently”” was OU3.

Table 4.81 shows the rating strategy of tape stopping used by the linguistic/trained raters.

Table 4.81: The rating strategy of tape stopping used by the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LT5
Yes No Yes No Yes No Yes No Yes No
17. Tape stopping (other LT1: “Very often.”

than to take notes)
LT2: “Just once. To go to the toilet.”

LT3: “Once, to go to the toilet.”

LT4: “Twice. Once to answer the phone and
the other to go to the toilet.”
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LT5: “I stopped four or five times to answer
phone calls.”

Every linguistic/trained rater stopped the speech sample tape at least once for two different reasons - going to the toilet (LT2
and LT3) or answering the phone (LT5) or both (LT4). LT1 did not state the reason of her stopping but she said that she stopped “very

often”.
Table 4.82 shows the rating strategy of tape stopping used by the linguistic/untrained raters.

Table 4.82: The rating strategy of tape stopping used by the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
17. Tape stopping X X X X X LULl: “Not so often, just a few times for each
(other than to take candidate.”
notes)

LU2: “Yes. Quite often for the first one. Less and less
for the other two.”

LU3:“No. I didn’t stop for any other reason. I just
stopped to take notes.”

LU4: “No, I didn’t go to the toilet at all but I stopped
to answer the phone twice, once during the first rating
and another during the third.”

LUS5: “Once because of a technical problem to set up
the system, then I went to the restroom.”
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LU3 was the only linguistic/untrained rater who did not stop the tape to answer the phone or to go to the toilet. The others
stopped the tape for the most two common reasons - going to the toilet (LU5) or answering the phone (LU4). LU1 and LU2 did not
state the reason of their stopping.

Table 4.83 shows the rating strategy of tape stopping used by the operational/trained raters.

Table 4.83: The rating strategy of tape stopping used by the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 oT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

17. Tape stopping X X X X X OT1: “Rare. Once or twice. Once with number two
(other than to take and two with number three and also number one, I
notes) think.

OT2: “Quite often.”

OT3: “No, I didn’t go to the toilet or picked up any
phone call.”

OT4: “I went to the toilet twice.”
OT5: “After listened to the whole thing I went to the

men’s room once.” “I finished the first two then I took
a break.” “So I didn’t stop in between.”
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OT3 was the only rater in the operational/trained group who said that he “didn’t go to the toilet or picked up any phone call”.
OT4 and OT5 stopped the tape to go to the toilet. Even so, OT5 added that he “didn’t stop in between”. He went there “after listened
to the whole thing”. OT1 and OT2 did not state the reason of their stopping.

Table 4.84 shows the rating strategy of tape stopping used by the operational/untrained raters.

Table 4.84: The rating strategy of tape stopping used by the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
Oul ou2 ou3 ou4 OuU5
Yes No Yes No Yes No Yes No Yes No

17. Tape stopping (other X X X X X OUL: “I stopped the tape just to take notes.”
than to take notes) “I didn’t take any brake.”
OuU2: “No.”

OU3: “Yes. I went to the toilet once after
finishing the first two samples.”

OU4: “I went to the toilet once after finishing
the first two.”

OUS5: “No, not even once.”

Three operational/untrained raters (OU2 and OU5) stated that they did not stop the tape for any reason. OU3 and OU4 said that
they stopped to go to the toilet. OUL “stopped the tape just to take notes”. He “didn’t take any brake”.
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Table 4.85 shows the rating strategy of stopping the tapes to listen for certain parts used by the linguistic/trained raters.

Table 4.85: The rating strategy of stopping the tapes to listen for certain parts used by the linguistic/trained raters (LT)

Sub- Rater Rater Rater Rater Rater Meaning units
themes LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
18. X X X X X LT1: “Very often.”
Stopping
the tapes LT2: “I did when I either wasn 't sure or couldn’t get what they
to listen for spoke.”
certain
parts LT3: “I stopped the tape quite frequently because I couldn’t

catch it. For example, if there was something | thought I should
have jotted down and while | was taking it that part had
passed, so | had to rewind the tape and listen again.”
“Sometimes I had to do this a few times before I finished with
that part.”

LT4: “Sometimes.”

LT5: “Yes and I went to the toilet once.”

All linguistic/trained raters admitted that they stopped to listen for the certain parts of the speech samples.

Table 4.86 shows the rating strategy of stopping the tapes to listen for certain parts used by the linguistic/untrained raters.
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Table 4.86: The rating strategy of stopping the tapes to listen for certain parts used by the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

18. Stopping X X X X X X LUL: “I stopped to listen to the second candidate more often
the tapes than the first and the third ones.”

to listen for

certain parts LU2: “Quite frequent for the first candidate because I didn’t

clearly get the questions. Less frequent for the other two
because I got more familiar with the questions.”

LU3: “Yes. Sometimes.”’

LU4: “Yes, for the first candidate but none for the other
two.”

LUS: “Not at all.”

Almost all raters in the linguistic/untrained rater category said that they stopped to listen for the certain parts of the speech
samples, except LU5 who said that he did not do that “at all”. LU4 was the only rater who used the mixed strategy. He did it “for the

first candidate but none for the other two”.

Table 4.87 shows the rating strategy of stopping the tapes to listen for certain parts used by the operational/trained raters.
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Table 4.87: The rating strategy of stopping the tapes to listen for certain parts used by the operational/trained raters (OT)

Sub- Rater Rater Rater Rater Rater Meaning units
themes OoT1 oT2 OoT3 OoT4 OT5
Yes No Yes No Yes No Yes No Yes No
18. X X X X X OT1: “For the first person, I had twice. The second I did it one
Stopping time and the third I did it twice.”
the tapes
to listen OT2: “Many times.”
for certain
parts OT3: “Just a few times.”

OT4: “Frequently.”

OT5: “Certain parts? Not so often because, like | said, after
you interview for a while you know the common mistakes that
people make. I mean the common mistakes that Thai people
make. | would say Thai people make. If | was interviewing
some other nationality, he would have a mistake somewhere
else.” “Just sometimes. If you hear their mistakes, there’s no
use stopping. Just write the comment and listen to the next part
at the same time.”

All operational/trained raters admitted that they stopped to listen for the certain parts of the speech samples. Some (OT2 and
OT4) did it “frequently”. Some (OT2, OT4 and OT5) did it “just a few times .

Table 4.88 shows the rating strategy of stopping the tapes to listen for certain parts used by the operational/untrained raters.
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Table 4.88: The rating strategy of stopping the tapes to listen for certain parts used by the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
ou1 ou2 ]V ou4 Oou5
Yes No Yes No Yes No Yes No Yes No

18. Stopping the tapes X X X X X QUL: “Around seven to ten times per candidate.”
to listen for certain
parts ou2: “No.”

OU3: “Yes. I stopped a few times for each
sample.”

OUA4: “Never. I listened just once.”

OU5: “Notatall.”

The majority of the operational/untrained raters (OU2, OU4 and OUS5) did not stop to listen for any certain part of the speech
samples. OU3 stopped just “a few times for each sample” while OU1 stopped more often (“around seven to ten times per
candidate”).

Table 4.89 shows the rating strategy of concentration on language or content or both used by the linguistic/trained raters.

Table 4.89: The rating strategy of concentration on language or content or both used by the linguistic/trained raters (LT)

Sub-themes Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Llc|/B|L|c|B|L|c|B|L|c|B|L|C]|B
19. Concentration X X X X X LT1: “Language first.”

on language (L)
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or content (C) LT2: “I concentrated more on the language.”

or both (B)
LT3: “Fifty-fifty.” “The content, in this case,

means relevance, if it’s straight to the point or not,
not in terms of job-specific aspects.”
LT4: “More on the language.”

LTS5: “Language.”

Most of the linguistic/trained raters agreed that they concentrated first on the language in their rating. Only LT3 said that she

weighted the language and the content equally in her rating.

Table 4.90 shows the rating strategy of concentration on language or content or both used by the linguistic/untrained raters.

Table 4.90: The rating strategy of concentration on language or content or both used by the linguistic/untrained raters (LU)

Sub-themes Rater Meaning units
LUL LU2 LU3 LU4 LU5
Lic|iB|L[c|B|L|c|B|L|c[B]L[C]|B
19. X X X X X X LUL: “Content, especially in the interview, in the part
Concentration that the interviewer asked the question about the
on language (L) advantage and disadvantage of the technology because
or content (C) | regard the part of simulation as the technical term
or both (B) usage which they used phrases or terms that were

standardized, not the full forms of language.” “All
three, especially the latter two, had problems with the
last part because they were unable to elaborate their
answers. They were just short answers.”
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LU2: “I focused on the structure while listening to the
first candidate. Then | realized that | should have
concentrated on the content too when listening to the
second and the third.” “The second candidate
answered the questions with short answers while the
first candidate’s answers were longer that’s why he
made more mistakes with tenses but it didn’t interfere
with the meanings.” “First I focused more on the
language then | focused more on the content. For
example when they tried to describe the bomb, the
second candidate tried to use some technical terms such
as a cylinder. | started to consider if it made any sense
to use that word.”

LU3: “The language.”

LU4: “I concentrated on both the content and the
language.”

LUS: “It was certainly at the language because I knew
nothing about the content.”

Three linguistic/untrained raters (LU2, LU3 and LUS5) said that they concentrated on the language while rating. LU4 said that
she “concentrated on both”. LU1 was the only rater who admitted that she concentrated on the content. It is worth noting that LU5
concentrated on the language because she “knew nothing about the content”. LU2 was the one who “first focused more on the
language then focused more on the content because she “focused on the structure while listening to the first candidate. Then she

realized that she should have concentrated on the content too when listening to the second and the third”.
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Table 4.91 shows the rating strategy of concentration on language or content or both used by the operational/trained raters.

Table 4.91: The rating strategy of concentration on language or content or both used by the operational/trained raters (OT)

Sub-themes Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Lic|B|L|c|B|L|c|B|L|C|B|L|C|B
19. X X X X X OT1: “The language first. 'Cause the first part is

Concentration
on language (L)
or content (C)
or both (B)

pronunciation, so | concentrate on how the
pronunciation is. But then as soon as you get a feeling,
maybe after part one, part two, then you get a feeling of
the pronunciation level that you know the level, then |
concentrate on the content.”

OT2: “For this I know that the language was the most
important thing. Content was a secondary thing. | can
definitely say I concentrate on the language first.”

OT3: “Language.”
OT4: “The language.”

OT5: “I concentrated on the language first. | mean
content really doesn’t mean much when you're rating
just the proficiency in English, right? It has something
to do with the comprehension, right? But, as you can
see, comprehension is the last part, almost the last part.
When you rate this guy, you'd rate him on his language,
on his pronunciation, structure, vocabulary, his fluency,
then the comprehension and interactions, right? So |
would listen to the language first. ”
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All operational/trained raters concentrated on the language while rating. OT2 emphasized that he knew “that the language was

the most important thing. Content was a secondary thing”.

Table 4.92 shows the rating strategy of concentration on language or content or both used by the operational/untrained raters.

Table 4.92: The rating strategy of concentration on language or content or both used by the operational/untrained raters (LT)

Sub-themes Rater Meaning units
OuU1l ou2 OouU3 OouU4 OouU5
Lic|B|L[c|B|L|c|B|L|Cc[B|L[C]|B
19. X X X X X OUL: “The tasks did not require much explanation of

Concentration
on language (L)
or content (C)
or both (B)

ideas. Most of them just asked for yes/no answers or
patterned sentences. The candidates knew what to
answer, what sort of grammar and vocabulary
needed.” “I focused just on the structure and
vocabulary.” “Let’s say I concentrated on both.”

OU2: “Both.” “It’s like watching a movie. You’ve got
to look at many aspects. | see if | could understand
them then see what level they should be in. So it doesn’t
mean that you're native speaker then you've got to be
level six.”

OU3: “I put more weight on the language. I pay
attention to the content too but, as | said, | was
interested more on the interview. | focused more on the
language.”

OuU4: “Both.”
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OUS5: “Language”

Three raters in the operational/untrained batch (OU1, OU2 and OU4) said that they concentrated on both the language and the

content while rating. The other two (OU3 and OUS5) said that they “put more weight on the language”.

Table 4.93 shows the rating strategy of focusing on accuracy or fluency or both used by the linguistic/trained raters.

Table 4.93: The rating strategy of concentration on language or content or both used by the linguistic/trained raters (LT)

Sub- Rater Meaning units
themes LT1 LT2 LT3 LT4 LTS
A|lF|B|A|F|B|A|JF|[B]A[F|B|A|F]|B
20. Focus X X X X X LT1: “More on accuracy.”
on
accuracy LT2: “I focused on both. They come together.”
(A)
or fluency LT3: “Both, equally.”
(F) or both
(B) LT4: “Fluency may be a big part but accuracy is a little more

important because this kind of interview assessment is to elicit
the candidates’ proficiency in using the language so their
fluency might not be as good as when they told their own
stories. By paraphrasing or explaining the events, they’d
certainly lose some of their fluency. But their accuracy would
show what their proficiency was.” “But it doesn’t mean that
their fluency was so bad that it was incomprehensible.”

LTS5: “Both.”
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Three out of five linguistic/trained raters (LT2, LT3 and LT5) admitted that they focused on both accuracy and fluency in their

ratings. The other two (LT1 and LT4) said that they focused more on accuracy. However, “it doesn’t mean that their fluency was so

bad that it was incomprehensible.” (LT4).

Table 4.94 shows the rating strategy of focusing on accuracy or fluency or both used by the linguistic/untrained raters.

Table 4.94: The rating strategy of concentration on language or content or both used by the linguistic/untrained raters (LU)

Sub- Rater Meaning units
themes LU1 LU2 LU3 LU4 LU5
A|F|B|/A|F|B|A|F|B|A|F|B|A|F|B

20. Focus X X X X X LUL: “Which part do you mean?” “For overall I focused on
on both.”

accuracy

(A) LU2: “Fluency because I think, as pilots who are non-native
or fluency speakers of English, it would be difficult for them to use the
(F) or both exact words to get accuracy. Under some circumstances, it
(B) might be too late if they try to get the correct terms.” “Well, I

think I focus on both but put more weight on fluency.”
LU3: “Both.”

LU4: “Accuracy or fluency? Umm ... it’s hard to answer.
Fluency may be a matter of each individual style. Or perhaps
it may be a normal procedure for the job, especially for pilot-
air traffic controller communication. It may require them to
speak slowly. Right? So | focused on accuracy more than
fluency.” “But if you ask if fluency is good, it is if you can.”
“But today 1 focused on accuracy.” “Fluency is about
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expectation. If it is expected by the working environment that
you should have fluency, then you should have it. It depends
on what is required. But in my today rating | focused first on
accuracy.”

LUS: “It should have been fluency.” “I didn’t focus much on
grammar.” “I think that this kind of communication focuses
on understanding but understanding will occur when you're
fluent in what you 're saying. I think it’s hard for both things
to go together, fluency and accuracy. We consider accuracy
in terms of using correct terms, correct vocabulary, using
specific words for specific terms but not accuracy in terms of
creating sentences with correct grammar. It’s not the main
Sub-themes in this kind of assessment. So fluency should come

first.”

The linguistic/untrained had split ideas. Two of them (LU1 and LU3) stated that they focused on both accuracy and fluency

while the other two (LU2 and LUS5) accepted that they focused more on fluency and the only one who “focused first on accuracy”

was LU4.

Table 4.95 shows the rating strategy of focusing on accuracy or fluency or both used by the operational/trained raters.

Table 4.95: The rating strategy of concentration on language or content or both used by the operational/trained raters (OT)

Sub- Rater Meaning units
themes OT1 0oT2 OT3 OT4
A|F|B|A|F|B|A|F|[B]A]F|B
20. Focus X X X X OT1: “Both.”
on
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accuracy
(A)

or fluency
(F) or both

(B)

OT2: “I did both because I think both are parts of the

criteria.”

OT3: “First I was concentrating more on the accuracy and
number two, number three I went for more on fluency.”
“Number one was more on accuracy. Number two and
number three | went more on fluency because sometimes,
okay, they can make mistakes in certain parts so accuracy’s
not that good. But when you listen to it as a whole, it’s not
that bad.” “Because I was thinking ‘Oh! He made a mistake’.
He didn’t put that ‘ed’. He didn’t do this. He didn’t do that.
And then in the end when you listened to it, you think he meets
the requirement for this level. First I thought he didn’t meet
it, I looked at it again ... well ... it says if he can do this then
okay he’s in this level.” “But then in the end I listened to it
just for fluency and overall ... comprehension ... to make
decision.”

OT4: “Accuracy.”

OT5: “Um ... fluency. More on fluency. I mean at least the
answer has to be right ... according to the question being
asked, right? If it’s somewhere along that line then ... I'd say
it’s fine.”

Two operational/trained raters (OT1 and OT2) said that they focused on both accuracy and fluency. The two raters in this group who

focused more on fluency were OT3 and OT5. OT4 was the only rater who insisted that he focused more on accuracy.

Table 4.96 shows the rating strategy of focusing on accuracy or fluency or both used by the operational/untrained raters.
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Table 4.96: The rating strategy of concentration on language or content or both used by the operational/untrained raters (OU)

Sub- Rater Meaning units
themes OuU1 ou2 OouU3 Oou4 OouU5
A|F|IB|A|F|B|A|F|B|A|JF[B]AJF|B
20. Focus  x X X X x OU1: “I focused more on accuracy.” ‘“Because if it’s not
on accurate, it may lead to miscommunication.”
accuracy
(A) 0OU2: “I focused more on fluency but the overall was that it
or fluency must be comprehensible.”
(F) or both
(B) OU3: “I think I focused more on the accuracy. As I always

wrote, | was concerned about the articulation. | personally
think that it’s important. Even though your language is not
good but if you are able to articulate, you can get your point
across.” “Fluency may sound nice but it’s less important.”

OU4: “More on accuracy, less on fluency.”

OU5: “Both.”

The majority of the operational/untrained raters (OU1, OU3 and OU4) said that they focused more on accuracy while one rater

(OU2) accepted that he focused more on fluency under the condition that “the overall was that it must be comprehensible.” OU5 was

the only rater in this batch who focused on both accuracy and fluency.

Table 4.97 shows the rating strategy of rating each criterion before or after the overall performance used by the

linguistic/trained raters.
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Table 4.97: The rating strategy of rating each criterion before or after the overall performance used by the linguistic/trained

raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units

LT1 LT2 LT3 LT4 LTS5

B ABABABAUBA
21. Rating X X X X X X LT1: “I had an overall picture of the test takers while I was listening and
each taking notes.” “I rated each criterion first.” “For example, this guy who
criterion got ‘four’ in most criteria, I would give him ‘four’ instead of ‘three’ if |

before (B) or
after (A) the
overall

performance

knew nothing about the ICAO requirement that the overall score must be
the lowest score from any criterion.”

LT2: “I rated each criterion first.”

LT3: “I rated each criterion first. For me, it depends on the way I listen to
the samples. As | said, if | have to rate ten samples in three days, | have
time so I’ll listen from the beginning to the end once. By doing that, I'll
have an overall impression. Then I’ll consider each criterion.” “In this
case, it was each criterion first because while I was jotting | had the picture
of each criterion.”

LT4: “I looked at their overall performance first. For example when [
initially listened to the second candidate, I couldn’t help feeling that this
guy was rather weak, especially in the standard phraseology part. He might
say it right but it wasn’t so good. He did even worse when describing the
object on the runway. But when it comes to the face-to-face conversation, |
felt that he was able to cope with the on-the-spot problems though he
needed to repeat, to confirm or to clarify but he managed to do it. This was
his overall. Then I looked at each area which he was somewhat weak.” “I
rated each criterion first before giving the overall score. For example, the
second candidate, the first guy certainly passed while the third surely
failed, this guy was in between. After finish listening | felt that this guy was
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able to survive. He was in operational level but at the very threshold
because his weak point was his vocabulary, his grammar wasn’t good and
his pronunciation was bad. Then | looked at my notes, | felt that no matter
how bad he was, he had some other kind of strategies to use such as when
he said some words which was hard to understand, he was able to
paraphrase that.” “I rated each criterion first before giving the overall
score because I already knew that was the ICAO requirement.” If there is
no such requirement, |1 would rate the overall first before rating each
criterion.”

LT5: “Both. Sometimes I had an assumption that he should be at that level
by his overall performance but sometimes 7 couldn’t see if he was really at
that level so I had to look at each criterion.” “I rated the first guy’s overall
first. For the second guy, | rated each criterion first. | did the same for the
third as the first one.” “I did differently for the second guy because I felt
that he made more mistakes than the first and the third. That’s why I looked
at each separate criterion first while the first and the third seemed not to
have much problem. The second guy seemed to have many problems so |
looked separately and gave the final score later.”

Almost all linguistic/trained raters (LT1, LT2, LT3 and LT4) said that hey rated each criterion first before rating the overall
performance. However, LT1 and LT4 admitted that they “had an overall picture of the test takers while listening and taking notes”
(LT1) and “looked at their overall performance first” (LT4). LT5 was the only rater in this category who used mixed strategies by
“rated the first guy’s overall first” but “for the second guy, I rated each criterion first”. Then she “did the same for the third as the

first one.”
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Table 4.98 shows the rating strategy of rating each criterion before or after the overall performance used by the

linguistic/untrained raters.

Table 4.98: The rating strategy of rating each criterion before or after the overall performance used by the

linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater
LU1I LU2 LU3 LU4 LU5S

BABABABAIBA

Meaning units

21. Rating each X X X X X
criterion before (B) or

after (A) the overall

performance

LUL:

LU2:

LU3:

LU4:

LUS:

“I rated each criterion first, then the overall.”
“I rated each criterion first, then the overall.”
“I rated each criterion first, and rated the overall later.”
“I rated each criterion first then rated the overall later.”

“I rated each criterion first.”

The strategy that the linguistic/untrained raters used in this perspective was unanimous. All of them said that they rated each

criterion first before rating the overall performance.
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Table 4.99 shows the rating strategy of rating each criterion before or after the overall performance used by the

operational/trained raters.

Table 4.99: The rating strategy of rating each criterion before or after the overall performance used by the operational/trained

raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 O0OT2 O0OT3 O0T4 OT5
B ABADBABABA

21. Rating each X X X X X OT1: “I rated each subject first, and then rated overall.”

criterion before (B)

or OT2: “I did each criterion first and overall was the last thing I
after (A) the overall did.”

performance

OT3: “Each individual and then the lowest one would be ... yeah.”

OT4: “I rated each criterion first then the overall.”

1

OT5: “I rated each criterion first then I rated the overall score.’

The operational/trained raters agreed that all of them rated each criterion first before rating the overall performance.

Table 4.100 shows the rating strategy of rating each criterion before or after the overall performance used by the

operational/untrained raters.
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Table 4.100: The rating strategy of rating each criterion before or after the overall performance used by the

operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater
OuUl O0OU2 0uU3 o0u4 o0uUs

B ABABABAIBA

Meaning units

21. Rating each X X X X X
criterion before

(B) or

after (A) the

overall

performance

OU1: “I rated each criterion first then rated the overall.”

OU2: “I gave the overall scores first. It would become the big picture in
my head. Then I looked at each individual criterion.”

OU3: “I'rated each criterion first.”

OU4: “I rated the overall performance first then I looked back and rated
each criterion.”

OUS: “I'rated each criterion first and overall later.”

Three operational/untrained raters (OU1, OU3 and OU5) said that they rated each criterion first before rating the overall

performance while the other two (OU2 and OU4) did it the other way around. They rated the overall performance first.

Table 4.101 shows the rating strategy of concentration on errors used by the linguistic/trained raters.
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Table 4.101: The rating strategy of concentration on errors used by the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Much Not Much Not Much Not Much Not Much Not
much much much much much
22. X X X X X X LT1: “All the time.”
Concentration
on errors LT2: “I kept listening and

stopped when there were errors.
So it depends on how often they
made mistakes. It happened when
I was struck by any doubt.”

LT3: “As necessary when it
interfered with the meaning.”
“Quite often when it interfered
with the meaning.” “If it doesn't,
I may overlook it.” “I put
meanings as the main concern.”

LT4: “Frequently but I didn’t
concentrate on the very details
such as ‘oh! you said this without
‘s’ but I rather listened to ... what
.. when [ listened I knew that he
knew the basic. He might miss
them because of some factors such
as he didn’t use them quite often
or this was the way he was
familiar.” “I accepted that this
was his level. If he was level five

¢Te



or level six, | would concentrate
more on his errors.”’

LT5: “Four out of five. It means
that when he made the same
mistakes repeatedly I didn’t have
to concentrate on those errors any

I G« »

more.” “Let’s say ‘sometimes’.

LT1 said that she concentrated on the errors made by the candidates “all the time”. LT2 did that depending on “how often they
made mistakes ” while LT3 paid her attention to the error “when it interfered with the meaning”. LT4 “didn’t concentrate on the very
details” but she “would concentrate more on his errors if he was level five or level six”. LT5 was more or less similar to LT2 in the

way that she focused on the errors “when he made the same mistakes repeatedly .

Table 4.102 shows the rating strategy of concentration on errors used by the linguistic/untrained raters.

Table 4.102: The rating strategy of concentration on errors used by the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Much Not Much Not Much Not Much Not Much Not
much much much much much
22. X X X X X LU1: “Not so often.”
Concentration
on errors LU2: “I concentrated a lot with

the first candidate then | had a
second thought that it shouldn’t
have been that much. | should
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have focused more on the overall
if 1 could understand them. Then |
asked myself ‘do I understand
them because I'm Thai?’ because
they were all Thai. What if | was
Chinese? Would 1 understand
when they made some
grammatical errors. In these
cases I understood because I'm
Thai.” “So I didn’t always
concentrate on their errors, just
sometimes.”’

LU3: “I didn’t concentrate on any
error, just kept listening.”

LU4: “Always, whenever they
made mistakes.”

LUS: “Not so often. I looked at
the errors in terms of
understanding. For example, the
third guy, the point of the unusual
event was about the explosive
devices but the guy couldn’t get it
at all when the interviewer asked
what went wrong. This third guy
didn’t say anything about this. He
talked about some other topics,
even though this explosive device
was the crucial part in this
unusual event. The interviewer
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was trying to link that there was
another thing but he didn’t
answer. So | had the feeling that it
was an error, a
misunderstanding.” “I
concentrated on the important
parts and they missed them. They
didn’t answer when they were
questioned. These were errors.”
“I didn’t look at the grammar at
all.”

LU4 was the only linguistic/untrained rater who admitted that he “always” concentrated on the errors “whenever they made
mistakes”. The other four raters (LUL, LU2, LU3 and LUS5) said that they did not focus much on them. LU5 emphasized that he
“looked at the errors in terms of understanding”. He “didn’t look at the grammar at all”.

Table 4.103 shows the rating strategy of concentration on errors used by the operational/trained raters.

Table 4.103: The rating strategy of concentration on errors used by the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
oT1 oT2 OoT3 OT4 OT5
Much Not Much Not Much Not Much Not Much Not
much much much much much
22. X X X X X OTL1: “I tried to minimize it but
Concentration some mistakes were more difficult
on errors to get over.” “I tried to write it

down and then just forget about it
and then try to find another part
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of negative. But there’s some
situation where the negative
stayed with me longer, then
perhaps | noticed that, especially
that part when he moved on to the
next subject and I'm  still
remembering what he said on the
last part.”

OT2: “I tried to pick up more to
see if they’re conmsistent because
we draw the border line between
‘three’ and ‘four’.” “With the
errors, if it’'s more frequent or
rarely. And if there were rarely,
would they consistent on those
kinds of errors like cluster sounds
or ... the grammatical errors.”

OT3: “For the first one I did the
whole lot of that but afterwards |
didn’t concentrate just on small
errors. | just concentrated on the
whole ... the whole FEnglish
samples for number two and
number three.” ‘“Because when
number one I found that you're
concentrating so much on the
errors, you didn’t really listen to
the whole thing. And then what
happened (laughter)...yeah
that’s the reason for changing.”
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OT4: “Very often because it was
like my duty to do that.”

OT5: “How often? Almost all the
time. Each time the speaker makes
a mistake you’d note that down,
remember that mistake and that
would influence the rating that
you would give. If he makes it
fluently then it becomes his ...
common mistake, right? So from

. instead of giving him a ‘four’
then his grade may fall to a
‘three’ when he makes too much
mistake. So you would practically
concentrate on all the mistakes he
makes.”

OT1, OT2 and OT3 said that they did not concentrate much on the mistakes made by the candidates. OT1 “tried to minimize
it” while OT2 “tried to pick up more to see if they’re consistent” and OT3 “‘just concentrated on the whole” because if “you’re
concentrating so much on the errors, you didn’t really listen to the whole thing”. OT4 and OT5 paid very much attention to the errors.
OT5 also gave a very interesting remark that “each time the speaker makes a mistake you’d note that down, remember that mistake

and that would influence the rating that you would give”.

Table 4.104 shows the rating strategy of concentration on errors used by the operational/untrained raters.
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Table 4.104: The rating strategy of concentration on errors used by the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
ouUl ouU2 Oou3 ou4 Oou5
Much Not Much Not Much Not Much Not Much Not
much much much much much
22. X X X X X OUL: “Initially I did but I didn’t
Concentration afterward because they made little
on errors mistake and it was
comprehensible.”

OU2: “No. [ kept Ilistening
otherwise it’d be too tiring. When
errors occur, 1'd get them.”

OU3: “Not much. [ didn’t
concentrate on errors. | think |
concentrated on the overall
picture to see if they were
intelligible.”

OU4: “The second guy seemed
not to have enough attention.”
“His errors were obvious. That’s
why | concentrated more on his
errors.” “The other made some
errors too but | tried to
understand that they were normal
for Thais. | sometimes make some
of those mistakes myself too.”

OUS5: “I listened to what they said
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and | knew if they made any
mistake such as incorrect
grammar or vocabulary. It wasn’t
like concentration on any
particular error. 1 just kept
listening.”

All operational/untrained raters seemed not to pay much attention to the errors made by the candidates. However, OU4
admitted that he concentrated more on the errors made by the second candidate because “his errors were obvious”. He said that the
other candidates made some errors too but” he “tried to understand that they were normal for Thais”.

Table 4.105 shows the rating strategy used by the linguistic/trained raters in listening for types of errors.

Table 4.105: The rating strategy of used by the linguistic/trained raters (LT) in listening for types of errors

Raters Sub-themes Meaning units
23. Types of errors that raters listened for (Number listed in priority)
Pronunciation Structure Vocabulary Fluency Comprehension Interactions

LT1 2 1 3 - - - LT1: “Structure followed by
pronunciation.” “Also when he
paused, was it because he didn’t
know what to say or something
else?” “Was it because he didn’t
know the correct answer or he was
stuck with the vocabulary?”

LT2 1 1 1 2 2 2 LT2: “Mainly they were
pronunciation, grammar and
vocabulary. The other three
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followed later.”

LT3 1 1 1 1 2 2 LT3: “The first four criteria.
They 're indicators of their
language. The last two will follow
later.

LT4 - 1 2 - - - LT4: “Mostly structure ...” “I also
listened partly to the vocabulary.”

LTS5 1 1 1 2 2 2 LT5: “Pronunciation, structure
and vocabulary because | feel that
if his interaction is not good, it can
be cured. If his comprehension is
wrong, he can ask to repeat the
question again which is not
serious. Fluency is also not as
serious as the first three criteria.”

The raters in the linguistic/trained group seemed to concentrate mainly on the first four criteria which were pronunciation,
structure, vocabulary and fluency. For LT1 they were “structure followed by pronunciation”. “Mainly they were pronunciation,
grammar and vocabulary for LT2. “The first four criteria” were focused by LT3 while LT4 concentrated “mostly on structure” and
“partly to the vocabulary”. LT5 also pinpointed to “pronunciation, structure and vocabulary because I feel if his interaction is not
good, it can be cured. If his comprehension is wrong, he can ask to repeat the question again which is not serious. Fluency is also not

as serious as the first three criteria.”
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Table 4.106 shows the rating strategy used by the linguistic/untrained raters in listening for types of errors.

Table 4.106: The rating strategy of used by the linguistic/untrained raters (LU) in listening for types of errors

Raters Sub-themes Meaning units
23. Types of errors that raters listened for (Number listed in priority)
Pronunciation Structure Vocabulary Fluency Comprehension Interactions

LU1 - - - - 1 - LU1L: “I listened for
comprehension.”
LU2 - 1 2 - - - LUZ2: “Vocabulary and grammar.”

’

“More on grammar ...~

LU3 2 1 2 1 2 2 LU3: “I first looked at the fluency
and structure.” The other factors
like vocabulary followed later.”

LU4 1 1 - - - - LU4: “Mostly they were
pronunciation and grammatical
structures ...”

LUS 2 - - 2 1 2 LUS: “It was comprehension as

the main point. | think what I could
write the comments well were
comprehension, fluency and
interactions, and also
pronunciation.”

Even though all of the linguistic/untrained raters are English teachers, not all of them concentrated on the errors made by the

candidates in terms of grammar or structure. Just LU2, LU3 and LU4 focused mainly on grammatical structures. The other two (LU1
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and LU5) said that they focused mainly on comprehension. It is worth noting that three raters (LU2, LU4 and LUS5) in this batch
admitted that they are “not familiar with terms in this field” (LU2). That was “because vocabulary is field-specific so I wasn’t sure if
they used them correctly or appropriately” (LU4). LU5 even confessed that he “didn 't have the ability to rate vocabulary because, as

1 told you, even though they paraphrased, I still didn’t know what’s the origin of their paraphrasing”.

Table 4.107 shows the rating strategy used by the operational/trained raters in listening for types of errors.

Table 4.107: The rating strategy of used by the operational/trained raters (OT) in listening for types of errors

Raters Sub-themes Meaning units
23. Types of errors that raters listened for (Number listed in priority)
Pronunciation Structure Vocabulary Fluency Comprehension Interactions

OT1 - 1 1 - 2 2 OT1: “Vocabulary and structure
were the two that | notice on myself
that I'm concentrating. The least
were comprehension and
interactions ”

OoT2 - 2 2 - 1 - OT2: “Comprehension, | think |

put it up in one of my top criteria
7 “Grammar, I ... probably

because even though if you speak
broken English but you can,
maybe, paraphrase or you can ...
have a good vocabulary or you can
use another word that, you know,
just one word, you might change
the whole thing.
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OT3 2 1 3 1 1 2 OT3: “Errors mostly on
comprehension and the structure.
Fluency as well. Interactions not so
much ...” “Oh! Well,
pronunciation too but not that
much.” I didn’t mind so much
about vocab ...”

OT4 1 2 3 - 4 4 OT4: “First I listened for
pronunciation. Then | looked at the
structure. The  third  was
vocabulary. Comprehension and
interactions come along with
these.”

OT5 1 1 2 1 3 3 OT5: “Pronunciation, I think, is
very important, right?” “I would
concentrate on pronunciation and
the fluency.” “Um ... structure first
and then vocabulary because
fluency and structure would go

together ...” “Comprehension and
interactions would be the last
things ...”

OT1 said that he concentrated more on “vocabulary and structure” while OT2 stated that the top criterion he focused on was
comprehension. OT3 put his priority on comprehension, structure and fluency. OT4 had the same idea as OT5 that both of them said

that they concentrated on pronunciation, structure and vocabulary.
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Table 4.108 shows the rating strategy used by the operational/untrained raters in listening for types of errors.

Table 4.108: The rating strategy of used by the operational/untrained raters (OU) in listening for types of errors

Raters Sub-themes Meaning units
23. Types of errors that raters listened for (Number listed in priority)
Pronunciation Structure Vocabulary Fluency Comprehension Interactions

Oul 1 1 1 - - - OUL1L: “I concentrated on errors
made in vocabulary, structure and
pronunciation, not the other

criteria.”

ou2 2 2 2 2 1 2 OU2: “Everything. Nothing in
particular. It’d be serious if it was
incomprehensible.”

ous - - - - 1 1 OU3: “I think comprehension and

interactions are the most two
important things.

ou4 2 1 2 2 2 2 OU4: “All of them. The most
obvious was his sentence structure
.. “Okay, let’s put
comprehension to number two.’
“It’s not important to judge on the
use of language fluency.” “ ... So 1
don’t mind this point, just
comprehensible.” “I just looked if
could generally understand them, if
they could communicate under
such circumstances.”

)
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OuU5 1

1 OUS5: “I tried to award the scores
according to ICAO guideline. 1
equally looked at all six criteria,
not a special one.”

Two operational/untrained raters seemed to be cautious when they said that they “tried to award the scores according to ICAO

guideline” (OUS) and focused on “everything” and “nothing in particular” (OU2). However, OU2 hinted that he might put more

concentration on comprehension because “it’d be serious if it was incomprehensible”. OU1 typically concentrated on “vocabulary,

structure and pronunciation” while OU3 thought that “comprehension and interactions are the most two important things”. Even

though OU4 said in the beginning that he focused on “all of them”, he admitted later that “the most obvious was his sentence

structure” and he “put comprehension to number two”’. However, OU4 accepted that he just looked if he “could generally understand

them, if they could communicate under such circumstances” S0 he seemed to care most on the comprehension criterion.

Table 4.109 shows the rating strategy used by the linguistic/trained raters in considering the relatedness/relevance.

Table 4.109: The rating strategy of used by the linguistic/trained raters (LT) in considering the relatedness/relevance

Sub-themes

Rater
LT1

Rater

LT2

Rater

LT3

Rater

LT4

Rater
LT5

Yes No Yes No Yes No Yes No Yes No

Meaning units

24. Consideration on the
relatedness/relevance

of the content as a factor
in their ratings

X

X

X

X

X

LT1: “Sometimes.”

LT2: “Partly if it concerned comprehension. If
it’s not relevant, it means you don’t understand
it.”  “Relevance and comprehension come
together and also interactions. They come in as a
package.”
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LT3: “Yes.” “Always.”

LT4: “It depends on the questions. It’s related to
the content.” “I didn’t concentrate on the
content itself but the content leads to the
language use.”

LT5: “Yes. Sometimes.”

Even though all linguistic/trained raters said that they considered the relatedness/relevance of the content as a factor in their
ratings, only LT3 accepted that she “always” considered that. The others just considered the relatedness/relevance of the content as a
sub-theme in their ratings for “sometimes” (LT1 and LT5) or “partly” (LT2). LT4’s remark was interesting that she considered it
depending on the questions — if they were related to the content. She “didn’t concentrate on the content itself but the content leads to

the language use.”

Table 4.110 shows the rating strategy used by the linguistic/untrained raters in considering the relatedness/relevance.

Table 4.110: The rating strategy of used by the linguistic/untrained raters (LU) in considering the relatedness/relevance

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LUS
Yes No Yes No Yes No Yes No Yes No
24. Consideration onthe X X X X X LUL: “Yes. Very much. Very often.”
relatedness/relevance
of the content as a factor LU2: “Quite often. For example, when their
in their ratings answers were irrelevant to the questions.”

“Because I think this is serious in aviation.”
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LU3: “Yes but not so often. I focused on it in the
interview part but not in the first part because |
had no idea of that part. I didn’t know if that was
enough when one side spoke something and his
counterpart answered. So | looked at the language
only in this part. I turned to the content in the

interview part.”

LU4: “Yes, always.” “If their answers were
irrelevant to the questions, they affected their
scores.”

LU5: “Yes, I did. As | said, the third guy seemed
to be good but he couldn’t get the point.”

Three linguistic/untrained raters confirmed that they “always” (LU4) or “often” (LUl and LUZ2) considered the
relatedness/relevance of the content as a sub-theme in their ratings. LU5 did not state clearly the degree of her consideration but she
admitted that she did. LU3 confessed that she “focused on it in the interview part but not in the first part” because she “had no idea of
that part.” Contrary to LU3, LU2 who also did not have any background in aviation said that she considered the relevance of the

1

content “quite often” because she thought that “this is serious in aviation.’

Table 4.111 shows the rating strategy used by the operational/trained raters in considering the relatedness/relevance.
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Table 4.111: The rating strategy of used by the operational/trained raters (OT) in considering the relatedness/relevance

Sub-themes

Rater
OT1

Rater
OT2

Rater
OT3

Rater
OT4

Rater
OT5

Yes No Yes No Yes No Yes No Yes No

Meaning units

24. Consideration on
the
relatedness/relevance
of the content as a
factor in their ratings

X

X

X

X

X

OT1: “No, I didn’t because in the training we
received before they say that we are not here to
grade on the specific procedure. We are here to
assess their English proficiency so I didn’t use that
as negative or anything.”

OT2: “Relevance of the content? The one that
gave more consideration to ... the one that ... the
urgency call like ‘mayday mayday mayday’ or
whatever because, I don’t know, when ... my point
of view ... those are the ones where ... hey, you
need to ... you sort of to be quick on that. Okay?
Well, I was supposed to concentrate on the
language but in some cases you need ... you know
... you need not just be able to use vocabulary.”
“Just in some particular cases like in an
emergency situation.” “I know I’'m not supposed
to but ...”" (Laughter)

OT3: “Like I said I listened to whole thing as a
whole so the content was the most | pay attention
on. So | say | paid pretty much attention on
content.” “Yes, always. That’s on
comprehension.”

OT4: “Very little because everybody has his own
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opinion.”

OTS5: “Well ... it’s whether the answer is right or
wrong. It’s ... as raters, we are trained not to look
at the answer. We are trained just to look if the
answer matches the question being asked, right?
And then look at the language being used, right?
So if the answer is just along the line to the
question then it’s fine. You don’t really want the
correct answer. You want the correct language ...
for the answer.” “I would if it’s a different kind of
test, right? Not for the language assessment.”
“Very few. Very little.”

Most operational/trained raters seemed to understand the concept of language proficiency assessment thoroughly since they
said something like “in the training we received before they say that we are not here to grade on the specific procedure. We are here
to assess their English proficiency ...” (OT1) and “we are trained just to look if the answer matches the question being asked ..."
“And then look at the language being used ...” “So if the answer is just along the line to the question then it’s fine. You don’t really
want the correct answer. You want the correct language ... for the answer.” (OT5). Nonetheless, OT2 admitted that he “was supposed

G«

to concentrate on the language ...” “... but in some cases you need ... you know ... you need not just be able to use vocabulary.”
“Just in some particular cases like in an emergency situation.” “I know I'm not supposed to but ...” while OT3 “listened to whole
thing as a whole so the content was the most” he paid attention on. He “paid pretty much attention on content.” OT4 paid “very
little” consideration but with another reason. It was not because of the concept of language proficiency assessment but “because
everybody has his own opinion.” That makes OT1 the only rater in this category who admitted that he did not take the relatedness or
the relevance of the content into his consideration. OT5 who had the same idea of the language proficiency assessment as OT1 still

accepted that he considered that in the degree of “very few, very little.”
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Table 4.112 shows the rating strategy used by the operational/untrained raters in considering the relatedness/relevance.

Table 4.112: The rating strategy of used by the operational/untrained raters (OU) in considering the relatedness/relevance

Sub-themes Rater Rater Rater Rater Rater Meaning units
Oul ou2 OouU3 ouU4 OuU5
Yes No Yes No Yes No Yes No Yes No

24. Consideration on the X X X X X OUlLl: “I did but they didn’t answer in that
relatedness/relevance manner.”

of the content as a factor

in their ratings OU2: “Yes. We can’t deny that our job is

related to this.”

OU3: “Um ... yes.” “I considered it but not so
much. Just sometimes.”

OU4: “Always.” “For example, the second guy
could answer linguistically correct but it wasn’t
the question he was asked.” (Long pause) ‘I
can’t think of the example.”

OUS: “Yes, I did. It concerned comprehension.
If they ask you a question about one thing and
you answer about some other thing, it means
that you lack comprehension.”

All operational/untrained raters said that they considered the relatedness/relevance of the content as a sub-theme in their
ratings. Three of them (OU1, OU2 and OU5) did not clearly state the degree of their considerations. OU3 “considered it but not so

much, just sometimes.” while OU4 “always” did it.
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Table 4.113 shows the rating strategy used by the linguistic/trained raters in considering the quality of the content.

Table 4.113: The rating strategy of used by the linguistic/trained raters (LT) in considering the quality of the content

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
25. Consideration on X X X X X LT1: “If his answer was irrelevant to the question, 1
the quality would consider that in the area of comprehension.”
of the content as a
factor in their ratings LT2: “I also consider it too but not much because

some questions could be answered briefly, for
example the questions in the last part.”

LT3: “Always.”
LT4: “Not quite.”

LT5: “Yes. Sometimes.”

All linguistic/trained raters said that they considered the quality of the content the candidates give as a sub-theme in their
ratings with different degrees. LT1 would consider it in terms of comprehension if the candidate’s answer “was irrelevant to the
question.” LT2, LT4 and LT5 considered it “but not much” “not quite” and “sometimes” respectively. Only LT3 stated that she
“always” considered the quality of the content the candidates give as a factor in her rating.
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Table 4.114 shows the rating strategy used by the linguistic/untrained raters in considering the quality of the content.

Table 4.114: The rating strategy of used by the linguistic/untrained raters (LU) in considering the quality of the content

Sub-themes Rater Rater Rater Rater
LU1 LU2 LU3 LU4

Yes No Yes No Yes No Yes No Yes No

Meaning units

25. Consideration X X X X
on the quality

of the content as a

factor in their

ratings

LU1: “Very often.”

LU2: “Yes because I have an opinion that, in aviation, if
the answer has nothing to do with the question it may
lead to an accident. So I think this issue is serious.”

LU3: “Yes, sometimes because of the same reasons as
the previous question.”

LU4: “Yes, always.”

LUS: “I considered if the candidates answered
according to the gist that the interviewer wanted to get.”
“I considered the relatedness more than the quality of
the content.” “It must be straight to the point. They must
answer what they were asked.” “It doesn’t have to be
long or elaborate.”

All linguistic/untrained raters said that they considered the quality of the content the candidates give as a factor in their ratings

with different degrees. It was “very often” and “always” for LU1 and LU4, just “sometimes” for LU3. LU2 sounded to take this more

serious since she felt that “in aviation, if the answer has nothing to do with the question it may lead to an accident.” LU5 “considered

if the candidates answered according to the gist that the interviewer wanted to get.” He also added that he considered the relatedness
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more than the quality of the content.” Moreover, “it must be straight to the point” and “they must answer what they were asked.” “It

’

doesn’t have to be long or elaborate.’

Table 4.115 shows the rating strategy used by the operational/trained raters in considering the quality of the content.

Table 4.115: The rating strategy of used by the operational/trained raters (OT) in considering the quality of the content

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

25. Consideration on the X X X X X OT1: “No, not at all.”

quality

of the content as a factor in OT2: “Yes, I do. Only in some cases, not
their ratings often. I can say ‘rarely’.”

OT3: “Not really. I just wanna make sure
that he can answer it.”

OT4: “Three out of five.”

OT5: “Very little.”

OT1 was still the only rater in the operational/trained category who said that he did not take the quality of the content as a
factor in his rating. The others did it up to the different extents. It was “rarely” for OT2, “not really” for OT3, “three out of five” for
OT4 and “very little” for OT5.
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Table 4.116 shows the rating strategy used by the operational/untrained raters in considering the quality of the content.

Table 4.116: The rating strategy of used by the operational/untrained raters (OU) in considering the quality of the content

Sub-themes Rater Rater Rater Rater Rater
Ou1l Oou2 Ou3 ou4 Oous

Yes No Yes No Yes No Yes No Yes No

Meaning units

25. Consideration on X X X X X
the quality

of the content as a

factor in their ratings

OUL: “Yes, quite often.”

OU2: “Yes. If your answer is not according to the
procedure, it may lead to something else as a
consequence.”

OU3: “Yes. Sometimes.”’

OU4: “Always.” “The questions were not difficult.
As a pilot, you should be able to answer them
correctly.”

OUS: “Yes. This is the matter of getting ‘five’ or
‘six’. The guy who answers with more details, better
quality would get higher score.”

All operational/untrained raters said that they considered the quality of the content the candidates give as a factor in their

ratings with dissimilar strengths. It was “quite often” for OUL, “sometimes” for OU3 and “always” for OU4. OU2 and OU4 seemed

to demonstrate his background as pilots by saying “If your answer is not according to the procedure, it may lead to something else as

a consequence” and “the questions were not difficult. As a pilot, you should be able to answer them correctly.” OU5 stated his
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opinion which showed what would affect his ratings by saying “this is the matter of getting ‘five’ or ‘six’. The guy who answers with

more details, better quality would get higher score.”

Table 4.117 shows the rating strategy used by the linguistic/trained raters in considering the candidates’ distinctive

characteristics.

Table 4.117: The rating strategy of used by the linguistic/trained raters (LT) in considering the candidates’ distinctive

characteristics

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
26.Consideration X X X X X LT1: “If there was, it should have been the knowledge
on the candidates’ the candidates possessed in answering the questions.
distinctive For example, candidate number one sounds
characteristics ‘experience’. He has experience in his job therefore he

answered the questions instantly and | believed that
those answers were correct. On the contrary, the other
two candidates had no confidence in their answers.”

LT2: “No, not at all.” “For example, when we talk
about accent I'd care more about pronunciation. It is if
his accent is strong enough to interfere with
understanding.” “Not because of his Thai accent.”

LT3: “Speech rate.” “If they speak too fast, they’ll
miss a lot.” “Accent doesn’t matter.” “There was one
candidate, perhaps number two, but I'm not sure.”
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LT4: “Um... no. But being whatever nationality has
effects on everything in language usage especially
pronunciation. | think more of it in this way. For
example, being a Thai is like this. Talk like this.
Translate word by word like this. I don’t know what the
Chinese do but these do not affect my rating.”

LT5: “No, not the accent.” “I don’t want to use the
term ‘bias’. Let’s use the term ‘preference’.” “Well,
the term ‘preference’ is not quite right.” “I wouldn’t
say they didn’t have any effect on my consideration.
They did but very little.”

Linguistic/trained raters considered with different perspectives on the candidates’ distinctive characteristics. LT1 said that she
considered “the knowledge the candidates possessed in answering the questions” which made “candidate number one sounds
‘experience’ While “the other two candidates had no confidence in their answers.” LT3 said that she put the candidates’ speech rate
into her consideration. LT2 and LT4 stated that they did not consider any of the candidates’ distinctive characteristics in their ratings.
Even though LT5 did not clearly state the kind of characteristics, she accepted that those characteristics had some but very little effect

on her consideration.

Table 4.118 shows the rating strategy used by the linguistic/untrained raters in considering the candidates’ distinctive

characteristics.
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Table 4.118: The rating strategy of used by the linguistic/untrained raters (LU) in considering the candidates’ distinctive

characteristics

Sub-themes

Rater
LUl

Rater
LU2

Rater
LU3

Rater
LU4

Rater
LU5

Yes No Yes No Yes No Yes No Yes No

Meaning units

26. Consideration
on the
candidates’
distinctive
characteristics

X

X

X

X

X

LUL: “Yes. Their accent was very Thai.”

LU2: “Being Thai.” “I usually give ‘three’ for Thai
people because I think what they do are good enough for
Thai people.” “It doesn’t mean that I give higher score
because they are Thai.” “They would get higher score
only when they do something better than that.”

LUS3: “Um ... I looked at their responses. How fast they
reacted.” “No, not in my rating.”

LU4: “Yes. It was about the tone. | mean the confidence
they had in answering the questions.” “As pilots, they
should communicate clearly and confidently. They
should have confidence in using language in their
communication. I considered this in my rating too.”

LUS: “They were secondary.” “I looked at their
confidence as an important thing.” “I have special
positive score for this confidence because if they are not
confident in communicating, no matter how good they
are, they wouldn’t be able to convey what they want to.”
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All linguistic/untrained raters considered at least one distinctive characteristic of the candidates in their ratings. LU1 said that
she considered the candidates’ accent which “was very Thai.” LT2 said that she considered another thing deeper than their accent. She
considered the candidates as “being Thai.” 1LU3 stated that she considered the candidates’ responses but she refused that it had effect
on her ratings. LU4 and LUS5 looked at the same thing which was the candidates’ confidence. LT4 even insisted that he considered this

)

in his ratings while LT5 said that he had “special positive score for this confidence.’

Table 4.119 shows the rating strategy used by the operational/trained raters in considering the candidates’ distinctive

characteristics.

Table 4.119: The rating strategy of used by the operational/trained raters (OT) in considering the candidates’ distinctive

characteristics

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 oT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

26. X X X X X OTL1: “None of those. I tried to concentrate on what he
Consideration on was trying to say.”

the candidates’

distinctive OT2: “I'd concentrate on the accent that is difficult to
characteristics understand, okay?” “I concentrate on the accent if it’s

comprehensible or not because you know that for an
American or an Australian they probably don’t have
problem with grammatical structure, vocabulary. So ... |
don’t know ... I take the profile which nationality has a
problem with.”

OT3: “I did consider ... flow ... the accent I didn’t mind.
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Fluency and ... yes ... fluency I think.” “You mean did it
make me bias in any way? Alright, initially may be.”
“Bias in terms of ... you don’t expect much if he doesn’t
sound like an English or American or something. As soon
as you listen ... okay, here we go ...” “Maybe accent.”
“Because he speaks with Thai accent and then you expect
less. But in the end when you listen ... well, it’s not bad.
Then you kind of bump the credit back again.” “Because
I know that he’s Thai, | start with this level in mind and
then ... I start with ... what ... maybe level four and see if
he’s up or down or see if he’s just on that.” “So it’s
accent and nationality.”

OT4: “Probably their nationalities. Because I knew that
they were Thai. When they spoke like that with such
fluency, with such interactions, I considered that as ‘good

enough’.” “Because of their ‘Thainess’. It wasn’t their
native tongue.” “Also their accents. Because they are
Thai so I didn’t expect much from their accents. ” “On

the other hand, if they speak with very good accent, even
though they are Thai, I'd consider that too.”

OTS5: “Being Thai, some people are very influenced by
the Thai language so their pronunciation, their stress,
their accent are very Thai which sometimes when you use
it in English it’s very hard for me to understand. “Yes, of
course. I'm influenced by the candidate’s accent, his
pronunciation. All affect his score.” “Yes. I consider
accent as a part of pronunciation.”
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OT1 was the only operational/trained rater who insisted that he did not consider any distinctive characteristics of the
candidates in his ratings. The other raters accepted that they considered the accent of the candidates with different reasons. OT2
considered “on the accent that is difficult to understand”. OT3 said that he considered both the “accent and nationality” of the
candidates. He accepted that he did not expect much if the candidate “doesn’t sound like an English or American or something” and
“Because I know that he’s Thai, I start with this level in mind and then ... I start with ... what ... maybe level four and see if he’s up or
down or see if he’s just on that.” OT4 also said that he considered the candidates’ nationalities and accents. He even admitted that he
“didn’t expect much from their accents” because they were Thai. OT5 acknowledged that he was “influenced by the candidate’s

accent, his pronunciation” and “all affect his score.”

Table 4.120 shows the rating strategy used by the operational/untrained raters in considering the candidates’ distinctive
characteristics.

Table 4.120: The rating strategy of used by the operational/untrained raters (OT) in considering the candidates’ distinctive
characteristics

Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 OuU3 ou4 OouU5
Yes No Yes No Yes No Yes No Yes No

26. Consideration X X X X X OU1: “I was negatively marked by the third candidate’s
on the pronunciation. If I were not Thai, I wouldn’t be able to
candidates’ get what he said.” “His accent was so Thai.” “It was a
distinctive negative impression that he was too Thai.”
characteristics “Furthermore, his voice was not clear, it wasn’t sharp.”

ouz: “Partly, but not much.” “We’re not native

P T

speakers so I don’t care about the accent.” “Because we
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are Thai so I didn’t expect much.”

OU3: “If I have to choose, it should be voice and tone.”
“I think if somebody has bad grammar but it’d be fine if
he is calm, speaks slowly and clearly. | think this is
important.”

OU4: “Yes. Being Thai. Because Of that | have excuses
for every mistake in any criterion they made. 1'd like to
add that because they are Thai like me.”

OUS: “No, I didn'’t. For example, all of the candidates
spoke with Thai accent but it didn’t matter.” “So I didn’t
consider such characteristics.”

The candidates’ accent was the distinctive characteristic which was accepted by OU1 that he had a “negative impression” on
the third candidate that “he was too Thai.” OU2 had an opposite idea about the candidates’ Thai accent. He said “because we are
Thai so I didn’t expect much.” OU4 had the same perspective on the candidates’ Thai accent. He had “excuses for every mistake in
any criterion they made” “because they are Thai like me.” OU3 said that he considered “voice and tone” of the candidates. He
thought that “if somebody has bad grammar but it’d be fine if he is calm, speaks slowly and clearly”. OU5 was the only rater in this

category who “didn’t consider such characteristics.”

Table 4.121 shows the rating strategy used by the linguistic/trained raters in putting equal weight on all six criteria.
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Table 4.121: The rating strategy of used by the linguistic/trained raters (LT) in putting equal weight on all six criteria

Sub-
themes

Rater
LT1

Rater
LT2

Rater
LT3

Rater

LT4

Rater

LTS

Yes No Yes No Yes No Yes No Yes No

Meaning units

27.
Putting
equal
weight
on all six
criteria

X

X

X

X

X

LT1: (After a period of pondering) “I never think of that but I
think it should be equally.”

LT2: “Yes.”

LT3: “Equally.” “I gave importance to the six criteria equally
but while listening, because the first four criteria were what they
produced then they’d show the meanings and how they
interacted with the problems.”

LT4: “I think I weighed more on the first three criteria because
they lead to the latter three.”

LTS: “No. I weighed more on the first three.” “They are
important but it doesn’t mean that if these three are good, |
would not consider the other three. They are a little more
weighted but not that significant. It means if the last three are
not good and the first three are good, it would affect the final
score. No, it wouldn’t.” “They are not totally weighted more
than the last three.”

cve



LT1, LT2 and LT3 said that they weighted all six criteria equally in their ratings. LT4 and LT5 accepted that they weighted

more on “the first three criteria” “because they lead to the latter three.” However, LT5 added that “they are a little more weighted

but not that significant.”

Table 4.122 shows the rating strategy used by the linguistic/untrained raters in putting equal weight on all six criteria.

Table 4.122: The rating strategy of used by the linguistic/untrained raters (LU) in putting equal weight on all six criteria

Sub- Rater Rater Rater Rater Rater Meaning units
themes LUl LU2 LU3 LU4 LUS
Yes No Yes No Yes No Yes No Yes No

217. X X X X X  LUL1: “I weighed structure and vocabulary less than others ...”
Putting “I can’t say but, let’s say, I didn’t concentrate much on structure
equal and vocabulary.” “I checked the comprehension when they
weight answered, to see how much they understood.”

on all six

criteria LU2: “My overall score is the majority of six criteria.” “For

example, this candidate gets ‘four’ for overall because he gets
‘four’ in most criteria.” “But I think I weighed each criterion
equally.”

LU3: “Yes.”
LU4: “Yes.”

LUS: “I put more weight on comprehension. So I didn’t weigh it
equally.” “As I said, it was because of my background. It’s
impossible if I want to weigh on vocabulary because I didn’t
know much vocab. For example, the word ‘taxi’, I didn’t know
what it was.” “I have limited background in aviation.” “So I
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rated vocabulary in terms of general vocabulary instead of those
specific technical terms.”

LU2, LU3 and LU4 said that they weighted each criterion equally. LU1 said that she “weighted structure and vocabulary less
than others” while LUS “put more weight on comprehension”. LU5 added that she had “limited background in aviation”. That was
the reason why she did not put much weight on vocabulary which was quite specific in terms of technical terms.

Table 4.123 shows the rating strategy used by the operational/trained raters in putting equal weight on all six criteria.

Table 4.123: The rating strategy of used by the operational/trained raters (OT) in putting equal weight on all six criteria

Sub- Rater Rater Rater Rater Rater Meaning units
themes OoT1 0oT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

27. Putting X X X X X OT1: “As [ said, the comprehension and interactions |
equal considered those less ...”

weight

on all six OT2: “So, yes, I think I weighed each criterion equally.”
criteria

OT3: “Ah ... I know that I looked at the ... structure ...
comprehension ... and pronunciation and ... fluency. One, two,
three, four ... these four looked at the whole lot more than
interactions and vocab.”

OT4: “No, not equally.” “For final scores, I weighed more on
comprehension and structure.”

OT5: “Yes.”
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Two raters (OT2 and OT5) in the operational/trained group said that they weighed all six criteria equally. OT1 stated that he
considered comprehension and interactions less than the other four criteria. OT3 admitted that he put more weight on pronunciation,
structure, fluency and comprehension while OT4 accepted that he did not put them equally. He “weighed more on comprehension and

structure.”

Table 4.124 shows the rating strategy used by the operational/untrained raters in putting equal weight on all six criteria.

Table 4.124: The rating strategy of used by the operational/untrained raters (OU) in putting equal weight on all six criteria

Sub- Rater Rater Rater Rater Rater Meaning units
themes LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
27. X X X X X OUL: “Yes.” “Well...I might put more weight on comprehension
Putting and interactions because | give weight on comprehensibility, on
equal communicability.” “I think they are more crucial factors in
weight communication.”
on all six
criteria OU2: “I think I did equally.”

OU3: “No, not equally. They are not much different but I think I
put most weight on comprehension for the same reason |
mentioned. If you don’t understand, what’s the point?
Interactions come next. What are interactions? If you don’t
comprehend, you've got to interact. Right? You have to initiate,
to ask.” “I think I don’t mind much about structure. | put it last
on the list. The others like vocabulary and pronunciation are
auxiliary factors. I may be wrong. I don’t know.”

OU4: “No, not equally. As I said, I weighed some criteria less
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than others.” “Because I don’t think they are all equally
important, not in terms of comprehensibility.”

OUS5:  “Yes because they are equally important. If you're good
in one aspect but bad in others, it’s useless to communicate with
others. They must come together.”

OU2 and OU5 were two raters in the operational/untrained batch who said that they weighted all six criteria equally. OUL1 “put
more weight on comprehension and interactions” while OU3 “put most weight on comprehension”. OU4 did not clearly state what
criteria he weighted more but he insisted that he did not put them equally because he did not “think they are all equally important, not

in terms of comprehensibility.”

Table 4.125 shows the degrees of the test task difficulty as considered by the linguistic/trained raters.

Table 4.125: The degrees of the test task difficulty as considered by the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
E DNEDNEUDNEUDNEDN

28. Degrees of X X X X X LT1: “Not difficult, not easy because it was a
test tasks i.e. combination of ease and difficulty.”
E = Easy
D = Difficult LT2: “Not easy, not difficult.”
N = Neither

LT3: “Not easy, not difficult.” “Quite appropriate
because the tasks concerned their jobs directly. ” “The
questions were neither too easy nor too difficult.”
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LT4: “Not too easy, not too difficult because no matter
what level the test-takers are, they’ll receive the same
questions.”

LTS5: “Not difficult, not easy because it was appropriate
to the situation.”

Even though they had different reasons, none of the linguistic/trained rater thought the test tasks were too easy or too difficult.
LT1 thought, “it was a combination of ease and difficulty”. LT2 did not specify any particular reason. LT3 thought, “the tasks
concerned their jobs directly.” LT4 thought, “no matter what level the test-takers are, they’ll receive the same questions” while LT5

said, “it was appropriate to the situation.”

Table 4.126 shows the degrees of the test task difficulty as considered by the linguistic/untrained raters.

Table 4.126: The degrees of the test task difficulty as considered by the linguistic/untrained raters (LU)

Sub- Rater Rater Rater Rater Rater Meaning units
themes LUl LU2 LU3 LU4 LUS
E DNEUDNETDNEUDNEDN

28. X X X X X LUL: “Not easy.” (Hesitant) “Um...intermediate because
Degrees of they were patterns and codes which are usually used by pilots
test tasks then it’s easy, but it was difficult when unusual situations
ie. happened.”

E = Easy

D= LU2: “Not difficult, not easy because the real situations they
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Difficult
N =
Neither

normally experience should be the same.”

LU3: “I think it was difficult because they had to respond
instantly, especially the first part, not the interview parz. ”

LU4: “Not difficult because most of the language they used
were phraseologies which pilots knew how to respond and
most of them were repetition. They repeated the orders
between the air traffic controller and the pilot. The language
in this part wasn’t difficult.” “The interview part wasn’t
difficult because the interviewer spoke slowly.” “Not easy
because there may be some factors in some situations which
may influence the way pilots decide what to communicate.
Pilots have to solve the problems and at the same time they
have to think of the words to communicate with the air traffic
controllers. So the overall is not difficult and not easy. It
requires quite an interaction.”

LUS: “Quite difficult, perhaps because I'm not in this field.
So 1 feel it’s rather difficult.”

Three linguistic/untrained raters said that the test tasks were neither too easy nor too difficult because “they were patterns and

codes which are usually used by pilots then it’s easy but it was difficult when unusual situations happened” (LU1), “the real

situations they normally experience should be the same” (LU2) and “most of the language they used were phraseologies which pilots

knew how to respond and most of them were repetition” (LU4). However, the other two thought differently. Those were because “they

had to respond instantly” (LU3) and “I'm not in this field” (LUS).

Table 4.127 shows the degrees of the test task difficulty as considered by the operational/trained raters.
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Table 4.127: The degrees of the test task difficulty as considered by the operational/trained raters (OT)

Sub-themes  Rater Rater Rater Rater Rater Meaning units
OT1 0T2 OT3 OT4 OT5
E DNEDNEUDNEUDNEUDN
28. Degrees X X X X X OTL1: “I thought it was fair. I thought it wasn’t too hard, it

of test tasks
ie.

E = Easy
D=
Difficult

N = Neither

wasn’t too difficult ...” “I think it’s difficult when the
subject has to come up with something that they might not
be too familiar with.”

OT2: “I think they were easy in all three parts.” “Because
I think I have broader vocabulary and | could answer the
tasks being confronted.”

OT3: “That’s alright. It wasn’t difficult. It was an easy
too, you know. I think it was just right. It’s okay. It’s
good.”

OT4: “Quite difficult. I give eight out of ten because some
tasks are not everyday life topics.” “... It’s even more
difficult to say it in a foreign language.”

OT5: “Oh! Okay. If that’s like that, it’s easy.” “Because
taking two courses of rating already ...” “For me it’d quite
easy, but for them it depends. ....” “I can’t say if it’s too
easy or too hard. It depends on the test-takers. ”

Three operational/trained raters thought that the tasks were easy because “I have broader vocabulary and I could answer the

tasks being confronted.” “If I am an interviewee, I can answer all questions easily.” (OT2). OT3 did not present any specific reason

for his opinion. OT5 said that the tasks were easy for him but “it depends on the test-takers.” OT4 was the only rater who regarded
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the test tasks as difficult because “some tasks are not everyday life topics.” OT1 thought that “it was fair” but “it’s difficult when the

subject has to come up with something that they might not be too familiar with.”

Table 4.128 shows the degrees of the test task difficulty as considered by the operational/untrained raters.

Table 4.128: The degrees of the test task difficulty as considered by the operational/untrained raters (OU)

Sub- Rater Rater Rater Rater Rater Meaning units
themes Ou1l ou2 Oous3 ou4 OuU5
E DNEUDNEUDNEUDNEDN
28. X X X X X QU1: “Not difficult, not easy because they directly concern
Degrees of with their job. They are their routine duties.” “It may be
test tasks difficult when they had to explain something, bomb,
e something like that.”
E = Easy
D= OU2: “Not easy, not difficult.”
Difficult
N = OUS3: “I think it was difficult for test-takers. It’s not too
Neither hard for me.” “That’s because they’re all open-ended

questions which we, pilots, are not comfortable with them.
We are unfamiliar to them.”

OU4: “Moderate, not difficult, not easy.” “Because there
were various kinds of questions. The questions were mixed.”

OUS: “For me, it was neither difficult nor easy because they
assessed in many aspects. Okay it’s not too easy because it’s
not our language but it’s not too difficult because it was
aviation related. They should know about it.”” “It may not be
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easy because we don’t use it everyday. We use it only during
flight and what we use are standardized words and phrases.
If we work in a multi-national company and we have to use
English everyday, it may not be so hard.”

Almost all operational/untrained raters thought that the test tasks were neither easy nor difficult. However, “it may be difficult
when they had to explain something, bomb, something like that” (OU1). OU3 regarded them as “it was difficult for test-takers” but
“it’s not too hard.” For him while OU5 said that “it was neither difficult nor easy because they assessed in many aspects” and “it’s
not too easy because it’s not our language but it’s not too difficult because it was aviation related.” For OU4 it was “moderate, not

difficult, not easy” “because there were various kinds of questions” and “the questions were mixed.” OU2 did not specify his reasons.

Table 4.129 shows the duration of the speech samples as considered by the linguistic/trained raters.

Table 4.129: The duration of the speech samples as considered by the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LTl LT2 LT3 LT4 LTS

S LASLASLASLASLA

29. Duration of the X X X X X LT1: “Overall, it was a little too long.”

speech samples i.e.

S =Too short LT2: “Not too long, not too short.”

L =Too long

A = Appropriate LT3: “Not too long. It was appropriate but | think the

computer mediated part was a little too long. The
interview part should be extended.”

LT4: “Its duration is not too long but the parts that
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we use to rate, to judge the candidates are ...okay.”
LTS5: “They were okay.”

Four out of five linguistic/trained raters (LT2, LT3, LT4 and LT5) said that the duration of the speech samples were “okay”.
However, LT3 commented that “the computer mediated part was a little too long” and “the interview part should be extended”. LT1

was the only rater who said that “overall, it was a little too long.”
Table 4.130 shows the duration of the speech samples as considered by the linguistic/untrained raters.

Table 4.130: The duration of the speech samples as considered by the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LUS
S LASLASLASLASLA
29. Duration of the X X X X X LU1L: “Not too long, not too short. Appropriate.”
speech samples i.e.
S =Too short LU2: “Not too short, not too long.” “It depends on how
L = Too long fluent they answer the questions ..."

A = Appropriate
LU3: “It wasn’t short, rather long.”

LU4: “Not too short, not too long.” “They were
appropriate for each part.”

LUS5: “The duration of each sample was not equal. The
first was too long. The third was a little too short. The
second one seemed to be alright.”
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Three linguistic/untrained raters (LU1, LU2 and LU4) stated that the speech sample duration was “not too long, not too short”.
LU2 added that “it depends on how fluent they answer the questions” and “they didn’t answer long but it took a long time for them to
answer.” LU3 had a conflicting idea that “it wasn't short, rather long.” LU5 had the differing thought for each sample that “the
duration of each sample was not equal. The first was too long. The third was a little too short. The second one seemed to be alrighz.”

It could be concluded that the overall length was “alright.”

Table 4.131 shows the duration of the speech samples as considered by the operational/trained raters.

Table 4.131: The duration of the speech samples as considered by the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
oT1 oT2 OT3 OT4 OT5

S LASLASLASLASLA

29. Duration of the X X X X X OT1: “The actual samples were not that long but they
speech samples i.e. had a lot of gaps ...” “If you cut that out, I think it
S =Too short would be fine.”

L =Too long

A = Appropriate OT2: “I think they were good length.”

OT3: “I think the speech samples depend on how
good that person’s English was.” “I thought it was
appropriate.”

OT4: “The role play part was too long while the
interview part was too short.” “It’s okay in average.”

OT5: “Um ...at the end I think it was fine.” “So I
think maybe a bit too short.”
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Four operational/trained raters agreed that the duration of the speech samples was “fine” or “okay” “in average”. OT1 also
pointed out that “the actual samples were not that long but they had a lot of gaps especially in the first one.” OT3 added that “the
speech samples depend on how good that person’s English was”. OT5 changed his mind from “at the end I think it was fine” to

“maybe a bit too short.” That made him the only rater in this group who thought that the speech samples duration was too short.

Table 4.132 shows the duration of the speech samples as considered by the operational/untrained raters.

Table 4.132: The duration of the speech samples as considered by the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
ou1l ou2 ous ou4 ou5

S LASLASLASLASLA

29. Duration of the X X X X X OUL: “It was rather long but it had to be long to judge
speech samples i.e. them.”

S =Too short

L = Too long OU2: “The first was too long.”

A = Appropriate
OU3: “I think if the radiotelephony part is shorter, it’ll
be okay.”

OU4: “I think part one was too long.” “The other parts
are okay. Part one should be shorter and give more time
to part two because the rating is based on part two.”

OUS: “The first one was too long. The latter two were
okay.”
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Four operational/untrained raters (OU2, OU3, OU4 and OU5) were unanimous that “the first one was too long”. OU1 was the
only rater in this category who did not clearly stated about that first part. He just merely said that “it was rather long” but he agreed
that “it had to be long to judge them.” This might be because they are all pilots who are very familiar with the radiotelephony. So they

saw this part as a waste of time. It also made them think that the overall duration was too long.

Table 4.133 shows the appropriate duration of the speech samples as considered by the linguistic/trained raters.

Table 4.133: The appropriate duration of the speech samples as considered by the linguistic/trained raters (LT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5

30. Appropriate 20-25 25-30 30-40 3540 20 LT1: “Twenty to twenty five minutes. Maximum is thirty minutes.”
duration

of the speech LT2: “It should be around 25 to 30 minutes depending on the questions
samples that we ask. How deep we want to probe? For example, if we ask just
(minutes) very plain questions throughout 25 minutes, it wouldn’t be ratable.”

LT3: “Around thirty to forty minutes.”
LT4: “Thirty-five to forty minutes including the radiotelephony part.”

LTS: “It should be the same length as the third one which was around
twenty minutes.”

The appropriate duration of the speech samples varied among five linguistic/trained raters. The minimum was 20 minutes LT1
and LT5) and the maximum was 40 minutes (LT3 and LT4).

Table 4.134 shows the appropriate duration of the speech samples as considered by the linguistic/untrained raters.
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Table 4.134: The appropriate duration of the speech samples as considered by the linguistic/untrained raters (LU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
LU1 LU2 LU3 LU4 LU5S

30. Appropriate 30 15-30 15-20 20-30 30 LULl: “What do you want to use it for?” “For proficiency test, it should

duration be approximately half an hour.”

of the speech LU2: “Not more than 15 minutes.” “It also depends on the task type.”
samples “These 15 minutes must cover the TLU (Target Language Use) that
(minutes) pilots really use.” “It shouldn’t be longer than half an hour.”

LU3: “Around fifteen to twenty minutes.” “It depends on how well you
can make them speak. It wouldn’t be enough if the test-taker answers
just one or two words. So it depends on the interviewer to encourage
them to speak.”

LU4: “The third was quite alright. It’s around twenty to thirty minutes.”

LUS: “Around thirty minutes.”

The appropriate duration of the speech samples also varied among five linguistic/untrained raters. The minimum was 15
minutes (LU2 and LU3) and the maximum was 30 minutes (LU1, LU2, LU4 and LUS).

Table 4.135 shows the appropriate duration of the speech samples as considered by the operational/trained raters.

Table 4.135: The appropriate duration of the speech samples as considered by the operational/trained raters (OT)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OTl OT1T2 OT3 O0T4 OT5
30. Appropriate 30-45 30-40 20-30 30 30-40 OT1: “dbout 30 to 45 minutes.”
duration
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of the speech OT2: “I think these were roughly around forty minutes.” “I think it
samples (minutes) shouldn’t be more than that. I think thirty minutes is sufficient.”

OT3: “Yes, twenty to thirty minutes I think it’s enough.”

OT4: “Thirty minutes with full content. I mean not full of those gap
fillers like ‘well’, ‘er’, ‘ah’.”

OTS: “Thirty to forty minutes is fine.”

The appropriate duration of the speech samples varied among five operational/trained raters. The minimum was 20 minutes
(OT3) and the maximum was 45 minutes (OT1).

Table 4.136 shows the appropriate duration of the speech samples as considered by the operational/untrained raters.

Table 4.136: The appropriate duration of the speech samples as considered by the operational/untrained raters (OU)

Sub-themes Rater Rater Rater Rater Rater Meaning units
OUl O0OU2 0U3 0uU4 o0Us

30. Appropriate duration of the speech samples  20-30 30 30 25 20  OU1: “Twenty to thirty minutes.”
(minutes)
OU2: “It should be around half an hour.”
OU3: “I think around thirty minutes is
okay.”

OU4: “Totally not more than twenty-five
minutes.”

OUS: “Around twenty minutes should be
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enough.”

The appropriate duration of the speech samples varied among five operational/untrained raters. The minimum was 20 minutes
(OU1 and OUS5) and the maximum was 30 minutes (OU2 and OU3).

Table 4.137 shows the linguistic/trained raters’ (LT) opinions if rating three speech samples was too much.

Table 4.137: The linguistic/trained raters’ (LT) opinions if rating three speech samples was too much

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LT5
Yes No Yes No Yes No Yes No Yes No
31. Rating three speech samples X X X X X LT1: “It shouldn’t be more than
consecutively was too much two.”

LT2: “It was okay.”

LT3: “It would be okay if I took
a short brake.”

LT4: “No.”

LTS: “Yes, too much for me.”

Three linguistic/trained raters (LT2, LT3 and LT4) thought that rating three speech samples consecutively was “okay” while
the other two thought that “it shouldn’t be more than two” (LT1) or “too much” (LT5).

89¢



Table 4.138 shows the linguistic/untrained raters’ (LU) opinions if rating three speech samples was too much.

Table 4.138: The linguistic/untrained raters’ (LU) opinions if rating three speech samples was too much

Sub-themes Rater Rater Rater Rater Rater Meaning units
LU1 LU2 LU3 LU4 LUS
Yes No Yes No Yes No Yes No Yes No

31. Rating three speech samples consecutively was X X X X X LUL: “Appropriate.”

too much
LU2: “No.”

LU3:  “Quite too

much.”’

LU4: “No, not for
me.”

LUS: “4 little.”

Three linguistic/untrained raters (LUL, LU2 and LU4) thought that rating three speech samples consecutively was not too

much while the other two thought that it was “quite too much” (LU3) or “a little” too much (LU5).

Table 4.139 shows the operational/trained raters’ (OT) opinions if rating three speech samples was too much.
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Table 4.139: The operational/trained raters’ (OT) opinions if rating three speech samples was too much

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

31. Rating three speech X X X X X  OTL1: “It depends really on how you rate each
samples consecutively was one.” “I think three would have been too
too much much. Two would have been good.”

OT2: “Yes.”

OT3: “Yes. I think two at any one time and
then break. It’s much better.”

OT4: “Too much.”
OT5: “Was too much? Um ... I guess not but

if'it’s a full day to do this, right? I could have
done one and then ...”

Almost all operational/trained raters (OT1, OT2, OT3 and OT4) thought that rating three speech samples consecutively was
too much. (“Two would have been good” — OT1, “Yes” —OT2 and OT3, “Too much” — OT4) Only OT5 did not think so.

Table 4.140 shows the operational/untrained raters’ (OU) opinions if rating three speech samples was too much.
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Table 4.140: The operational/untrained raters’ (OU) opinions if rating three speech samples was too much

Sub-themes Rater Rater Rater Rater Rater
Ou1l Oou2 OuU3 ou4 Ou5

Yes No Yes No Yes No Yes No Yes No

Meaning units

31. Rating three X X X X X
speech samples

consecutively was too

much

OU1: “Two should be enough but this was my first
time. After this, I think three are not too many.”

OU2: “Yes. I got tired when listening to the third
candidate.”

OU3: “I think it was nice. I can say that the first
guy might not be rated accurately. Comparison is
human nature. If you say you don’t compare, you
definitely lie. I got clearer picture when | rated the
second and the third guy.”

OU4: “If I have to write the comments like this, it
was too much.”

OUS: “If there’s no more in the same day, it’s
okay.”

Three operational/untrained raters thought that rating three speech samples consecutively was too much. OU1 said that “two

should be enough”. OU2 complained that he “got tired when listening to the third candidate” and OU4 stated that “it was too much”

if he had to “write the comments like this”. OU5 did not have any complaint “if there’s no more in the same day”. OU3 was the only

one who thought “it was nice” because he “got clearer picture when he rated the second and the third guy”.
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Table 4.141 shows the linguistic/trained raters’ (LT) opinions concerning the maximum number of the speech samples that
should be rated in one day.

Table 4.141: The linguistic/trained raters’ (LT) opinions concerning the maximum number of the speech samples that should
be rated in one day

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5

32. The maximum 5 6 4-6 6 4 LT1: “Maximum is five per day.” “It also depends on the speech
number of the samples if they are easy or difficult to rate, if they are complicated or
speech not.”

samples that

should be rated in LT2: “I think it shouldn’t be more than six. It’s sort of three in the
one day morning and three in the afternoon.” “Otherwise raters may be too

tired and the results may be unreliable.”

LT3:  “It depends on how difficult to rate. If it’s difficult, four is
enough.” “So it depends on the candidates’ proficiency, if they are
good, five or six wouldn’t be a problem. But if they are weak, four is
tough enough.”

LT4: “If they are easy like these, six are fine. Three in the morning
and three in the afternoon.”

1

LT5: “Two in the morning and two in the afternoon.’

The linguistic/trained raters did not agree on the maximum number of the speech samples that should be rated in one day. LT1
said that “maximum is five per day”. It “shouldn’t be more than six” for LT2. LT3 had the opinion that “it depends on how difficult to
rate”. She explained that “if they are good, five or six wouldn’t be a problem. But if they are weak, four is tough enough”. “Six are
fine” for LT4 but only four which is “two in the morning and two in the afternoon” for LT5.
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Table 4.142 shows the linguistic/untrained raters’ (LU) opinions concerning the maximum number of the speech samples that

should be rated in one day.

Table 4.142: The linguistic/untrained raters’ (LU) opinions concerning the maximum number of the speech samples that

should be rated in one day

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUL LU2 LU3 LuU4 LU5
32. The maximum 6 6 1-2 6 6 LUL: “Three in the morning and three in the afternoon. Five would
number of the speech be too much.”
samples that should
be rated in one day LU2: “Three in the morning and other three in the afternoon are

okay - for rating only.”

LU3: “One or two in a day, if it’s this long.” “I felt that three hours
was short so I think one day should be alright.”

LU4: “I think two in the morning and two in the afternoon are
appropriate.” “Three in the morning and three in the afternoon is
the maximum limit.”

LUS: “It should be thirty minutes for one candidate, then a ten-
minute break. The best practice should be three in the morning and
three in the afternoon.”

Almost all linguistic/untrained raters (LU1, LU2, LU4 and LU5) consented that the maximum number of the speech samples

that should be rated in one day was six. Only LU3 thought that it should be just “one or two in a day, if'it’s this long .
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Table 4.143 shows the operational/trained raters’ (OT) opinions concerning the maximum number of the speech samples that

should be rated in one day.

Table 4.143: The operational/trained raters’ (OT) opinions concerning the maximum number of the speech samples that

should be rated in one day

Sub-themes  Rater Rater Rater Rater Rater Meaning units
OTl OT1T2 OT3 O0OT4 OT5

32. The - 4 6 4 4 OT1: “It can’t be said how many should be done in a day. It depends on
maximum the level as I said.”
number of the
speech OT2: “Two would be alright.” “Two at a time. In a day, two by two.”
samples that
should be rated OT3: “Yes. You can do six in one day because after two you can break. If
in one day you did three in the morning, you can do one, break, one, break, one,

break.” “Three in the morning, three in the afternoon in one day.”

OT4: “Two. I mean one then a brake, another one and another brake. f
we do it consecutively, there may be a comparison because we just finish
the first one. Even though we know that shouldn’t be done but it can’t
help because it’s just done.” “Four ratings are the maximum in a day.”

OT5: “In one day I guess it’s about three to four. We did three in half a
day, right? Because of the time limit. But if I was given full day, I'd do
two in the morning and two in the afternoon.”

Three operational/trained raters (OT2, OT4 and OT5) were consistent that rating four speech samples in a day was the
maximum. OT3 thought he could handle six samples in a day while OT1 did not state clearly how many it should have been. He just

mentioned, “it depends on the level .
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Table 4.144 shows the operational/untrained raters’ (OU) opinions concerning the maximum number of the speech samples

that should be rated in one day.

Table 4.144: The operational/untrained raters’ (OU) opinions concerning the maximum number of the speech samples that

should be rated in one day

Sub-themes Rater Rater Rater Rater Rater Meaning units
OUl OuU2 O0uU3 0u4 O0ous

32. The maximum 6 4 4 3 6 OUL1l: “Three in the morning and three in the afternoon.”
number of the
speech OU2: “Two in the morning and other two in the afternoon.”
samples that
should be rated in OU3: “It’s the diminishing returns.” “Two in the morning and two in
one day the afternoon should be better.”

OUA4: “Let’s say two in the morning and one in the afternoon because
people normally get tired in the afternoon. There’ll be some other
factors which affect in the afternoon. It’s more energetic in the
morning.”

OUS: “In real assessment three in the morning and three in the
afternoon should be fine.”

Two operational/untrained raters (OU1 and OU5) thought that the maximum number of the speech samples that should be
rated in one day was six while the other two (OU2 and OU3) thought it was four. OU4 was the only one who thought of a number less
than that. In his opinion, “people normally get tired in the afternoon” and “it’s more energetic in the morning”. Moreover, he
supposed that “there’ll be some other factors which affect in the afternoon”. That is why he proposed to rate simply three speech

samples in a day.
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Table 4.145 shows the linguistic/trained raters’ (LT) considerations concerning the interviewers’ accommodation.

Table 4.145: The linguistic/trained raters’ (LT) considerations concerning the interviewers’ accommodation

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
33. The X X X X X LT1: “No. He knew when to repeat the

interviewers/interlocutors
tried to
help/accommodate the
candidate during the test

questions again.”

LT2: “Sometimes because if the interviewee
seemed not to understand, he would tailor the
language he used or change the question
forms. He tried to guide and to explain a lot to
lead the interviewees to the points.”

LT3: “A little if the interviewee wanted
confirmation.”

LT4: “He didn’t help in the way of
simplifying. He repeated and adjusted the
questions but not to be easier. The third
candidate didn’t get the question and the
interviewer repeated it a few times but he
didn’t make it easier. He just wanted to get the

2

answer.

LT5: “Yes, I do because there were some
questions that the test-takers couldn’t answer
or answered off the point and the interviewer
tried to ask again.”
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All linguistic/trained raters, except LT1 whose answer was “no”, seem to agree that the interlocutor would “repeat the

questions again” when he wanted “fo lead the interviewees to the points” (LT2) or when “the interviewee wanted confirmation”

(LT3) or when “the test-takers couldn’t answer or answered off the point” (LT5). The interlocutor “didn’t help in the way of

simplifying”. “He just wanted to get the answer” (LT4).

Table 4.146 shows the linguistic/untrained raters’ (LU) considerations concerning the candidates’ age.

Table 4.146: The linguistic/untrained raters’ (LU) considerations concerning the interviewers’ accommodation

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
33. The interviewers/ X X X X X LUL: “Yes, in the interview part because he didn’t

interlocutors tried to
help/accommodate the
candidate during the
test

push the candidates too much. He didn’t just let it
pass.” “It was like when the interviewer realized
that the candidate didn’t know more than that, he
just gave up.”

LU2: “Yes, especially in the last part because the
way the interviewer changed the questions to be
easier for the candidates to be able to answer.”

LU3: “No, he didn’t try to help, just tried to make
them speak. It was like if they didn’t understand
the questions, he repeated them or simplified
them.”

LU4: “Yes maybe because he gave cues in
answering the questions.” “I don’t know if they
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saw each other during the test. If they didn’t, okay,
they didn't help.” “They might help by repeating
the questions.”

LUS: “4 little.” “Well, he didn’t help by leading
to the answers. He kind of tried to restate the
question to get the gist but not directly gave the
answer.” “It was rather facilitation.”

LU1 and LU2 seemed to have strong feelings that the interlocutor tried to help the candidates. LU1 stated that “it was like
when the interviewer realized that the candidate didn’t know more than that, he just gave up” while LU2 detected that “the
interviewer changed the questions to be easier for the candidates to be able to answer.” LU4 and LU5 did not feel that strong about
the interlocutor. For LU4 it was just that “they might help by repeating the questions” and “it was rather facilitation” for LU5 who
thought that the interlocutor just “kind of tried to restate the question to get the gist but not directly gave the answer”. LU3 was the
only linguistic/untrained rater who did not think so. The interlocutor “didn’t try to help, just tried to make them speak” in the opinion
of LUS.

Table 4.147 shows the operational/trained raters’ (OT) considerations concerning the candidates’ age.

Table 4.147: The operational/trained raters’ (OT) considerations concerning the interviewers’ accommodation

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

33. The X X X X X OT1: “No, I believe that the interviewer was
interviewers/interlocutors very professional.”
tried to
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help/accommodate the
candidate during the test

OT2: “Yes.” “The interviewer was trying to
help by saying some keywords or just tried to
lead him so he could get the answer.”

OT3: “Not really. No.”

OT4: “Yes. Because the interviewer knew
that this had effect on the test-takers’ career
S0 it’s better to help each other.” “The
interviewer helped by rephrasing and
clarifying the questions. He also spoke with
slower speed.”

OT5: “Yes, he tried to simplify. Just a bit of
help, 1 guess. It wouldn’t influence the
answer. No.”

Among the operational/trained raters, OT1 and OT3 said firmly that the interlocutor did not help the candidates because “the

interviewer was very professional” (OT1). However, OT2 had different point of view. “The interviewer was trying to help by saying

some keywords or just tried to lead him so he could get the answer” was his answer. OT4 had similar idea that “the interviewer

helped by rephrasing and clarifying the questions” and “he also spoke with slower speed” because “the interviewer knew that this

had effect on the test-takers’ career so it’s better to help each other”. OT5 explained that the interlocutor “tried to simplify” which

was “just a bit of help” but “it wouldn’t influence the answer”.

Table 4.148 shows the operational/untrained raters’ (OU) considerations concerning the candidates’ age.
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Table 4.148: The operational/untrained raters’ (OU) considerations concerning the interviewers’ accommodation

Sub-themes Rater Rater Rater Rater Rater Meaning units
ou1l ou2 ou3 ou4 Ou5
Yes No Yes No Yes No Yes No Yes No
33. The X X X X X OU1L: “No, he didn’t because it was the same

interviewers/interlocutors
tried to
help/accommodate the
candidate during the test

pattern.” “He did the same thing to every
candidate. If they didn’t understand, he just
repeated a little.”

OU2: “Yes, partly.” “He tried to use easier
terms or paraphrase.”

OU3: “Ididn’t feel that.”

OUA4: “Yes, he did because he tried to simplify
his questions. He didn’t try to give the

2

answers.

OUS: “Yes, partly. Sometimes the candidates’
answers were not direct to the point, the
interviewer changed the question or repeated
it or simplified it. He tried to lead the
candidates to the get the answers which were
straight to the point. Otherwise they would
answer incorrectly or didn’t answer at all.”

OUL1 and OU3 did not think that the interlocutor tried to help the candidates “because it was the same pattern” and “he did the

same thing to every candidate” (OUL). On the other hand, OU 2 and OUS5 said that it was “partly”. In the opinion of OU2, the

interlocutor “tried to use easier terms or paraphrase” While “he tried to lead the candidates to the get the answers which were
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straight to the point” for OUS5. Even though OU4’s answer was “yes”, he thought that the interlocutor “tried to simplify his

questions”. He emphasized that the interlocutor “didn 't try to give the answers .

Table 4.149 shows the linguistic/trained raters’ (LT) considerations concerning the interviewers’ speech simplification.

Table 4.149: The linguistic/trained raters’ (LT) considerations concerning the interviewers’ speech simplification

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
34. The interviewers/interlocutors attempted X X X X X LT1: “No.”
to simplify their speech to facilitate the LT2: “Yes, both simplified
candidates and explained.”

or to match the candidates’ level of language
LT3: “Yes, when the

interviewees’ proficiency
was inadequate.”

LT4: “No.”

LT5: “Yes, they simplified
their questions.”

Two linguistic/trained raters (LT1 and LT4) did not think that the interviewers try to simplify their speech to facilitate the
candidates or to match the candidates’ level of language while the other three (LT2, LT3 and LT5) had an opposing idea.

Table 4.150 shows the linguistic/untrained raters’ (LU) considerations concerning the interviewers’ speech simplification.
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Table 4.150: The linguistic/untrained raters’ (LU) considerations concerning the interviewers’ speech simplification

Sub-themes

Rater
LU1

Rater
LU2

Rater
LU3

Rater
LU4

Rater
LUS

Yes No Yes No Yes No Yes No Yes No

Meaning units

34. The interviewers/interlocutors
attempted to simplify their speech to
facilitate the candidates or to match the

candidates’ level of language

X

X

X

X

X

LU1: “Yes.” “Especially for
the second candidate.”

LU2: “Yes.” “He tried to
exemplify his questions in the
second part.”

LU3: “Let me say he revised
the questions for the second
candidate.”

LU4: “Yes, by simplifying or
repeating the questions or
slowing down the speech
rate.”

LUS:  “Yes. During the
interview, when the candidates
didn’t understand, the
interviewer tried to explain the
questions for them.”

All linguistic/untrained raters concurred that they thought the interviewers try to simplify their speech to facilitate the

candidates or to match the candidates’ level of language.

Table 4.151 shows the operational/trained raters’ (OT) considerations concerning the interviewers’ speech simplification.
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Table 4.151: The operational/trained raters’ (OT) considerations concerning the interviewers’ speech simplification

Sub-themes

Rater
OoT1

Rater

oT12

Rater
OT3

Rater
OoT4

Rater
OT5

Yes No Yes No Yes No Yes No Yes No

Meaning units

34. The
interviewers/interlocutors
attempted to simplify their
speech to facilitate the
candidates

or to match the candidates’
level of language

X

X

X

X

X

OT1: “No. however, what they did was ...
um...try to ask the questions more than
once.” “Maybe give him a chance to
answer the question.”

oT2: “Umm...ah...no...maybe...his
vocabulary stepped down. He could have
used words another Australian or
American.” “Not all cases. I think I heard
once or twice.”

OT3: “Yes.”
OT4: “Yes.”
OT5: “Yes.”

OT1 and OT?2 said ‘no’ whether they thought the interviewers tried to simplify their speech to facilitate the candidates or to

match the candidates’ level of language. However, they still explained as if they thought of it the other way around as “however, what

they did was ... um...try to ask the questions more than once” (OT1) and “maybe...his vocabulary stepped down” (OT2). The other

three operational/trained raters (OT3, OT4 and OT5) just simply answered ‘yes’ to this question.

Table 4.152 shows the operational/untrained raters’ (OU) considerations concerning the interviewers’ speech simplification.
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Table 4.152: The operational/untrained raters’ (OU) considerations concerning the interviewers’ speech simplification

Sub-themes Rater Rater Rater Rater Rater Meaning units
Oul ou2 ou3 ou4 OouU5
Yes No Yes No Yes No Yes No Yes No

34. The interviewers/interlocutors X X X X X OUL: “He just rephrased a little.”
attempted to simplify their speech

to facilitate the candidates OU2: “Yes. He tried to repeat or
or to match the candidates’ level of change the questions to help the
language candidate understand the questions.”

OU3:  “No, I don’t think so. I think it
was standard.” “He might explain a
little. I don’t think he simplified the
language but he explained more. It was
an additional explanation. Some but
not much.”

OU4: “Yes. It’s normal in an
interview. The interviewee has right to
ask back to the interviewer if the
question is unclear.”

OU5: “Yes.”

Three operational/untrained raters (OU2, OU4 and OU5) thought the interviewers tried to simplify their speech to facilitate the
candidates or to match the candidates’ level of language. OU1 did not clearly state his answer as ‘yes’ or ‘no’ but he said that the
interviewer “just rephrased a little”. So it could be implied that his answer was ‘yes’. Even though OU3’s answer was ‘no’ but he

admitted that the interviewer “might explain a little”.
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Table 4.153 shows the linguistic/trained raters’ (LT) considerations concerning the interviewers’ performance.

Table 4.153: The linguistic/trained raters’ (LT) considerations concerning the interviewers’ performance

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LT5
Yes No Yes No Yes No Yes No Yes No

35. The interviewers performed their jobs X X X X X LT1: “Yes.”

appropriately. LT2: “Quite okay.”
LT3: “Yes.”
LT4: “Yes.”
LT5: “Yes.”

Every rater in the linguistic/trained group agreed that the interviewers performed their jobs appropriately.

Table 4.154 shows the linguistic/untrained raters’ (LU) considerations concerning the interviewers’ performance.

Table 4.154: The linguistic/untrained raters’ (LU) considerations concerning the interviewers’ performance

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

35. The interviewers performed their jobs X X X X X LUL: “Quite well.”
appropriately.

LU2: “I think it was okay.”

LU3: “Yes.”
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LU4: “Yes.”

LUS: “Yes.”

All linguistic/untrained raters concurred that the interviewers performed their jobs appropriately.

Table 4.155 shows the operational/trained raters’ (OT) considerations concerning the interviewers’ performance.

Table 4.155: The operational/trained raters’ (OT) considerations concerning the interviewers’ performance

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

35. The interviewers performed their jobs X X X X X OT1: “Yes.”

appropriately.
OT2: “Yes, out of 100 I give
him 95.”

OT3: “Yes.”

OT4: “Yes. Eight out of
ten.”

OT5: “The interviewer? Um
... yeah. They got a ratable
speech sample. So | guess
they did the job fine.

The operational/trained were unanimous that the interviewers performed their jobs appropriately. OT5 also explained the

reason why he justified that “as long as you get a ratable speech sample then the interviewer has done his job”
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Table 4.156 shows the operational/untrained raters’ (OU) considerations concerning the interviewers’ performance.

Table 4.156: The operational/untrained raters’ (OU) considerations concerning the interviewers’ performance

Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 Oou3 ou4 Oou5
Yes No Yes No Yes No Yes No Yes No

35. The interviewers performed their jobs X X X X X OU1: “Yes.”
appropriately. OU2: “Yes.”

OU3: “Um ... it was okay
but I think there should have
been some variation. He
might vary a little but within
acceptable level.”

QU4: “Yes.”

OU5: “Yes.”

The operational/untrained raters’ idea was uniform that the interviewers performed their jobs appropriately. OU3 seemed to
have a little doubt that the interviewer should have “vary the questions a little bit otherwise the latter test-takers would know the

format” but he still thought “it was okay”.

Table 4.157 shows the linguistic/trained raters’ (LT)considerations concerning the candidates’ age.
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Table 4.157: The linguistic/trained raters’ (LT) considerations concerning the candidates’ age

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
36. Taking the X X X X X LT1: “No. Age is no concern.”
candidates’ age
into LT2: “No. (Laughter)
considerations
LT3: “No.”
LT4: “No.”

LTS: “Yes, a little.” “It wasn’t their ‘life age’. It was
their ‘job age’ - their experience. Ones who have more
job age’ should have more proficiency in some ... what?
.. some criteria. But not all.” “I knew their ‘life age’
because they mentioned it in the interview.”

All linguistic/trained raters agreed that the candidates’ age was not their concerns in their ratings. However, LT5 accepted that
she was “a little” concerned about the candidates’ ‘job age’ or their experience because she thought that “ones who have more ‘job

age’ should have more proficiency in some criteria”.

Table 4.158 shows the linguistic/untrained raters’ (LU) considerations concerning the candidates’ age.
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Table 4.158: The linguistic/untrained raters’ (LU) considerations concerning the candidates’ age

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
36. Taking the X X X X X LULl: “No, I didn’t.” “But when the candidates answered
candidates’ age how long they had been flying, that means their
into experience in flying.” “I partly considered that.” “Yes, |
considerations did consider.”

LU2: “No.” “A candidate said that he had been flying for
12 years. It made me think that he should have done better
if he had that much experience.” “But I didn’t think about
this while I was rating.” “I still rated according to what |
heard but I couldn’t help thinking that you had 12 years
of experience and these were all you could do!”

LU3: “No.”
LU4: “No.”
LUS5: “No.”

All linguistic/untrained raters answered that they did not consider the candidates’ age in their ratings. Though two raters (LT1
and LT2) admitted that she “partly considered” their experience (LT1) and it made LT2 thought that the candidate “should have done

better if he had that much experience”.

Table 4.159 shows the operational/trained raters’ (OT) considerations concerning the candidates’ age.
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Table 4.159: The operational/trained raters’ (OT) considerations concerning the candidates’ age

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

36. Taking the X X X X x OT1: “No.”
candidates’ age
into considerations OT2: “I didn’t consider that because [’ve been here

too long. I know how Thai pilots think. That’s why.”

OT3: “No.”
OT4: “No.”
OT5: “No.”

All five operational/trained raters simply said that they did not consider the candidates’ age in their ratings.

Table 4.160 shows the operational/untrained raters’ (OU) considerations concerning the candidates’ age.

Table 4.160: The operational/untrained raters’ (OU) considerations concerning the candidates’ age

Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 OouU3 ou4 Oou5
Yes No Yes No Yes No Yes No Yes No

36. Taking the X X X X X OU1l: “No.”

candidates’ age into

considerations Oou2: “No.”
OuU3: “No.”
Ou4: “No.”
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OUS: “Ididn’t know their age.”

All five operational/untrained raters plainly said that they did not consider the candidates’ age in their ratings. OU5 also

clarified that was because he “didn 't know their age”.

Table 4.161 shows the linguistic/trained raters’ (LT) considerations concerning the candidates’ gender.

Table 4.161: The linguistic/trained raters’ (LT) considerations concerning the candidates’ gender

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No

37. Taking the X X X X X LT1: “No.” (Laughter)

candidates’ gender

into considerations LT2: “No.” (Laughter)
LT3: “No, but all candidates I've ever rated were
all male.”
LT4: “No.”
LT5: “No.”

All five linguistic/trained raters simply said that they did not consider the candidates’ gender in their ratings. LT3 added that
all candidates she had ever rated “were all male”.

Table 4.162 shows the linguistic/untrained raters’ (LU) considerations concerning the candidates’ gender.
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Table 4.162: The linguistic/untrained raters’ (LU) considerations concerning the candidates’ gender

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

37. Taking the X X X X X LULl: “No because I expected only male test

candidates’ gender takers.”

into considerations
LU2: “No.”
LU3: “No.”
LU4: “No.”
LUS: “No.”

All five linguistic/untrained raters plainly said that they did not consider the candidates’ gender in their ratings. LU1 added that

she “expected only male test takers.”

Table 4.163 shows the operational/trained raters’ (OT) considerations concerning the candidates’ gender.

Table 4.163: The operational/trained raters’ (OT) considerations concerning the candidates’ gender

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

37. Taking the X X X X x OT1: “No.”

candidates’ gender

into considerations OT2: “No. I always believe women can fly as well
as men.”
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OT3: “No.”

OT4: “No.”

OT5: “No.”

All five operational/trained raters said that they did not consider the candidates’ gender in their ratings. OT2 also emphasized

that he “always” believed that “women can fly as well as men”.

Table 4.164 shows the operational/untrained raters’ (OU) considerations concerning the candidates’ gender.

Table 4.164: The operational/untrained raters’ (OU) considerations concerning the candidates’ gender

Sub-themes Rater Rater Rater Rater Rater Meaning units
OouUl ou2 OouU3 ou4 OouU5
Yes No Yes No Yes No Yes No Yes No

37. Taking the X X X X x OU1L: “No (Laughter).”
candidates’ gender
into considerations Ou2: “No.”

OuU3: “No.”

OuU4: “No.”

OU5: “No.”
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All five operational/untrained raters merely said that they did not consider the candidates’ gender in their ratings with no

further explanation.

Table 4.165 shows the linguistic/trained raters’ (LT) considerations concerning the candidates’ global/overall attitudes.

Table 4.165: The linguistic/trained raters’ (LT) considerations concerning the candidates’ global/overall attitudes

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
38. Taking the X X X X X LT1: “It’s not an image that we create. It’s the
candidates’ global/ way they answer the questions. It’s not the
overall attitudes into confidence in their voice but it’s the confidence
considerations they possess in doing their jobs.”

LT2: “Notat all.”

LT3: “Not at all. We must not know them. We must
not have any bias.”

LT4: “No.”

LTS: “Their experience should be in this category,
shouldn’t it? So, yes, I considered them too.”

Almost all linguistic/trained raters (LT1, LT2, LT3 and LT4) said that they did not consider the candidates’ overall attitudes

except LT5 still confirmed that she considered their experience.
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Table 4.166 shows the linguistic/untrained raters’ (LU) considerations concerning the candidates’ global/overall attitudes.

Table 4.166: The linguistic/untrained raters’ (LU) considerations concerning the candidates’ global/overall attitudes

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

38. Taking the X X X X X LUL: “No. It’s hard to consider that from listening
candidates’ global/ only.”

overall into

considerations LU2: “No.”

LU3: “No.” “Well, may be the voice tone. Some
had confident voice tone. It sounded relaxing but
some sounded ... nervous.” “It might have some
effect. When he sounded confident, | felt positive
about him.” “I felt that he shouldn’t get low score.
Sometimes it made me forget about his mistakes.”

LU4: “No because I didn’t see them.” “Well,
maybe their confidence.”

LUS: “No.” That’s because I didn’t see them in
person. | just listened to their voice.”

All linguistic/untrained raters answered “no” in the beginning if they considered the candidates’ overall attitudes. However,

LU3 accepted that when the candidates sounded confident she “felt positive about him”. LU4 also admitted that it was “maybe their

’

confidence.’
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Table 4.167 shows the operational/trained raters’ (OT) considerations concerning the candidates’ global/overall attitudes.

Table 4.167: The operational/trained raters’ (OT) considerations concerning the candidates’ global/overall attitudes

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OoT4 OT5
Yes No Yes No Yes No Yes No Yes No

38. Taking the X X X X x OT1: “No.”

candidates’ global/

overall into OT2: “I know who all three of them are. No, I
considerations didn’t consider. I'm not biased.”  “When I was

giving the scores, | wanted to sympathize but then
(Laughter) otherwise they would have all passed.”

OT3: “No. I just looked at their English.”

OT4: “No.” “I actually knew all of the test-takers.
I had their faces in my mind but I didn’t take that
into my consideration.”

OT5: “Attitudes?” “No, I wouldn’t. Just looking at
the answers.”

The difference between the groups of the linguistic (both trained and untrained) raters and the operational/trained raters was
that the latter group “knew all of the test-takers” but all of them said that they did not consider the overall attitude of the candidates in

their ratings.

Table 4.168 shows the operational/untrained raters’ (OU) considerations concerning the candidates’ global/overall attitudes.
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Table 4.168: The operational/untrained raters’ (OU) considerations concerning the candidates’ global/overall attitudes

Sub-themes Rater Rater Rater
Ou1l Oou?2 OuUs3

Yes No Yes No Yes No Yes No Yes No

Meaning units

38. Taking the X X X
candidates’ global/

overall into

considerations

OU1L: “It has influence but it’s not alright.” “It
shouldn’t be done.” “We shouldn’t see the
candidates, just listen to their voice.”

OU2: “No because I didn’t really see them in
persons.”

OU3: “I don’t know them.” “Yes, a little. I gave
the second candidate not a good score because |
thought he covered up something. Cover up in the
way that he didn’t really comprehend but he
answered promptly. He tried to show that he was
confident by answering right away. He replied
quickly and prematurely to cover up his weak
points. It might not be intention but his
subconscious.”

QU4: “No because we didn’t rate them live. We
just listened to their voices. ”

OUS: “No because I didn’t see them in the flesh,
just their voices.”

OUL1 accepted that the overall attitude of the candidates “has influence” thought “it’s not alright”. OU3 also admitted that he

considered it “a little” because he thought the candidate “covered up something”. The other three (OU2, OU4 and OUS5) said that
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they did not consider the overall attitude of the candidates in their ratings with the similar reason that they did not “really see them in
persons” (OU2), did not “rate them live” (OU4) and did not “see them in the flesh”.

Table 4.169 shows if the linguistic/trained raters (LT) thought the candidates were nervous during testing.

Table 4.169: The linguistic/trained raters’ (LT) thoughts if the candidates were nervous during testing

Sub-themes

Rater
LT1

Rater

LT2

Rater

LT3

Rater
LT4

Rater
LTS

Yes No Yes No Yes No Yes No Yes No

Meaning units

39. The candidates
were nervous during
testing.

X

X

X

X

X

LT1: “Yes, number three. Because he struggled to
answer the questions and he was also confused
with the sequences of events. He even admitted that
he never experienced that kind of event before.”
“He was panicked.”

LT2: “Somewhat. Particularly the second and the
third candidates. The first one was quite
confident.”

LT3: “Umme...a little.” “Let’s say no because it’s
their job.” “They might be nervous if they started
with the interview part but they started with the
radiotelephony part so they could concentrate on
that. If they were, I didn’t feel it.”

LT4: “No, not the first one. He was quite relaxed.”
“Perhaps a little for the second and the third

2

guys.
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LTS: “Yes, some of them. Not the first guy but the
other two.”

All linguistic/trained raters accepted that they thought at least one candidate was nervous to some extent. However, LT3

changed her answer from “a little” to “I didn 't feel it later.

Table 4.170 shows if the linguistic/untrained raters (LU) thought the candidates were nervous during testing.

Table 4.170: The linguistic/untrained raters’ (LU) thoughts if the candidates were nervous during testing

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUL LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

39. The candidates X X X X X LUL: “The first and the third candidates seemed to
were nervous during be alright but the second seemed to be the
testing. weakest.”’

LU2: “Yes, all three, especially under tough
situations.”

LU3: “Yes, in the first part.”

LU4: “Yes, the third because he said by himself
that he was nervous.” “I think the second and the
third were nervous.”

LUS: “Yes. The third was the most.”
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All linguistic/untrained raters accepted that they thought at least one candidate was nervous to some extent.

Table 4.171 shows if the operational/trained raters (OT) thought the candidates were nervous during testing.

Table 4.171: The operational/trained raters (OT) thoughts if the candidates were nervous during testing

Sub-themes

Rater
OT1

Rater

OT2

Rater

OT3

Rater

OoT4

Rater
OT5

Yes No Yes No Yes No Yes No Yes No

Meaning units

39. The candidates
were nervous during
testing.

X

X

X

X

X

OT1: “Yes, the last two were nervous when they
got into ...um...abnormal situations, especially
number three when he couldn’t express his idea
about the future equipment, he began to get
nervous and his speech began to go faster and
made more mistakes in grammar and sentence
structures.”

OT2: “I think all of them were nervous. The last
one was the most nervous and the first one was the
most at ease but they all had a short period of
nervousness and then, oh! okay. This is what it’s
all about.”

OT3: “Yes.”
OT4: “Yes.”
OT5: “The first one, I think, wasn'’t since he was a

captain candidate, he had the experience, he had
the knowledge of how to.” “The second one he had
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some when he faced with the non-normal
situations, he’s quite nervous. Also the third but
not as much as the second.”

All operational/trained raters accepted that they thought at least one candidate was nervous to some extent. OT1, OT2 and OT5
seemed to be of the same opinion that the first candidate was not or the least nervous while the third was the most nervous, though
OT5 had the different idea that the second candidate was more nervous than the third.

Table 4.172 shows if the operational/untrained raters (OU) thought the candidates were nervous during testing.

Table 4.172: The operational/untrained raters (OU) thoughts if the candidates were nervous during testing

Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 OuU3 ou4 OuU5
Yes No Yes No Yes No Yes No Yes No

39. The candidates X X X X X OU1: “No, I don’t think so.”
were nervous during
testing. OU2: “Yes.”

OU3:  “Yes, [ think so.” “I might be biased
against the first candidate a little because |
realized later that he was a captain candidate. He
was the least nervous candidate.”

OU4: “Yes, all of them.”

OUS: “Yes, the second guy.”
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OUL1 was the only operational/untrained rater who said that he did not think any candidate was nervous. The other four raters
(OU2, OU3, OU4 and OU5) thought that at least one candidate was nervous to some extent. OU3 also accepted that he “might be
biased against the first candidate a little” because he “realized later that he was a captain candidate”.

Table 4.173 shows if the linguistic/trained raters (LT) sympathized for the candidates’ nervousness in their ratings.

Table 4.173: The linguistic/trained raters’ (LT) sympathy for the candidates’ nervousness in their ratings

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
40. Sympathized for X X N.a. N.a. X X LT1: “No. I had no pity on him because he couldn’t
the candidates’ answer by himself.”
nervousness in their
ratings LT2: “No.” (Laughter)

LT3: (Not applicable because she said she did not
feel if any candidate was nervous.)

LT4: “No because they might be nervous but they
knew what they were doing.”

LTS: “Yes, a little. Not in all aspects because in the
situation like this their proficiency might drop a
little. Their actual proficiency might not be that low.
But if they did something repeatedly, it was their true
problem. It wasn’t because of their nervousness. |
sympathized with them a little for that.”
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Only one linguistic/trained rater (LT5) said that she sympathized for the candidates’ nervousness in her rating because “in the
situation like this their proficiency might drop a little”. The other three raters said that they did not sympathize for the candidates’
nervousness in their ratings. LT3 was the only one who answered in the previous question that she did not feel if any candidate was

nervous (N.a. = Not applicable).

Table 4.174 shows if the linguistic/untrained raters (LU) sympathized for the candidates’ nervousness in their ratings.

Table 4.174: The linguistic/untrained raters’ (LU) sympathy for the candidates’ nervousness in their ratings

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUL LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
40. Sympathized for the X X X X X LULl: “Honestly, yes.”
candidates’ nervousness in
their ratings LU2: “No.”

LU3: “No, not sympathized.”
LU4: “No.”

LUS: “No. I don’t think so because when
people get nervous, they’ll lose their fluency.
We can’t sympathize with them for this.”

LU1 was the only linguistic/untrained rater who accepted that she sympathized for the candidates’ nervousness in her rating.
The other four (LU2, LU3, LU4 and LU5) said that they did not sympathize for that in their ratings.

Table 4.175 shows if the operational/trained raters (OT) sympathized for the candidates’ nervousness in their ratings.

€6¢



Table 4.175: The operational/trained raters’ (OT) sympathy for the candidates’ nervousness in their ratings

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

40. Sympathized for the candidates’ X X X X X OT1: “No. I just rated him.”
nervousness in their ratings
OT2: “Maybe for the first few

questions.”
OT3: “No.”
OT4: “Four out of ten.”

OT5: “No. He gets what he
deserves. ”

Three operational/trained (OT1, OT3 and OT5) said that they did not sympathize for the candidates’ nervousness in their
ratings. OT3 stated that he ‘partly’ sympathized for that to a certain extent as “for the first few questions” while OT4 also ‘slightly’
sympathized as “four out of ten”.

Table 4.176 shows if the operational/untrained raters (OU) sympathized for the candidates’ nervousness in their ratings.

Table 4.176: The operational/untrained raters’ (OU) sympathy for the candidates’ nervousness in their ratings

Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 OouU3 ou4 OuU5
Yes No Yes No Yes No Yes No Yes No
40. Sympathized for the N.a. N.a. X X X X OUL: (Not applicable because he said he did not

v6¢



candidates’ nervousness feel if any candidate was nervous.)
in their ratings
Ou2: “No.”

OU3: “No, I didn’t.”

OU4: “No, [ don'’t think so.”

OUS: “I didn’t sympathize because he was
nervous but ... what should I say? ... I tried to
see if he understood what the interviewer said.”
“I just realized that he was nervous.”

All four operational/untrained raters(OU2, OU3, OU4 and OU5) , except OU1 who was the only one who answered in the
previous question that he did not feel if any candidate was nervous, said that they did not sympathize for the candidates’ nervousness

in their ratings. OUS5 also clarified that he “just realized” that they were nervous.

Table 4.177 shows if the linguistic/trained raters (LT) compared a candidate with the others.

Table 4.177: The linguistic/trained raters’ (LT) comparison of a candidate with the others

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
41. Comparing X X X X X LT1: “No. Not during rating.” “Because I paid more
a candidate attention on the criteria and the weaknesses made by the
with the others candidates which usually occurred.”

LT2: “No.” “If we compare the best candidate today with
the best yesterday, it would sway our standard. So I don’t
compare, just with the scales.”
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LT3: “No.” “I didn’t compare each individual but ...for
example this guy got ‘four’, in my mind I put ‘four’ as a
benchmark. So when I gave someone a ‘four’, he must be
okay.” “I compared in terms of the scores because I put
‘four’ as a benchmark.” “I have ‘four’ as a benchmark in
my mind. If someone gets ‘four’ then the picture of ‘four’
will be clearer. He gets ‘four’ according to the laid down
criteria. Candidates who are assessed after this first gut
will be compared. But other levels will not be compared.
Not at all. Therefore we have to put level four as a
benchmark first.” “The picture of level four in the table
will be clearer and that can be used as a benchmark but
not other levels. This is my personal technique.”

LT4: “No. They couldn’t be compared because their
proficiency showed.”

LT5: “Yes, I did.” “I put the first guy as a benchmark. If
the latter guy did better, he’d get better score. If he did
worse, he’d get lower score.” “There are two standards
for benchmarking. The first one is the one which is laid
down by ICAO scales. | compared those three candidates
with this standard. However, when | grouped these three
guys, I looked how they performed. It’s like having a ruler
then we put another one and other two to compare between
the first one and also between them.” “I compared the first
guy with the ICAO scales. After that | compared the second
guy with both ICAO scales and the first one.”
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Four out of five linguistic/trained raters (LT1, LT2, LT3 and LT4) said that they did not compare the candidate with other
candidates in their ratings. LT3 said that she did not compare each individual but if she put a candidate as ‘four’ “then the picture of
‘four’ will be clearer”. LT5 was the only one in this group who admitted that she did. She “put the first guy as a benchmark” after

comparing “the first guy with the ICAO scales” then she “compared the second guy with both ICAO scales and the first one”.
Table 4.178 shows if the linguistic/untrained raters (LU) compared a candidate with the others.

Table 4.178: The linguistic/untrained raters’ (LU) comparison of a candidate with the others

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
41. Comparing X X X X X LUL: “Because there were just three of them and | never
a candidate did this before, so [ didn’t.”

with the others

LU2: “Yes because I just finished with the first candidate,
then the second one.” “And because when I rate many
people, I usually put the first one as a benchmark. Then |
compare the latter ones with the first if they are better or
worse. Sometimes | have to go back and change the score |
gave the first candidate if | feel that the latter does better

i3]

or worse.

LU3: “Um ... I had that comparative feeling but during
rating ... well, it was quite clear that it was like ‘four’,
‘three’, ‘two’. There were two candidates. I was giving one
guy ‘three plus’ and another ‘four’. I compared the first
guy with the third but I didn’t compare the second because
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he obviously lagged behind. Their performance in the first
part was similar but it was obvious that the first guy was
more fluent in the second part. He was more confident in
the interview than the third guy.” “I compared so the third
guy got the ‘plus’. Their performance was not equivalent
so he got the ‘plus’.”

LU4: “Yes, I did.” (After a while) “I change my answer.
No, I didn’t compare.” “Actually I wanted to give the
second candidate lower than ‘four’ in some points but they
didn’t interfere with his jobs. However, he had some
problems in the interview that he didn’t understand some
questions and his answers were not straight to the point.
But I gave him for the overall.” “He could do his job
because he could use the correct phraseologies but he had
problems with the interview. You know what | mean?
Actually it should be divided between each part. He could
handle the part concerning his job though he might
pronounce with difficulties such as the word ‘turbulence’
but he could operate his job. The ATC could understand
him. The interview is another issue. If I gave him ‘three’ in
comprehension, he’d fail. I knew from the manual that

‘three’ means ‘fail’.” “Raters have right to compare by
intuition. Raters intuitively compare. But in theory, they
shouldn’t compare.” “In vreality, I compared.” “I

2

compared in terms of their fluency, their pronunciation.
“I put the first candidate as a benchmark. If the second guy
did better, he’d get higher score. If he did worse, he’d get
lower score.” “It also depends on the rubric too but I
certainly compared.”

LUS: “Yes, I did.” “As 1 said, 1 didn’t have any
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background when rating the first candidate. If raters have
some background, at least they may not compare because
they have their own background to judge if the candidate is
good or not. But for me, | admit that | didn 't get anything
at all. I just looked at the overall. When 1 first listened to
the first candidate, I thought he wasn’t good but after
listening to the third I had to change the first’s score
because I realized that ‘Hey! He was good’.” “After
listening to the second candidate and compared him with
the first one, I realized that the first guy was good.” “In
the beginning | had no idea if a pilot speaking like that was
okay or not. | just felt that it should have been better. But
after listening to the second guy, I told myself ‘Hey! He
was better.” Raters who have background should know
instantly that the first guy was good. But I didn’t have such
background, so I had to compare.”

The majority of the linguistic/untrained raters (LU2, LU3, LU4 and LUS5) accepted that they compared the candidate with the
others. LU2 said that when she rated many people, she “usually put the first one as a benchmark”. Then, she “compares the latter
ones with the first if they are better or worse”. LU4 changed his answer twice from “yes, I did” t0 “no, I didn’t compare” and then to
“I certainly compared” in the end. LU4 also added that “raters have right to compare by intuition” and “raters intuitively compare”.
He finally concluded that “but in theory, they shouldn’t compare”; on the contrary, he admitted that “in reality, I compared.” LU5
said that he compared because he “didn’t have any background when rating the first candidate”. He “realized that the first guy was
good” “after listening to the second candidate and compared him with the first one”. LU1 was the only one who said that “because

there were just three of them” and she “never did this before” so she did not compare.

Table 4.179 shows if the operational/trained raters (OT) compared a candidate with the others.
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Table 4.179: The operational/trained raters’ (OT) comparison of a candidate with the others

Sub-themes

Rater
OT1

Rater

OT2

Rater
OT3

Rater
OT4

Rater
OT5

Yes No Yes No Yes No Yes No Yes No

Meaning units

41. Comparing
a candidate
with the others

X

X

X

X

X

OT1: “No. I didn’t. I just rate in each section and I just
grade in that section. Look at overall grade. Give them the
one that would be the average.” “In the training that we
had, they said that not to compare. Because of the training
I had, | could be able to separate each of the samples.”

OT2: “No because it’s not like that. So each one I did kind
of individual.”

OT3: “Yes.” “You can’t help that.” “(Laughter) Because
you kind of ... it’s like a cross check. You gave him the
grade for number one. Then you get number two, you
grade anything. It definitely wasn’t number one. So we
compare it. Then you think, yeah okay, that’s right. And
then you get number three, he’s better than number two,
he’s better than number one. Okay, so I gave ... you know
perhaps a better ... not a total score but score in some
other parts and you just like cross check to verify what ...
what grade I was giving was correct.” “For example, you
gave number one ‘four’ and you listened to number two,
you felt that this guy is worse than the first one. So number
two would get not better than ‘three’, not better than ‘four’
because number one gets only ‘four’. So number two must
be something lower than or not more than ‘four’”

OT4: “Yes because it’s natural. It happened automatically.
It might be because I listened to them consecutively.” “I

00€



may not compare them if | rate one test-taker and then
have a brake for a period of time before rating the next
guys. If the first two guys are too good and the third one is
just average, he may look bad or worse than he actually is
in this set of test-takers.”

OT5: “I wouldn’t say number one is better than number
two. | would say he has more experience in his answers but
actually being more fluent I'd say the third is more fluent
in answering the questions. His English is better than the
first and the second.” “I would compare.” “First of all you
have standard rating of your own. Your own standard
rating, right? What this guy needs to get a ‘four’? What
this guy needs to get a ‘five’? What this guy needs to get a
‘six’? Since you’ve done the first one, you know that he
only gets a standard here, right? Then you listen to the
second one ... I mean you wouldn’t really compare. You
would judge according to the rating scales you have but
you would just maybe see if ...” “I wouldn’t compare these
two. I would compare to the scales I have.” “You would
compare with the rating scales.”

Two operational/trained raters (OT3 and OT4) admitted that they compared the candidate with the others. OT3 said it “can’t
help that” while it was “because it’s natural” for OT4. The other three (OT1 and OT2) said that they did not do so. OT5’s answer
was a little confused. He said “7 would compare” once when he described the third candidate as “his English is better than the first
and the second” then he said in the end that “7 wouldn’t compare these two” and “I would compare to the scales I have”. This might

be because he realized from his rater training that he should not compare a candidate with others.

Table 4.180 shows if the operational/untrained raters (OU) compared a candidate with the others.
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Table 4.180: The operational/untrained raters’ (OU) comparison of a candidate with the others

Sub-themes

Rater
Ou1l

Rater

ou2

Rater
OuU3

Rater
ou4

Rater
Oou5

Yes No Yes No Yes No Yes No Yes No

Meaning units

41. Comparing
a candidate
with the others

X

X

X

X

X

OULl: “Yes because we need a benchmark in our mind so
we can compare.” “After listening to all three, I knew who
was the best, who was the second, and who was the worst. ”
“I think I used the best as a benchmark.” “Today it was
the first candidate.” “I looked at the overall performance
so their scores might be the same but | compared in each
criterion. For example, if the first guy’s pronunciation was
better and he got five’, the second guy who was worse
wouldn’t get ‘five’.”

ouz2: “No.”

OU3: “Yes because I can’t help it. It’s human nature.
Though they re rated on another day, I still compare. Not
much but still think of it.” “But I also read the ICAO scales
what level four is.”

OU4: “Yes.” “No, I didn’t compare among them. [
compared each of them with me.” “I compared in the way
that if I were the interviewer, how | would answer that
question. | might answer like them or | might not
understand the question like them or I would be excited
like them when facing those situations.” “If they did better
than me, ... (silent).” “I put myself as a benchmark. Today
I thought of myself as a ‘level six’ because I'm confident
that I'm better than all of them. Then I compared them with
me.” “As a matter of fact, if I'm ‘six’ I must be ‘six’
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everyday, not just today.” (Laughed) “I didn’t really base
everything on me. | used my experience that | have to
consider what level | should be. Do you understand what |
mean? Among all pilots in Thai airways, I'm not the best
but I can ...” “What I mean is that if they do better than
me, I can give them ‘six’ but that’s it because it’s the
highest level. No matter how better they are than me.”

OUbL: “Yes, somewhat. I compared them but not in terms of
their scores. For example, | gave the first guy a certain
score and the second guy did worse, | tried to see if he was
worse and how much. Was he that worse that | had to
award lower score or just a little worse but still acceptable
to be in the same level? | compares in this sense. | put the
first guy as a benchmark because I listened to him first.”
“It depends on the ability of the latter guys if they were
better or worse.” “I might look back and see if I gave the
first guy too high or too low. ” “I still based the first guy on
the ICAO guideline.” “I tried to award the scores based on
the guideline that I think it should be.” “It’s impossible to
say I didn’t compare. It’s human nature or you have to do
the brainwash after each listening.”

Four operational/untrained raters (OU1, OU3, OU4 and OUS5) accepted that they compared the candidate with the others. OU1
gave the reason as “because we need a benchmark in our mind so we can compare” While it was “human nature” for OU3. OU4 had
an odd idea that he did not compare among the candidates but he compared them with himself. OU5 “put the first guy as a

benchmark” because he “listened to him first”. OU2 was the only rater in this category who said he did not compare.

Table 4.181 shows the linguistic/trained raters’ (LT) degrees of familiarity with the ICAO language proficiency rating scale.
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Table 4.181: The linguistic/trained raters’ (LT) degrees of familiarity with the ICAO language proficiency rating scale

Sub-themes Rater Rater Rater Rater Rater Meaning units
LTl LT2 LT3 LT4 LT5
Yes No Yes No Yes No Yes No Yes No
42. Degrees of X X X X X LT1: “Very much.”
familiarity

LT2: “Very much.”
LT3: “Very much.”
LT4: “Very much.”

LTS: “Pretty much.”

All linguistic/trained raters considered their familiarity with the ICAO language proficiency rating scale as “very much” (LT1,
LT2, LT3 and LT4) and “pretty much” (LT5).

Table 4.182 shows the linguistic/untrained raters’ (LU) degrees of familiarity with the ICAO language proficiency rating scale.

Table 4.182: The linguistic/untrained raters’ (LU) degrees of familiarity with the ICAO language proficiency rating scale

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LUS
Yes No Yes No Yes No Yes No Yes No
42. Degrees of X X X X X LUL: “Not at all. This is my first time.”
familiarity

LU2: “Not much.”

LU3: “Not at all. I've seen other kind of rating scale
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before but this is the first time I see this scale.”
LU4: “Not at all. This is my first time.”

LUS: “None. This is my first time.”

Almost all linguistic/untrained raters (LU1, LU3, LU4 and LU5) admitted that they were “not” familiar with the ICAO
language proficiency rating scale “at all”. LU3 said that she had seen other kinds of rating scales before but it was her first time for
this scale. LU2 was the only one who described her degree of familiarity as “rot much”.

Table 4.183 shows the operational/trained raters’ (OT) degrees of familiarity with the ICAO language proficiency rating scale.

Table 4.183: The operational/trained raters’ (OT) degrees of familiarity with the ICAO language proficiency rating scale

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 oT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

42. Degrees of X X X X X OT1: “I would say not an expert in anyway.”
familiarity
OT2: “Very much.”

OT3: “Let’s say ‘very much’”.

OT4: “If I'm compared with other pilots in Thai
Airways, I'm very familiar but if compared with those
instructors in the language department, I'm in average.”

“It’s four out of five.”

OT5: “I would say, from the scale one to ten, eight.”
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Two operational/trained raters (OT2 and OT3) considered their familiarity with the ICAO language proficiency rating scale as
“very much”. OT1 was rather modest to say that he was “rot an expert in anyway” while OT4 and OT5 considered their familiarity as

“four out of five” and “eight” out of ten respectively.

Table 4.184 shows the operational/untrained raters’ (OU) degrees of familiarity with the ICAO language proficiency rating

scale.

Table 4.184: The operational/untrained raters’ (OU) degrees of familiarity with the ICAO language proficiency rating scale

Sub-themes Rater Rater Rater Rater Rater Meaning units
ouUl ou2 OouU3 ou4 Oou5
Yes No Yes No Yes No Yes No Yes No

42. Degrees of X X X X X OUl: “Not much.”
familiarity
OuU2: “4 little.”

OU3: “Not much.”

OU4: “Not so familiar.” “Today is the first time I see
these details. | knew about the levels but never saw these
descriptors. Yet this kind of rating is like the IELTS but
IELTS has nine levels. | read IELTS descriptors but these
ICAO descriptors are longer. It’s like dividing IELTS
into six levels instead of nine.” “I'm familiar with this
kind of rating because I used to study.”

OUS5: “Moderately.”
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The raters in the operational/untrained group considered their familiarity with the ICAO language proficiency rating scale as
“not much” (OUL and OU3), “a little” (OU2), “not so familiar” (OU4) and “moderately” (OU5). OU4 added that he “knew about

the levels but never saw these descriptors”. However, he said that he studied the IELTS scale before so he was familiar with this kind

of rating but not particularly the ICAO scale.

Table 4.185 shows the linguistic/trained raters’ (LT) interpretation of the ICAO scale descriptors.

Table 4.185: The linguistic/trained raters’ (LT) interpretation of the ICAO scale descriptors

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
QL. Qt. Ql. Qt. Ql. Qt. Ql. Qt. Ql. Ot
43. & 44. X X X X X X X LT1: (Long thinking and very hesitant)
Descriptor

interpretation
ie.
qualitatively
(QL) or
quantitatively

(Qt)

LT1: “Both.” “No, I didn’t count.” “It’s ...um... the ...”
“It’s the estimation from my experience.” “I put ‘four’ as a
standard and if he’s better than ‘four’, he’ll get ‘five’.”
“Because I know that ‘four’ is a cut-off core, I put ‘four’ as
a standard.” “For example, ‘four’ for pronunciation
means mostly understandable, acceptable. I can’t explain

more.” “I don’t say it’s a feeling, it’s more like an
experience from seeing a lot, seeing for many times.”

LT2: “The problem arises when we face with someone who
is in between. ‘Almost never’ is actually close to ‘non-
existence’. The proportion of the frequency is very little.
Both ‘almost never’ and ‘rarely’ do not interfere with ‘ease
of understanding’ or very little.” “I didn’t count.” “I used

’

my experience.” “After we’ve rated for a while, we know
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that this is ‘level six’, this is ‘level five'.” “There is quite a
difference between them. It can’t be said concretely. It’s
more like an abstract.”

LT2: “I do it qualitatively by using my knowledge and
experience which I share with my colleagues.” “No, I
didn’t count because it’s not mathematics.” “Language
can be varied.”

LT3: “It shows from the numbers of mistakes, numbers
and quality. I didn’t count. It’s how frequent we jot down.
If he repeatedly makes the same mistakes, it is often.” “It
also depends on the quality. If that mistake is a minor one,
even though it happens often but it does not interfere with
the meaning, I'll overlook it.”

LT3: “Both, as I said.”

LT4: (Long pause) “It depends on the speech sample. If
it’s short, we wouldn’t see the difference. The speech
sample must be appropriately long.”

LT4: “Qualitatively. ‘Usually’ is more than ‘frequently’. I
measure them in terms of the meaning, to see if the
meaning is incorrect, to judge after listening if the meaning
is alright. For example, if a Thai says this to a foreigner,
does it cause communication breakdown or just
misunderstanding?” ““‘Sometimes’ is in the middle while
‘usually’ happens regularly.” “If he tells a story without
using past tense in the whole story, this is ‘usually’.” “I
counted but I didn’t use it in terms of the numbers.” “It’s a
combination of qualitative and quantitative.”
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LTS: “I put them in percentage because it can’t be ...”
“It’s not an exact number.” “For ‘sometimes’, it’s in the
middle so it’s around 50% with plus and minus 5%.” “For
‘rarely’, I added 10 to 15% with also plus and minus 5%.”
“It’s 60% for ‘frequently’ and 70% for ‘usually’.”

LTS: “Quantitatively.” “I counted the frequency as much
as I could. But it’s not exactly, just roughly.”

Each linguistic/trained rater seemed to show many pauses and, even, long pauses including some hesitations when being asked
to explain how she interpreted the ICAO descriptors. LT1 paused for quite a long while and was very hesitant to speak up that the
researcher had to continue with the next question. LT2 and LT3 showed differences in terms of the frequency though both of them
said that they did not count the number of the mistakes made by the candidates but LT2 said that she used her experience. She
explained that “it can’t be said concretely” and “it’s more like an abstract” while LT3 said that she considered the numbers and
quality of the mistakes. LT4 did not give a clear explanation for her interpretation. After a long pause, she just said “it depends on the
speech sample” and “the speech sample must be appropriately long”. LTS5 was the only rater in this category who put her

interpretation in terms of percentage, though it was not an exact number.

Two linguistic/trained raters (LT2 and LT4) said that they considered the ICAO descriptors qualitatively while the other two
(LT1 and LT3) said they did them by using both quantitative and qualitative measures. However, both of them overtly stated that they
“didn’t count”. LT1 also added that it was not a feeling. “It’s more like an experience from seeing a lot, seeing for many times”, she

said. The only rater who clearly claimed to do it quantitatively by counting the frequency was LT5.
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Table 4.186 shows the linguistic/untrained raters’ (LU) interpretation of the ICAO scale descriptors.

Table 4.186: The linguistic/untrained raters’ (LU) interpretation of the ICAQO scale descriptors

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
QL Qt. Ql. Qt. Ql. Qt. Ql. Qt. Ql. Qt.
43. & 44. X X X X X LUL: (After thinking carefully for a while) “It’s quite
Descriptor difficult to express.”
interpretation i.e.
qualitatively LUL: “Qualitatively.” “It may be a combination of both.”
QL) or “However, in my rating I used my feeling.”

quantitatively

(Qt)

LU2: “I do the same as when I assess writing. I put a
number in my mind how many mistakes to be as ‘rarely’.”

LUZ2: “I do it quantitatively because I'm familiar to it.” “I
put marks on a paper, for example one mistake one mark.
After finishing, | count those marks and consider the final
score.” “In speak assessment like this, I roughly average
them from those marks.”

LU3: “For ‘frequently’ it interferes almost all the time.
His pronunciation was hardly understandable. For
‘sometimes’  his  pronunciation  was  generally
understandable, just occasionally unintelligible.” “I didn’t
count the frequency, just used my feeling.” “But for ‘six’
it’s thoroughly intelligible.” “It’s hard to explain.” “It’s a

feeling.”

LU3: “Qualitatively.” “I looked at the overall pictures.”
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“I used my feeling.” “For example, in terms of fluency I
looked at how often they stopped speaking. When they
answered each question, how often they paused.”

LU4: “This is an interesting question.” “It’s hard to
define.” “‘Rarely’ for comprehension or fluency is more
fluent than other candidates.” “I didn’t count.” “I
considered from the overall picture, from the beginning to
the end then I analyzed what level they should be in.” “I
analyzed by listening and looking at the notes | took where
the problems were.” “Each pilot had some similar and
some different problems. | looked at my notes. ”

LU4: “Qualitatively by using my judgment.” “I used my
experience and feeling.” “Raters must be trained to be
able to judge this correctly.”

LUS: “Umm... these terms are quite difficult for me to
understand. Frankly, I read them but I didn’t understand
their meanings. For example, it says that for ‘always’ they
should be able to speak in unexpected circumstances. | had
no idea what ‘unexpected circumstances’ mean in aviation.
Therefore, I couldn’t rate if it was ‘always’ or not. As a
teacher, I just see if they could communicate by using the
language in a way which ‘always’ initiates ... it means if
they could exchange words with the interviewer with
confidence. I just looked at this. I couldn’t judge if they
could ‘always’ use the language in those unexpected
situations. 1 couldn’t say if they ‘always’ used the
language to solve the problems.” “I used what so called
‘my general comprehension’. For example, level four ... to
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me, I dared not give ‘five’ or ‘six’ because I don’t know
how good pilots are to get level five or six. | have no idea
at all” I don’t know their discreteness.”
“Psychologically, when we rate something we are
unfamiliar with, we tend to award them in-between, not too
high, not too low. Because we rate them too low, well,
perhaps they are actually good and that’s all we give
them? On the other hand, if we give them ‘five’ or ‘six’, we
would doubt if they’re really good. So I'd better give
four’.” “In summary, I can’t explain those terms. I just
looked at the overall performance. ‘Four’, well, it’s
acceptable. That’s all I considered.” “It takes more time to
thoroughly study these rubrics, not just five minutes. You
need to attend a workshop to study these in details. It must
be clear. The rubrics are clear and raters must clearly
understand them too. | just looked at the overall
performance. I didn’t consider them in details.” “It might
also be a cultural Sub-themes. We, Thai people don't like
humiliating the others. We don’t want to hurt the others’

feelings. That’s the case of low rating. But if we
rate them too high, it’s sort of doing too much. It’s kind of
trying to be neutral.”

LUS: “Qualitatively.”

Three linguistic/untrained raters accepted that it was either “quite difficult to express” (LU1) or “hard to explain” (LU3) or
“hard to define” (LU4) to interpret the ICAO descriptors. LUS admitted that he “didn’t understand their meanings”. That was why he
could not “explain those terms”. He said that he “had no idea what ‘unexpected circumstances’ mean in aviation” S0 he “couldn’t

rate if it was ‘always’ or not”. LUS5 also confessed that he “dared not give ‘five’ or ‘six’ because he did not know “how good pilots
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are to get level five or six”. In addition, he mentioned that “psychologically, when we rate something we are unfamiliar with, we tend
to award them in-between, not too high, not too low”. This implies that LUS5’s ratings were influenced by the effect of central
tendency error. LU2 was the only rater in this batch who said that she “put a number” in her mind to decide how many mistakes
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should have been rated as ‘rarely’.

Four linguistic/untrained raters (LU1, LU3, LU4 and LUS5) stated that they considered the ICAO descriptors qualitatively. LU1
and LU3 said that they used their feelings while LU4 used both her feeling and her experience. LU5 did not explained in detail, just
briefly said that he did it qualitatively. The only rater in this group who declared that she did it quantitatively was LUS5.

Table 4.187 shows the operational/trained raters’ (OT) interpretation of the ICAO scale descriptors.

Table 4.187: The operational/trained raters’ (OT) interpretation of the ICAO scale descriptors

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5

QL. Ot QL Qt Q. Qt QI. Qt QI Ot

43. & 44. X X X X X X X OT1: “I used my experience in my training and in real
Descriptor life.”

interpretation i.e.

qualitatively OT1: “I tried to use even judgment. Well ... it’s difficult.”
(QL) or “I didn’t count the errors.” “However, if the subject made
quantitatively multiple, multiple errors in one section of the test, then it
(Qt) becomes the thing ... say... how many times now. But if

you look at the whole interview, then it’s different.”
“That’s why I say it’s so difficult but I try to do it equally.”

OT2: “For ‘almost never’, in my mind I would give it one

eTe



in fifty sentences that you speak. I didn’t actually count but
I kind of make a percentage in my head. But the only
problem with that is if I miss something, instead of having
two mistakes in fifty, it could have been four mistakes in
fifty. If 1 miss certain parts whether | speak about some
other criteria or whatever, that could be the difference
between a ‘rarely’ and ‘only sometimes’. So if ... how I do,
I put it in percentage.” “I didn’t actually count. | jotted
down the notes of the mistakes.” “For ‘almost never’, he
would probably get it like 95% of ...he would not make
mistakes.” ‘““’Rarely’ ..let’s say seven to ten. ‘Only
sometimes’ ... not more than fifteen percent. ‘Frequently’
would be ..ah..let’s say fifty percent. ‘Usually’
...ah...above fifty percent (laughter).”

OT2: “After I listened to whole thing, I would compare to
my notes then | can see how many mistakes that he did on
what. On my notes 1'd write each criterion and 1'd have
the words that he did wrong or the phrases that he put
wrong, the structure, his vocabulary, like ‘bomb blasting’
he couldn’t find the word ‘explosive’ or ‘explosion’. Okay.
1'd write those things out. I didn’t take each ... I didn’t do
that. And then | just based that on my notes, on what |
heard.”

OT3: (Sigh). “It’s very similar. The thing is that you can’t
... it’s not black and white. It’s not what you want it to. It’s
how each person would interpret it. | mean you can get the
system work, you can give totally different scores because
they interpret ‘only rarely’, ‘every now and then’, ‘not very
often’, whatever. But this is the way I interpreted it. So this
is my score. This is me.” “Okay, maybe ...”
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OT3: “Qualitatively. I definitely didn’t count it.” “I took it
as a whole. The first one I went through all these things. |
think hold on, hold on, overall he isn’t that bad. Okay, he
made mistakes, you know, just a bit but overall he’s okay.
Overall is okay. So that’s why I stopped counting. I want
more for quality and ... what, you know, everybody got his
own mean for level four grade, you know, inside. And this
is what he interprets level four and then when he comes to
it, he listens to the whole speech sample and then first of
all he thinks ‘do they match with his own level four
interpretation? If one, alright, may be number two, I
listened to it, well that’s definitely not level four, so I went
back to the paper saying what is level four, what is level
three, what is level five and then even though it says ‘only
rarely’, ‘every now and then’, whatever, I didn’t count. |
did it as overall quality check.” “If you count, I find it
tends to give a lower score.” “Yeah, it’s hard to explain.
1t’s something like know what my level four threshold is. 1
know it’s like as a sim instructor, you’d say, okay, this is
what you consider ‘pass’, this is what you consider ‘fail’.
Then you look at the paper think, okay, now where could
you put this one in but you got your own kind of ...
integrity score. This is my level four. Did he meet it? Yes.
Okay. Did he meet on every single one? I'm not sure but he
met a certain level.”

OT4: “It’s very in details, very close to each other. This
was the topic that we discussed in our rater training
course.” “‘Almost never’ is very very little while ‘rarely’
IS the next level which is more than ‘almost never’.” “I
keep listening and see if he has a tendency to make the
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same thing repeatedly, this is ‘frequently’.” “I took notes
when it happened the first time, the second time, the third
time. For ‘almost never’ I took it as happened only once in
the entire interview. Twice for ‘rarely’. Three to four times
for ‘only sometimes’.” “It also depends on the importance
and how often they say it. For example the ‘r’ and ‘I’
sounds, they might mispronounce because of the slip of the
tongue. But those who mispronounce it by nature will say it
regularly.” “For ‘frequently’ it happens very often, may be
five or six times. I consider ‘usually’ the same as
‘frequently’. They are in grey area which is hard to
differentiate.” “Level three or two doesn’t matter. The cut-
off score is level four.”

OT4: “Quantitatively.”

OT5: “Well, I mean if he never makes any of the mistakes
then I guess he’s perfect. No mistakes at all. No or very
few. | mean a native speaker sometimes makes mistakes,
right? Sometimes. But he makes very little. I wouldn’t be
able to say how to judge those adverbs but you could see
from the frequency ... from almost ... from very few that
.. “I'don’t actually look at these adverbs, right? You
look at so many criteria. You wouldn’t look at
pronunciation only. You’d look at his speech sample to see
how fluent he is. You would look at other criteria also.”
“It’s a difficult question.” “I would see how frequent you
make mistakes, I guess.” “I would have to count. I did
that.” (Laughter and looked uncomfortable) “I couldn’t
tell you the exact times. | would just see how many times, |
guess. He makes ten out of ... how long his speech ... half
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an hour? He spoke like hundred twenty words per minute
and he made five mistakes, it could be ‘almost never’, may
be, I don’t know. (Sighed) (Looked and sounded very
uncomfortable) “I wouldn’t count exactly. You would look
at the overall, looked at other criteria also. Not just
concentrate on ... just one criterion.”

OT5: “I would rather base on qualitatively.” “I mean half
an hour for one person who can speak like a thousand
words and half an hour for another person who can speak
only five hundred words, right? So if you would count this
guy one for one thousand words and this guy one for five
hundred words then you couldn’t make it quantitatively,
right? One for a thousand is that for ‘few’ or ‘almost
never’? Or one for five hundred is that ‘almost never’? Is
that for ‘few’? I don’t know. So you base it on quality, 1
guess, not quantity.”

OT1 explained briefly that he used his “experience” from his training and from his real life to interpret the ICAQO descriptors.
OT2 put them in terms of percentage. However, he admitted that he “didn’t actually count” and that might have made him miss
something. OT3, OT4 and OT5 all had hard time explaining how they interpret the ICAQO descriptors. “It’s very similar” and “it’s not
black and white” for OT3 while “it’s very in details, very close to each other” for OT4. OT5 sighed many times and looked
uncomfortable when being ask to explain his interpretation. He said in the beginning that he counted before admitting later that he did

not count exactly. He said that he looked “at the overall, looked at other criteria also”.

OT1 said that he did it “equally” which means both qualitatively and quantitatively. OT2 did not clearly state what kind of
measure he took but he said that he compared the mistakes made by the candidates with his notes and put them in terms of percentage.
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So, it could be concluded that he did it quantitatively which was the same as OT4 who said that he also did it quantitatively by taking
notes every time the mistakes were made (I took notes when it happened the first time, the second time, the third time. For ‘almost
never’ I took it as happened only once in the entire interview.”) OT3 and OT5 considered the descriptors qualitatively. OT3 also made
an interesting remark that “everybody got his own mean for level four” then, after listening to the speech samples he would think if

“they match with his own level four interpretation”.

Table 4.188 shows the operational/untrained raters’ (OU) interpretation of the ICAO scale descriptors.

Table 4.188: The operational/untrained raters’ (OU) interpretation of the ICAO scale descriptors

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LT5

QL Ot QL Qt QI Qt Q. Qt QI Ot

43. & 44. X X X X X OUl: “‘Almost never’ sounds stronger than ‘rarely’
Descriptor because it has the word ‘never’.” “‘Almost never’ is
interpretation i.e. ‘never’” ‘almost’ is there just in case. For example, a
qualitatively candidate may get blank for a while and it creates a pause.
QL) or It has nothing to do with language. It’s because he is
quantitatively thinking of something else. Then I put it as ‘never’.”

(Qt)

OUL: “Qualitatively.”

OuU2: (Very long thinking so the researcher skipped to the
next question)

OU2: “Qualitatively.” “I looked the errors they made but
I didn’t actually count.” “How frequent they made those
Mistakes.” “How fluent they spoke. I had to see too if the
question was too difficult for them or not.” “That’s why I
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listened thoroughly once to see if and how often they spoke
unevenly. Then | got the overview picture of that person.
After that | looked at each criterion to see in details.”
(Reluctantly accepted) “Actually it’s about the feeling
because I didn’t actually count.” “I also think that getting
each different level has different effect on them. If you get
level six, you don’t have to be tested again in your entire
life. If you get level five, you'll be fine for a few years. I put
this into my consideration when I award the scores.”

OU3: “My ‘rarely’ is more than ‘almost never’, more than
in terms of number.” “I didn’t count. I used my gut feeling

to judge if this guy matches ‘frequently’ or ‘usually’.
OU3: “Qualitatively.” “It couldn’t be tally by numbers.”

OU4: “I put level four as my standard and rate
accordingly.” “‘Four’ is acceptable.” “How about two
out of ten times for ‘only sometimes’?” “I didn’t actually
count.” “Then I change to 50% of the speech. If they make
errors not more than half, I'd give them higher then level
four.” “I gave this guy ‘five’ because ... um ...” (Long
thinking) “I used my feeling.” “I can’t differentiate
between ‘rarely’ and ‘only sometimes’ but I let them pass
if they made small errors. | took note if they made obvious
errors. It wasn’t that specific that how many times was
‘rarely’. They were ‘forgivable’ and ‘unforgivable’ errors.
But I took notes and had a look later. ”

OU4: “Qualitatively.” “I took notes but did not count in
details in terms of numbers. To me, this kind of testing is
like a conversation. You may make some mistakes in a
conversation but if you can convey your message, | mean if
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they can understand each other, I don’t care about the
wordings.”

OUS: “It’s very difficult to do.” (Very hesitant) “‘Rarely’
and ‘almost never’ are pretty close.” “For example for
‘almost never’ I cut ‘almost’ off to be just ‘never’. That
means they don’t make any mistake. For ‘rarely’ ...
(sighed) ... if it interferes with understanding, it’d come
down to level four. Level four is ‘sometimes’. ‘Rarely’ also
means ‘sometimes’ but ‘very sometimes’’ “‘Sometimes’
may be three times but ‘rarely’ is just only once.”
“Actually these adverbs are open for everybody to
interpret.” “For me, I interpret ‘almost never’ as ‘never’.
That means there was absolutely no interference.”
“‘Rarely’ might happen just once.” “I didn’t actually
count because I didn’t take notes. I listened to the overall.
| looked if it was comprehensible. If it was but there was
some deviation, it might be ‘rarely’. It might be his bad
luck that he had to speak this word often. It might be his
habit to speak like that.”

OUS: “Qualitatively. I didn’t use my feeling. It was sort of
what [ heard.”

In his opinion, OU1 considered “‘almost never’ is ‘never’” because he thought that “‘almost’ is there just in case”. OU2 could
not explain his interpretation to the researcher. It took so long that the researcher decided to skip to the next question. OU3 simply said
that he used his “gut feeling to judge if this guy matches ‘frequently’ or ‘usually’”. OU4 also admitted that he used his “‘feeling” and
he did not “actually count”. Similar to OU1, OU5 thought of ‘almost never’ as ‘never’. OUS joined OU4 in the manner of ‘not

actually count’ the mistakes made by the candidates because of his strategy of not taking notes at all.
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All operational/untrained raters said that they considered the descriptors in terms of quality. OU2 interestingly accepted that he
used some other things besides the ICAO descriptors in his score awarding. He thought that “getting each different level has different
effect” on the candidates. That was described as “If you get level six, you don’t have to be tested again in your entire life. If you get

level five, you'll be fine for a few years. I put this into my consideration when I award the scores.”

Table 4.189 shows if the linguistic/trained raters (LT) consulted the ICAO descriptors before listening to the speech samples.

Table 4.189: The linguistic/trained raters’ (LT) consultation with the ICAO descriptors before listening to the speech samples

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
46. ICAO descriptor consultation X X X X X LT1: “A quick look before
before listening to the speech samples listening.”

LT2: “No, I remember them well
because I read them frequently.”

LT3: “Rarely because I'm quite
familiar with them.”

LT4: “I scanned it once before
listening.”

LT5: “Sometimes.”
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All linguistic/trained raters seemed to be familiar with the details of the ICAO descriptors since they did not spend much time
consulting the details before listening to the speech samples. LT2 said that she did not do it at all because she read them frequently.

LT1 and LT4 just did “a quick look” and “scanned it once”. LT5 spent “sometimes” to consult the details.

Table 4.190 shows if the linguistic/untrained raters (LU) consulted the ICAO descriptors before listening to the speech
samples.

Table 4.190: The linguistic/untrained raters’ (LU) consultation with the ICAQO descriptors before listening to the speech

samples
Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
45. ICAQ descriptor X X X X X LUL: “I skimmed through it once.”
consultation
before listening to the LU2: “Yes, once.”

speech samples
LU3: “I scanned once.”

LU4: “Once.”

LUS: “I scanned them once.” “I read what
‘six” meant and I didn’t get it.”

In spite of lacking experience with the ICAO descriptors, all linguistic/untrained raters said that they consulted the descriptors

just once. LUS also added that he read what ‘six’ meant and he “didn’t get it”.

Table 4.191 shows if the operational/trained raters (OT) consulted the ICAO descriptors before listening to the speech samples.
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Table 4.191: The operational/trained raters’ (OT) consultation with the ICAO descriptors before listening to the speech

samples
Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5

Yes No Yes No Yes No Yes No Yes No

45. ICAO
descriptor
consultation
before listening
to the speech
samples

X

X

X

X

X

OT1: “I studied the whole document for an hour before
start listening.”

OT2: “No, I didn’t.” “Before I started the first one, |
read through all over the criteria once.” “I wanted to
recall all the details before I started.”

OT3: “I looked at it ‘before’. I looked at it ‘during’ but
not very often. And I definitely looked at it again ‘after’.”
“‘Before’ I just had a look, okay, just to remind myself.
And then ‘during’ if I wasn’t sure.” “I scanned the
descriptor just once.”

OT4: “Yes. Roughly. We were taught in the class to study
this before rating.”

OT5: “Before listening? Once.”

OT1 spent most time consulting the details of the descriptors as “an hour” before starting to listen. The others (OT2, OT3 and
OT5) did it once while OT4 did it “roughly .

Table 4.192 shows if the operational/untrained raters (OU) consulted the ICAO descriptors before listening to the speech

samples.
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Table 4.192: The operational/untrained raters’ (OU) consultation with the ICAO descriptors before listening to the speech

samples
Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 OouU3 ou4 OouU5
Yes No Yes No Yes No Yes No Yes No
45. ICAO descriptor X X X X X OUL: “Not as much as it should have been.”
consultation
before listening to the OU2: “Thoroughly once.”

speech samples
OUS: “No, [ didn’t read at all.”

OU4: “Quite thoroughly once because there
are main ideas of each one.”

OUS: “Thoroughly once.”

OUL1 did not clearly state how often he consulted the details but he admitted that he did it “not as much as it should have
been”. OU2, OU4 and OU5 did it once while OU3 did not read them at all.

Table 4.193 shows if the linguistic/trained raters (LT) consulted the ICAO descriptors during listening to the speech samples.

Table 4.193: The linguistic/trained raters’ (LT) consultation with the ICAO descriptors during listening to the speech samples

Sub-themes Rater Rater Rater Rater Rater Meaning units
LT1 LT2 LT3 LT4 LTS5
Yes No Yes No Yes No Yes No Yes No
46. ICAO descriptor X X X X X LT1: “Frequently during listening.”

consultation
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during listening to the speech LT2: “No, I didnt, just listened.”
samples

LT3: “Sometimes.”

LT4: “Not at all.”

LT5: “Sometimes.”

During listening to the speech samples LT2 and LT4 said that they did not consult the details of the descriptors while LT3 and
LTS5 said that they did it “sometimes”. LT1 was the only rater in this category who stated that she did it “’frequently”” during listening.

Table 4.194 shows if the linguistic/untrained raters (LU) consulted the ICAQO descriptors during listening to the speech

samples.

Table 4.194: The linguistic/untrained raters’ (LU) consultation with the ICAO descriptors during listening to the speech

samples
Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No
46. ICAO descriptor X X X X X LUl: “More often because when I really
consultation experienced the speech sample | wanted to know
during listening to the what level it should be.”

speech samples
LU2: “No, not while listening.”

LU3: “No, I didn’t look at it during listening.”
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LU4: “Not at all. I just listened.”

LUS: “No.”

Four out of five linguistic/untrained raters (LU2, LU3, LU4 and LUS5) said that they did not consult the details of the
descriptors at all during listening to the speech samples. LU1 was the only rater who did it “more often” to see “what level it should
be”.

Table 4.195 shows if the operational/trained raters (OT) consulted the ICAO descriptors during listening to the speech

samples.

Table 4.195: The operational/trained raters’ (OT) consultation with the ICAO descriptors during listening to the speech

samples

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

46. ICAO X X X X X OT1: “If they are in between the levels, then I just
descriptor consult the document again.”

consultation

during listening to OT2: “Often.”

the speech

samples OT3: “During, you know, listened to the tape, I had a

look at it when he was doing something | think he was
making a mistake ... just to check what it says in the
paper.” “‘Sometimes’ during.”

OT4: “No, not at all. Just took notes.”
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OT5: “During listening? Almost ... well, I mean [
listened to the mistakes being made and put them in
there. So | constantly looked at the scales and looked at
the speech. So frequently, I guess.”

Most of the operational/trained raters seemed to consult the details of the descriptors more often than the other groups. OT1
said that he did it “if they are in between the levels”. OT3 did it “sometimes” during listening to the speech samples “fo check what it
says in the paper”. OT5 “frequently” looked at the scales while OT2 did it “often”. OT4 was the sole rater in this batch who did not

consult the details at all.

Table 4.196 shows if the operational/untrained raters (OU) consulted the ICAQO descriptors during listening to the speech

samples.

Table 4.196: The operational/untrained raters’ (OU) consultation with the ICAO descriptors during listening to the speech

samples
Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 OuU3 ouU4 OouU5
Yes No Yes No Yes No Yes No Yes No
46. ICAO descriptor X X X X X OU1: “Quite often.”
consultation
during listening to the OU2: “Once in a while.”

speech samples

OUS3: “I read them sometimes.’

OUA4: “No I didn’t because I couldn’t separate
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my concentration.”

OUS5: “I kept checking while listening too.”

OUL1 “often” and OT5 “kept checking” the details of the descriptors during listening to the speech samples while OU2 did it
“once in a while” and OU3 did it “sometimes”. OU4 was the operational/untrained alone who did not consult the details at all
because he could not separate his concentration i.e. he could not focus on more than one thing at a time.

Table 4.197 shows if the linguistic/trained raters (LT) consulted the ICAO descriptors after listening to the speech samples.

Table 4.197: The linguistic/trained raters’ (LT) consultation with the ICAO descriptors after listening to the speech samples

Sub-themes Rater Rater Rater Rater Rater Meaning units
LTl LT2 LT3 LT4 LT5
Yes No Yes No Yes No Yes No Yes No
47. ICAQ descriptor X X X X X LT1: “Yes, always.”
consultation
after listening to the LT2: “Yes, before I made the decision.”

speech samples
LT3: “I frequently check it thoroughly even
though I remember them.”

LT4: “Yes. I remembered them well but, I don’t
know why, I still had to look at them.”

LTS: “Frequently.”
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All linguistic/trained raters said that they consulted the details of the descriptors after listening to the speech samples before

making their decision even though they remembered them (LT3 and LT4).

Table 4.198 shows if the linguistic/untrained raters (LU) consulted the ICAO descriptors after listening to the speech samples.

Table 4.198: The linguistic/untrained raters’ (LU) consultation with the ICAO descriptors after listening to the speech samples

Sub-themes Rater Rater Rater Rater Rater Meaning units
LUl LU2 LU3 LU4 LU5
Yes No Yes No Yes No Yes No Yes No

47. 1ICAO X X X X X LU1: “Most often because it was the time I had to give
descriptor them the scores.”

consultation

after listening to the LU2: “Once again.”

speech samples
LU3: “I turned to it again after listening before
awarding the scores.”

LU4: “Adlways.”
LUS: “Yes, once again. After listening I clearly got the

picture of what ‘four’ meant. It might not be crystal
clear but at least I got some ideas.”

All linguistic/untrained raters said that they consulted the details of the descriptors at least once (LU2 and LUS5) after listening

to the speech samples before making their decision.

Table 4.199 shows if the operational/trained raters (OT) consulted the ICAQO descriptors after listening to the speech samples.
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Table 4.199: The operational/trained raters’ (OT) consultation with the ICAO descriptors after listening to the speech samples

Sub-themes Rater Rater Rater Rater Rater Meaning units
OT1 OT2 OT3 OT4 OT5
Yes No Yes No Yes No Yes No Yes No

47. ICAO X X X X X OT1: “No. I didn’t go back and review the material.”
descriptor

consultation OT2: “Yes. Before I gave the score, I had to consult quite
after listening often.”

to the speech

samples OT3: “Before giving the grade, I looked at it again, okay,

what did he say overall and then go through, okay,
pronunciation, it wasn'’t level six. Was it level five? No.
was is level four? I'm not sure. Was it level three? No, no,
it’s better than level three. So ‘four’.” “A whole lot
‘after’.”

OT4: “Yes, in more details but not thoroughly because
they are too much.”

OTS5: “After listening? Also frequently.”

Almost all operational/trained raters (OT2, OT3, OT4 and OT5) said that they consulted the details of the descriptors at least
once (LU2 and LUbS) after listening to the speech samples before making their decision. OT1 was the only rater in this group who said
that he did not do that.

Table 4.200 shows if the operational/untrained raters (OU) consulted the ICAO descriptors after listening to the speech

samples.
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Table 4.200: The operational/untrained raters’ (OU) consultation with the ICAO descriptors after listening to the speech

samples

Sub-themes Rater Rater Rater Rater Rater Meaning units
oul ou2 ou3 ou4 Ou5
Yes No Yes No Yes No Yes No Yes No

47. ICAO X X X X X OU1l: “Before giving the final scores, I had another
descriptor glance because I already read it during listening.”
consultation

after listening to OU2: “Frequently.”

the speech

samples OuU3: “Frequently.”

OU4: “Once again. For example, if I'm gonna give the
guy ‘five’ I'd check again if ‘five’ in pronunciation
matched what I had in my mind. If it did, okay, five’
he’d get.”

OUS: “Once again to see if it was okay to award them
such scores.”

OU1, OU4 and OUS said that they consulted the details of the descriptors at least once after listening to the speech samples
before making their decision. OU2 and OU3 said that they did it “frequently”.

Table 4.201 shows the linguistic/trained raters’ (LT) opinion if every English native speaker must also be at ICAO Level 6.
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Table 4.201: The linguistic/trained raters’ (LT) opinion if every English native speaker must also be at ICAO Level 6

Sub- Rater Rater Rater Rater Rater
themes LT1 LT2 LT3 LT4 LT5

Yes No Yes No Yes No Yes No Yes No

Meaning units

48. Every X X X X X
English

native

speaker

must also

be ICAO

Level 6

LT1: “No. It depends on what level of education he has, what
social status he has, what kind of life style he has.” “If he’s in
lower level, he may not get the appropriate vocabulary even if
he is a native speaker of English.”

LT2: “Umm...1I think so because the ability of level six is still
below native speaker ability. Therefore native speaker ability is
higher than ICAO level six.”

LT3: “Not necessarily because if they are backpackers and
they don’t have accuracy even though they are natives. We
have to use accuracy as a benchmark.”

LT4: “No, not necessarily because even some native speakers
can make a lot of mistakes. ICAO uses a phrase that you must
be intelligible to aeronautical community. It doesn’t mean that
everybody has to be a native speaker of English. Therefore
when some natives speak English, it’s possible that another
native who lives in the other part of the world may not be able
to understand them.”

LT5: “It’s hard to answer. Actually 1'd like to answer ‘yes’ but
there was a native who was not rated as ‘six’.” “My answer is
‘no’ because there may be some factors during testing such as
... I'don’t know if you have heard this ... an Australian pilot
was rated by a Malaysian rater as ‘three’. I feel that it

shouldn’t be possible but there are some factors such as
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natives who aren’t well-educated. That may make some well-
educated raters put the standard too high.” “Raters may not
understand some accents or some kinds of vocabulary that
natives use. They may rate them as low as ‘five’ but it
shouldn’t be as low as ‘three’ like this Malaysian rater did.”
“It depends on the educational level of both test-takers and

raters.”

When being asked if every English native speaker must also be at ICAO Level 6, four linguistic/trained raters said ‘no’ with
different reasons. It was “depending on level of education he has” for LT1, “if they are backpackers and they don’t have accuracy
even though they are natives” for LT3, “even some native speakers can make a lot of mistakes” for LT4 and “there was a native who
was not rated as ‘six’” for LT5. The sole rater in this category who said ‘yes’ was LT2 with the reason as “the ability of level six is

still below native speaker ability. Therefore native speaker ability is higher than ICAO level six”.

Table 4.202 shows the linguistic/untrained raters’ (LU) opinion if every English native speaker must also be at ICAO Level 6

Table 4.202: The linguistic/untrained raters’ (LU) opinion if every English native speaker must also be at ICAO Level 6

Sub- Rater Rater Rater Rater Rater Meaning units
themes LU1 LU2 LU3 LU4 LUS
Yes No Yes No Yes No Yes No Yes No

48. Every X X X X X  LU1: “Not necessarily.” “He may be level five.” “Because it
English may depend on the flying experience. Even if he is a native, he
native may not be exactly at what stated in the ICAO criteria.” “If
speaker that native is not a pilot, no, because he wouldn’t have the
must also knowledge in this field.”

be ICAO

Level 6 LU2: “No because it doesn’t mean that not all native speakers
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of English can speak ‘good’ English.” “They may have
different accents or they may not be good at speaking.” “I feel
that they may be ‘six’ in pronunciation but may not be in

i« ’

grammar.” “They may not be up to that level in some criteria.’

LU3: “Not necessarily because he may get ‘six’ in some
criteria such as pronunciation.” “It also depends on who
performs the rating.” “I may not understand a Scot. I may not
be familiar with his pronunciation.” “He may get a ‘six’ in
pronunciation and fluency but ... not in comprehension. It’s
like we are Thai but we may not get full score in Thai. So do
the English native speakers.”

LU4: “Definitely not, because some native speakers may not
have the language proficiency in terms of basic grammar,
complex structure to gain this level.” “It’s about a language
use in a situation. They may have the intonation and
pronunciation but when they operate in the real situation, it’s a
language use in this specific context, they may not be able to
use the language. They may not even know the concept so how
could they use the language?”

LUS: “I don’t think so because it doesn’t assess purely
language proficiency. It also assesses aviation knowledge.
Even very fluent guys may have problem with comprehension,
vocabulary, something like this if they don’t have aviation
knowledge.”

All linguistic/untrained raters’ answers to the question if every English native speaker must also be at ICAO Level 6 were
negative. LU thought that it was “because it may depend on the flying experience” and “‘even if he is a native, he may not be exactly

at what stated in the ICAO criteria”. 1t was because “it doesn’t mean that not all native speakers of English can speak ‘good’
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English” for LU2. LU3 had another perspective of getting level 6 as “it also depends on who performs the rating”. LU4 was quite
confident to say that “definitely not, because some native speakers may not have the language proficiency in terms of basic grammar,
complex structure to gain this level” while it was because this kind of assessment “doesn’t assess purely language proficiency” “it

also assesses aviation knowledge” for LUb.

Table 4.203 shows the operational/trained raters’ (OT) opinion if every English native speaker must also be at ICAO Level 6.

Table 4.203: The operational/trained raters’ (OT) opinion if every English native speaker must also be at ICAO Level 6

Sub- Rater Rater Rater Rater Rater Meaning units
themes OoT1 0oT2 OT3 OoT4 OT5
Yes No Yes No Yes No Yes No Yes No

48. Every X X X X X X OT1: “Ah...the ICAO level six is actually a lot easier than
English many English proficiency tests. So | believe that most natives
native going to be level six.” “So, yes. But if you re talking about ...”
speaker

must also OT2: “No because you can be a linguist or a native speaker ...
be ICAO well... if you've been to a high school in the United States with
Level 6 me, (laughter) some people’s vocabulary aren’t as good as

others or the structure. To be a native speaker or to be a
linguist is totally different. You can speak the language...” “I
don’t think so.” “I don’t agree with that because you might
not know the vocabulary. You might have troubles in some
certain areas, especially the technical terms used in aviation.”

OT3: (Thinking) “No because I know some like (laughter) ...
let’s say, for example, like red necks, some people in the
outback of Australia. They are native speakers but they can’t
speak proper English. So it’s not a given(?) just because you 're
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a native, you get a level six. You've got to show you can do
level six as well.”

(On