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CHAPTER I

INTRODUCTION

Titanium was discovered in 1791 by Gregor and it was named in 1795 by

Klaproth. In 1910, the pure titanium metal was extracted by Hunter. Titanium

is a transition metal in group IVB. It has many similarities to zirconium and

hafnium because the three metals are in the same column or group in the periodic

table. Titanium is a white silvery-metallic color, strong and lustrous metal. It has

the symbol Ti, atomic number 22 and atomic mass 47.90 g/mol. The electronic

configuration is [Ar]4s23d2. The shell structure is 2.8.10.2. Ti has a low density of

4,540 kg/m3 which is lighter than steel but heavier than aluminum. It is as strong

as steel. The melting point is 1,941 K which is higher than steel. Therefore, Ti

is used extensively in aerospace structural application. Ti has a small coefficient

of thermal expansion of 8.4×10−6K−1 which is lower than steel and aluminum.

It is a nonmagnetic material with permeability of 1.00005-1.00010. The thermal

conductivity of titanium is relatively low for a metal. It is 21.6 W−1K−1 which is

lower than zirconium. Furthermore, the titanium metal has excellent resistance to

sea water and is used for propeller shafts, rigging, and other parts of ships exposed

to salt water.

Moreover, an important phenomenon of titanium is the martensitic phase

transition. It is crystallographic phase change into a different crystal structure

under high temperature and pressure. The martensitic phase transitions has 2
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modes. The first, α-β phase transition, is a transformation from hexagonal

close-packed structure (α-phase) into body centered cubic (β-phase) by increasing

temperature. Another mode, α-ω phase transition, which is beyond the scope

of our work, is a transformation from α-phase into another close-packed structure

(ω-phase) at high pressure. The phase diagram of titanium is shown in Fig 1.1.

pressure[Gpa]

t
e
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a
t
u
r
e
[
K
]

Figure 1.1: P-T Phase diagram of titanium [1]

To describe the path of the bcc to hcp phase transition, we consider Burger’s

distortions[2]. It is the simplest path of transformation from the bcc structure

into the hcp structure. This transformation can be regarded as a distortion of the

bcc lattice. The structure is shown in Fig 1.2. We consider bcc (110)bcc plane

which has 109.50 bond angle as in Fig 1.3. If the temperature is lower than tran-

sition temperature, then the bcc phase is transformed into the hcp phase of which

the lattice constant is 2.95 Å and c/a ratio of 1.588 [3].
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Figure 1.2: The body centered cubic structure
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109.5
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[001]
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Figure 1.3: The atomic positions in the body centered-cubic at (110)bcc

This transformation can be considered as an orthorhombic distortion of

(110)bcc. The distance between atoms along [110] are modified from
√

2abcc into
√

3ahcp and the 109.50 bond angle changes to 1200 in (110)bcc. The path of trans-

formation is shown in Fig 1.4 and Fig 1.5.
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Figure 1.4: Illustrate the transformation from bcc to hcp
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Figure 1.5: The atomic positions in the hexagonal close-packed in (0001)hcp

A layer of hexagonal close-packed in (0001)hcp comes from a layer in (110)bcc

plane in body centered cubic. The orientation relations are

(110)bcc ‖ (0001)hcp, (1.1)

and

[11̄0]bcc ‖ [11̄00]hcp. (1.2)
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Consequently, we obtain the hcp structure from the bcc-hcp phase transition.

It is shown in Fig.(1.6)

HCP

Figure 1.6: The hexagonal close-packed structure

Theoretical models have been proposed in order to explain the experimen-

tal results. The neutron scattering experiments, by Pretry,et.al.[4] measured the

phonon dispersion curves for bcc Ti at 1293K. They found that the frequencies

for the bcc phase at [ξξ0] T1 phonon branch are very low and real. In conjunction

with these experimental measurements, Ye, et.al.[5] studied the phonon-phonon

coulping from first-principles total-energy calculations. They found that the har-

monic frequency for the T1N -point phonon is imaginary at T = 0K. It shows the

instability for the bcc phase at [ξξ0] T1 phonon branch. Therefore, it has been

believed that they are stabilized by the anharmonic effects at high temperature.

Moreover, [ξξ0] T1 phonon branch is suggested to be the cause of the α-β phase

transition which corresponds with Burger’s distortions[2].
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The α-β phase transition is an important phenomenon. In this work, the

phase transition is a first-order transition because the total entropy and the

total volume of the system expand discontinuously at the transition temperature.

From molecular dynamics simulations, we calculated the volume of the bcc and

hcp phases at T0 = 1155K and they are 26.177 Å3/atom and 17.623 Å3/atom

respectively. The phase transition affects the properties such as the hardening

and softening, and it leads to the Shape Memory Effect (SME). In this work, we

are interested in calculating the transition temperature. In experiments[4], Petry,

et.al found that Ti exhibits the transition temperature at 1,155K. We observe that

the transition temperature occurs at a high temperature. So, the computer simu-

lation is used to calculate the transition temperature and to study the transition

mechanism.

The calculations of the transition temperature of Ti using the computer

simulation was studied by Moroni, et. al.[6]. They used an ab initio method to

calculate the Gibbs free energy difference of the electronic part, i.e. only 4GE.

The transition temperature was obtained from the condition that at such a tem-

perature 4GE must be equal to zero. It was found to be approximately 2,050K.

Craievich, et. al.[7] calculated the transition temperature which was approxi-

mately 3,350K from the electronic free energy difference only. The calculated

transition temperature from Moroni, et. al.[6] and Craievich, et. al.[7] are not in

good agreement with the experimental value. We believe that the cause of this dis-

agreement comes from neglecting the contributions of thermal lattice vibrations.

From experimental results [4, 8] and theoretical calculations [9], the contribution

of thermal lattice vibrations are much larger than thermal electronic contribution.

So, thermal lattice vibrations are important part and cannot be neglected. In this

research, the Helmholtz free energies of the systems include the thermal lattice

vibrations and thermal electronic part to improve the calculation of the transi-
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tion temperature. We calculate the Helmholtz free energy by using the molecular

dynamics (MD) which is a method to study the classical motion of many-body

system.

The outline of this thesis is as follows: In Chapter II, we will describe the

process of the molecular dynamics method. In addition, the Finnis-Sinclair po-

tential energy, used to represented in the potential energy of Ti, will be explained.

From both theoretical and experimental methods [4, 9, 10], it is found that the

bcc to hcp phase transition of Ti occurs due to the vibrational entropy and the

electronic entropy. The calculations of the vibrational entropy and electronic en-

tropy will be presented in Chapter III. In Chapter IV, we will show the results of

the potential energy, the harmonic vibration entropy, the anharmonic vibration

entropy and the electronic entropy. The last Chapter is the conclusions of this

research.



CHAPTER II

MOLECULAR DYNAMICS

METHOD

In this chapter, we discuss molecular dynamics simulation. It is a computer

simulation method which calculates interactions among atoms. A trajectory of

a particle can be calculated by integrating its equation of motion. In addition,

molecular dynamics method can be applied to calculate thermodynamic properties

such as potential energy, pressure, phonon frequencies, lattice expansion. The

fundamental of molecular dynamics is described in Section 2.1. The potential

energy and the kinetic energy calculated from the molecular dynamics method are

shown in Section 2.2 and 2.3. Finally, we discuss the pressure in Section 2.4.

2.1 General Description of The MD Method

In order to study several properties of condensed matter or the structural phase

transformation, one of methods in theoretical study of classical motion of atoms is

molecular dynamics(MD). MD method is a computational method for study-

ing classical motions of many-body systems. This computational method provides

detail information of the trajectory of each particle obtained by solving Newton’s

second law.
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~Fi = mi~ai, i = 1, 2, . . . , N, (2.1)

for each atom i in an N -body system, mi is the atom mass, and Fi is the total

force due to the interactions with other atoms acting upon it. Conventionally, MD

simulation conserves the total energy and the linear momentum.

The process of a MD program is described as following; first, we construct

MD simulation box with a crystal structure. At t = 0, We set initial positions,

velocities and accelerations of each atom. The positions are placed on lattice sites.

The initial velocities are defined from Maxwell distribution at a certain tem-

perature T . The acceleration comes from the forces and the forces come from

the interatomic potential defined in Section 2.2. In the second step, we evaluate

trajectory at a later time t + δt. The positions, velocities and accelerations at

t + δt of all atoms will be predicted Taylor expansion. We chose a good inte-

gration method which is the heart of the MD method to find a correct quantity.

The Gear predictor-corrector algorithm is chosen in this work. (we discuss the

detail of the Gear predictor-corrector method later.) The next step, we compute

the atomic forces by taking derivative of the potential energy at the predicted

positions with respect to the change in the atomic positions:

~Fi = −dEi

dri

r̂i. (2.2)

where Ei is the potential energy of atom i which is constructed from the relative

positions of the atoms. In this study, we use Finnis-Sinclair potential [2],[11]

for Ti (see Section 2.2). Consequently, the accelerations are estimated from the

atomic forces
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~ai = − 1

mi

· dEi

dri

r̂i. (2.3)

Lastly, The difference between the accelerations and the predicted accelera-

tions is calculated and added to the predicted trajectories. Therefore, we obtain

the true trajectories, velocities, and acceleration at t + δt. The over all process of

MD can be shown in Fig.(2.1).

From the flow chart, it is easy to see that the system ’s energy can be moni-

tored instantaneously. When the system reaches an equilibrium, we can calculate

the average or equilibrium energy. The instantaneous velocities lead to calculation

of temperature and information on phonon states. Hence, MD provides essential

quantities for studying the phase transition.

2.1.1 Gear Predictor-Corrector method

This section describes an integration method for finding the atomic trajectories

which is the heart of the MD method. The type of our problem is Ordinary Dif-

ferential Equations (ODE) that can be solved by numerical methods such

as Euler ’s method, Runge-Kutta methods, Heun ’s method, Gear Predictor-

Corrector method, etc. For a problem which has complicated functions, it requires

a suitable algorithm. In this work, we have chosen Gear Predictor-Corrector

method [12] due to its simple forms and its efficiency. The true atomic trajectories

at t + δt can be calculated from the past function values (the positions, velocities

and accelerations at t).
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Figure 2.1: Flow chart of the MD simulation
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The atomic trajectories are estimated as follows: firstly, at each timestep

(δt), the next atomic trajectories such as the positions, velocities, and accelera-

tions are predicted using Taylor expansion. It can be written as

rp(t + δt) = r(t) + δt · v(t) +
1

2
δt2 · a(t) +

1

6
δt3 · b(t) + ... (2.4)

vp(t + δt) = v(t) + δt · a(t) +
1

2
δt2 · b(t) + ... (2.5)

ap(t + δt) = a(t) + δt · b(t) + ... (2.6)

bp(t + δt) = b(t) + ... (2.7)

or this can be written in a matrix form of fourth-order Gear predictor-corrector




rp(t + δt)

vp(t + δt)

ap(t + δt)

bp(t + δt)




=




1 δt 1
2
δt2 1

6
δt3

0 1 δt 1
2
δt2

0 0 1 δt

0 0 0 1







r(t)

v(t)

a(t)

b(t)




, (2.8)

The superscript p indicates predicted values which are not correct tra-

jectories at t + δt. Note that r, v, a and b are positions, velocities, acceler-

ations and the third time derivatives of position respectively. This is called the

predictor step. These values in Eq.(2.8) are kept for calculating in the final step.

In the next step, we calculate an error in the predictor step which is obtained from

the difference between the corrected and predicted accelerations, written as

4a(t + δt) = ac(t + δt)− ap(t + δt). (2.9)
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The superscript c indicates corrected values, ac is the corrected accel-

eration which can be solved by using the true force at the time t + δt and the

information from the prediction step. The true force is evaluated by taking the

gradient of the potential in Eq.(2.2) and the potential is calculated by using Equa-

tion (2.12) and the predicted positions. In final step, the true trajectories can be

considered from the sum of the values of the predictor step which are provided

in the beginning step and the error in the predictor step. This is called the

corrector step. This can be written in a vector form




rc(t + δt)

vc(t + δt)

ac(t + δt)

bc(t + δt)




=




rp(t + δt)

vp(t + δt)

ap(t + δt)

bp(t + δt)




+




C0

C1

C2

C3



4a(t + δt), (2.10)

In this equation, C0, C1, C2 and C3 are a constant vector. The choice of C0,

C1, C2 and C3 are depended on the orders of the method and resulted in stability

properties [12]. Gear [13] derived the best coefficients C0, C1, C2 and C3 equal to

1
6
, 5

6
, 1 and 1

3
respectively, considering the optimum stability and the precision of

the solution.

2.1.2 Choice of a time step

The choice of each time-step (δt) is important because if we choose too large δt

then the system would be unstable, i.e. the total energy is not conserved, but for

too small δt, the systems would take unnecessary long time for integration. For

the simulations of solid states physics, δt should be much shorter than the period
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of typical phonons. Ackland [14] discussed the stability of the Gear predictor-

corrector scheme with various δt. He found that δt should be smaller than 5 fs.

In this work, we use δt = 1fs.

2.2 The Potential Energy for Titanium

The cohesive energy of a crystal is defined as the potential energy of a solid required

to break atoms of the solid into isolated atomic species. The cohesive energy of

the crystalline elements is depended on types of interactions, for example, Van der

Waals-London interaction for the inert gases, covalent bond for covalent crystals

and ionic bond for ionic crystals. For transition metals, we choose Finnis-Sinclair

potential to represent the potential energy because it gives a good descriptions for

the hcp and bcc phases in transition metals [11].

In Finnis-Sinclair scheme [11], the cohesive energy consists of two compo-

nents, i.e the repulsive part (Erep) is repulsive energy due to the screened coulomb

interaction which is short-range interaction because of the screening effect in met-

als. The attractive part (Ebond) is attractive bonding energy due to the interaction

among nuclei and the free electrons. The cohesive energy is written as

Ecoh = Erep + Ebond. (2.11)

For a transition metal, Finnis-Sinclair (1984) suggested a functional form

of potentials [11] as in Eq.(2.12) and then fitted it to empirical data such as cohe-

sive energies and elastic constants to make a potential of metals. In this work, we

use Finnis-Sinclair potential which has assumed a cubic spline form [2],[15],[16].

This can be written as
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Ei =
1

2

∑
j

V (rij)− ρ
1
2
i , (2.12)

where,

ρi =
∑

j

φ(rij), (2.13)

where Ei is the potential energy of the ith atom. V (rij) and φ(rij) are pairwise

function between atom i and one of the other atoms j. In Eq.(2.12), the first term

is a short-range potential repulsive energy represented by a sum of a repulsive pair

potential. The other term is the attractive bonding energy. Each term is defined as

V (r) =
6∑

k=1

Ak(Rk − rij)
3H(Rk − rij), (2.14)

and

ρi =
∑

j

2∑

k=1

ak(rk − rij)
3H(Rk − rij). (2.15)

where rij is the distance between atoms i and j and Ak, Rk, ak and rk are fitting

parameters, which are shown in table (2.1). H(Rk − r) is the heaviside step

function defined as

H(Rk − rij) =





0 if rij > Rk;

1 if rij 6 Rk.
(2.16)

Eq.(2.12) can be used to calculate the potential energy of titanium. In this study,

the number of atoms in the bcc phase is 8,192 atoms and the number of atoms in

the hcp phase is 6,912 atoms. The temperature is constrained to a constant. The

time evolution is continued until tmax = 30ps. Typical simulation results of the
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k Ak(eV/Å3) Rk(Å) ak(eV
2/Å3) rk(Å)

1 -0.59795742 5.09113442 0.41675387 5.57630036

2 0.84548534 5.00763200 -0.41953298 4.79927490

3 -0.22789207 4.67382832 - -

4 -0.10887478 3.6440795 - -

5 0.78041828 3.3384488 - -

6 0.37613482 2.95080065 - -

Table 2.1: Fitting parameters k, Ak, Rk, ak and r for titanium [11]

potential energy in the hcp phase at 1,200K are presented in Fig.(2.2) and Fig.

(2.3) for the bcc phase at 900K .

Hence, we observe the potential energy of the bcc phase and the hcp phase

from the MD simulation. Both phases show non-equilibrium states at the begin-

ning. After the system is evolved for a few picosecond, it approaches the thermo-

dynamic equilibrium. In addition, from Fig.(2.3), we find that the energy of the

bcc phase is constant for a short period, then the tendency of the potential energy

is decreasing and reaching a new equilibrium. This is because the simulations have

been set to the bcc structure at beginning. However, T=900K is lower than the

transition temperature T0 = 1,155K [4],[10]. Hence, the system undergoes a phase

transition from bcc to hcp phase. From MD, we find that the phase transition does

not happen at T = 1,000 K, 1,100K, 1,200K, and 1,300 K. It is worth mentioning

that we observe no hcp to bcc transition.
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Figure 2.2: The potential energy of the hcp phase at 1,200K
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Phase transition

Figure 2.3: The potential energy of the bcc phase at 900K



19

Moreover, the interatomic potential energy is an important part which it is

used to describe the harmonic vibrational part and the anharmonic vibrational

part. Figure 2.4 shows a typical interatomic potential energy. It can be seen that

there is a value of displacement (r) which corresponds to the interatomic potential

energy. It exists a local minimum at r0 which is the equilibrium position of the

neighboring atom. We found that atoms move only a little from their equilibrium

sites at low temperature. From the figure, we can estimate the potential around the

local minimum by a quadratic function. Consequently, the interaction is spring-

like and the small vibration is purely harmonic. At high temperature, atoms move

further away from their equilibrium sites. The potential deviates from a quadratic

function and has no symmetry. The vibration is no longer small and becomes the

so-called anharmonic vibration.

Figure 2.4: Typical of the potential energy curve
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2.3 The Kinetic Energy

In MD simulations, the kinetic energy of system [18] is obtained from the veloci-

ties of all atoms at each time t. This can be written as

K(t) =
1

2

N∑
i

miv
2
i (t), (2.17)

where K(t) is the kinetic energy, mi is the atom mass, and vi is the velocity of

atom i. The kinetic energy is an important part because it can be directly re-

lated to temperature T . From equipartition theorem [19],[21], the average kinetic

energy is equal to kBT/2 per degree of freedom. For a monoatomic element, the

total kinetic energy is

K(t) =
3

2
NkBTinstan(t), (2.18)

where Tinstan(t) is the instantaneous temperature at time t, N is the number of

atoms in the simulation box, and kB is Blotzmann ’s constant. Then, at each

timestep, the temperature can be measured from MD simulation. From Eq.(2.17)

and (eq.2.18), the temperature of the system is defined as

3

2
NkBTinstan(t) =

1

2

N∑
i

miv
2
i (t), (2.19)

thus,

Tinstan(t) =
1

3NkB

N∑
i

miv
2
i (t). (2.20)

In this work, we try to calculate several thermodynamic variables using MD sim-

ulation under various constant temperatures. Thus we need a tool to keep a
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constant temperature. From the relationship between the kinetic energy K(t) and

the instantaneous temperature Tinstan(t), Eq.(2.20) can bring the system from any

constant temperature to a required temperature. At the starting of simulations,

the velocity of particles can be generated from Maxwell-Blotzmann distribution.

In addition, the initial particle velocities must obey the conservation of linear mo-

mentum, i.e.
∑

i mivi = 0. We obtain the temperature at the staring time as

3

2
NkBT0 =

1

2

∑
i

miv
2
i (0), (2.21)

where T0 is the started temperature and vi(0) is represented by the set of initial

velocities for each atom i at the starting time. The system moves toward an equi-

librium at the attentive temperature T by multiplying a factor (α).

α2
∑

i

1

2
miv

2
i (0) =

3

2
NkBT, (2.22)

where α is called re-scaling factor and T is the required temperature. The re-

scaling factor α can be written as

α =

√
T

T0

. (2.23)

Therefore, if we are interested in the states of a system at a required temperature,

we can change the temperature of the simulation by multiplying the re-scaling

factor to Eq.(2.21). The re-scaling factor cannot be multiplied every time-step.

Otherwise the system will be constrained too much and the dynamics of system

will be incorrect.
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2.4 Measuring The Pressure

In order to evaluate the pressure in the MD simulation, we use the Clausius virial

function [1],[18]. This important result is known as the virial Equation written as

PV = NkBT +
1

3
〈

N∑
i=1

~ri · ~Fi〉, (2.24)

where P is the pressure of the system, V is the volume of the simulation box, T is

the constant temperature, ~ri is displacement of atom i and ~Fi is the internal force

which is arising from the interatomic interaction. We can reduces Eq.(2.24) to the

well-known equation of states of the perfect gas if the particles are non-interacting

i.e. ~F = 0. In this work, the interactions between the particle and others are

evaluated via the potential Eq.(2.2) and Eq.(2.12). We can calculate the pressure

using Eq.(2.24), which is easily accessible in the MD simulation.

At each timestep, we calculate the pressure from the MD simulation at the

various temperatures using Eq.(2.24). From Figure 2.5 (a), it shows the pressure

as a function of time for the hcp phase at constant temperature T = 500K and

lattice constant a = 2.95 Å. The average pressure is -2.239 kbar/atom at an

equilibrium state. We also illustrate the relation between the pressure and the

lattice parameter at constant temperature in Figure 2.5 (b). We find that the

changing of the pressure of the system is locally linear with the lattice constant.

Furthermore, we can evaluate the true lattice constant at each temper-

ature from the relation between the pressure and the lattice constant. At each

temperature, the true lattice will be determined from the lattice constant having

the zero pressure (P = 0). Because the zero pressure means that the simulation

box does not have the total work, which comes from the thermal energy, acting

on the simulation box ’s walls. For instance, the true lattice constant of the hcp
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phase at T = 500K is calculated via the linear fit of the data points. The average

pressure is calculated at the constant temperature T = 500K and lattice constant

a = 2.85 Å, 2.9 Å, 2.95 Å, and 3.0Å. The results are shown in Figure 2.5 (b). The

true lattice constant at P = 0 is 2.92 Å. We calculate the true lattice constant at

constant temperature between 300K - 1300K of the bcc and hcp phases. These

values of the true lattice constant will be used for calculating other thermodynamic

properties, i.e. Helmholtz free energy from the MD simulations. The results will

be presented in Chapter IV.
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Figure 2.5: a) the pressure of the hcp phase from the MD simulation at 500K and

lattice constant = 2.95Å. b) the pressure-lattice constant relationship of the hcp

phase at 500K



CHAPTER III

THE TOTAL ENTROPY

In this chapter, we discuss the total entropy which has an important role

for the occurrence of the α-β phase transition. The entropy of a crystal [9] is

composed of vibrational entropy (Svib) which includes the harmonic vibrational

entropy (SH), the anharmonic vibrational entropy (SA), and the electronic en-

tropy (SE). It can be written as

S = SH + SA + SE. (3.1)

We explain how to apply statistical methods to find the total entropy. We discuss

the harmonic vibrational entropy in Section 3.1 and the anharmonic vibrational

entropy in Section 3.2. Finally, the electronic entropy is shown in Section 3.3.

3.1 Harmonic Vibrational Entropy

In this section, we discuss the method which is used to calculate the harmonic

vibrational entropy from the MD method. We apply statistical methods to cal-

culate the harmonic vibrational entropy via partition function[19] of a system.

The partition function is a sum over all states appearing in the system. It is
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written as

Z(T, V, N) =
∞∑

N=0

[
exp(−β

∞∑
r=1

ENr)

]
, (3.2)

and

β =
1

kBT
. (3.3)

where Z(T, V, N) is the partition function at constant temperature, constant vol-

ume, and constant number of particles, kB is the Boltzmann constant, N is the

number of particles in the system, and ENr is the energy of state r.

In Debye ’s theory , a crystal consisting of N atoms has 3N degrees of

freedom corresponding to 3N coordinates required to specify the positions of the

atoms. The atoms in this crystal can be assumed as oscillators. If the system

received the energy from an external source, the atoms will vibrate. This can be

described in terms of 3N normal modes of vibration of the crystal. The energy of

the crystal can be solved by using quantum mechanics. We have dropped the zero

point energy of the oscillators because it does not affect the calculation of the free

energy. The energy of a harmonic oscillator of frequency ω is

ε = n~ω, n = 0, 1, 2, 3 . . . . (3.4)

where ~ is the Planck constant divided by 2π. The integer n is the discrete en-

ergy level of a harmonic oscillator. The states of the particles in the system are

specified by a set of occupation numbers n1, n2, . . . , nr, . . . of each of states with

the energies ε1 6 ε2 6 . . . εr 6 . . . or ~ω1 6 ~ω2 6 . . . ~ωr 6 . . . . The summation

over all the occupation numbers is given by
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∑
r

nr = 3N. (3.5)

The total energy can be written as

ENr =
∑

r

nrεr or n1~ω1 + n2~ω2 + . . . + nr~ωr + . . . . (3.6)

So, the totality of such sets of occupation numbers defines all possible states of

the system. We can change Eq.(3.2) into

Z(T, V, N) =
∑

n1,n2,...

[
exp(−β

∞∑
r=1

nrεr)

]
, (3.7)

Substituting Eq.(3.6) into Eq.(3.7), we obtain the the partition function of the

system which is used to estimate the free energy of system.

Z(T, V, N) =
∑

n1,n2,...

exp {(−βn1~ω1) + (−βn2~ω2) + . . .}

=

{∑
n1

exp(−βn1~ω1)

}
·
{∑

n2

exp(−βn2~ω2)

}
· . . .

.

(3.8)

where n1, n2, . . . cover the range 0, 1, 2, . . . because the particles in the system are

bosons. We can write the partition function as

Z(T, V, N) =
∞∏
i=1

Zi(T, V,N), (3.9)

with
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Zi(T, V, N) =
∑
ni

exp(−βni~ωi). (3.10)

So, The free energy of the system (FH) is calculated from the partition function.

We use the relation in thermodynamics, i.e.

F = − 1

β
lnZ, (3.11)

Substituting Eq.(3.9) into Eq.(3.11),

FH = kBT
∑
ωi

ln(1− exp−β~ωi). (3.12)

For a system kept at constant temperature or constant volume, the entropy (S)

is calculated by Maxwell relations[21],

S = −
(

∂F

∂T

)

v

. (3.13)

Therefore, the harmonic free energy is obtained from the sum over all har-

monic oscillators which equal to 3N harmonic oscillator. The harmonic vibrational

entropy (SH) can be calculated by Equation (3.13). SH is written as

SH = −kB

3N∑
i=1

{f(ωi) ln f(ωi)− [1 + f(ωi)] ln[1 + f(ωi)]} , (3.14)

where,

f(ωi) =

[
exp(

~ωi

kBT
)− 1

]−1

, (3.15)
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and f(ωi) is Bose-Einstein distribution. We can change from the discrete form

to a continuous form. We use ω to replace ωi. If we consider the frequencies which

have a very small change dω. Consequently, the system possesses 3N oscillators

or 3N modes in crystal.

SH = −3NkB

∫ ωmax

0

dωD(ω) {f(ω) ln f(ω)− [1 + f(ω)] ln[1 + f(ω)]} . (3.16)

The total harmonic vibrational entropy can be approximated by an inte-

gral over the total frequency between 0 to ωmax. D(ω) is the phonon density of

states. If D(ω) of the bcc phase and hcp phase are known at constant temper-

ature, the SH will directly be estimated from Equation (3.16). Next, we discuss

the method to calculate the phonon density of states D(ω) of each structure at

constant temperature from MD.
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3.1.1 Phonon density of states in the bcc and hcp phases

The phonon density of states D(ω) is used to estimate the harmonic vibrational

entropy in Eq.(3.16). D(ω) can be directly calculated from the MD simulation.

Dickey and Paskin [22] showed that the phonon density of states can be calculated

from the atomic velocity autocorrelation function γ(t). It can be written as,

γ(t) =

∫
D(ω) cos ωtdω, (3.17)

and the fourier transform of γ(t) gives directly the phonon density of states D(ω).

D(ω) =
1

2π

∫
γ(t) cos(ωt)dt. (3.18)

Dickey and Paskin assumed that γ(t) can be extracted by a suitable analysis of

the correlations in the motion. It is defined as

γ(t) =
∑

i

〈vi(t + t0) · vi(t0)〉
〈vi(t0) · vi(t0)〉 , (3.19)

where
∑

i is the summation over all the atoms in a simulation box, and 〈. . .〉 is a

ensemble average. vi(t0) and vi(t + t0) are the velocity of atom i at time-step t0

and t + t0 respectively. These vi can be obtained from the MD simulation. γ(t)

is averaged over different time origins in order to gain statistical reliability. The

ensemble average can be written as

〈vi(t + t0) · vi(t0)〉 ∼= 1

tmax

tmax∑
t0=0

vi(t + t0) · vi(t0), (3.20)

and
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〈vi(t0) · vi(t0)〉 ∼= 1

tmax

tmax∑
t0=0

vi(t0) · vi(t0), (3.21)

Substituting Eq.(3.20)and Eq.(3.21) into Eq.(3.22),

γ(t) =
∑

i

(∑tmax

t0=0 vi(t + t0) · vi(t0)∑tmax

t0=0 vi(t0) · vi(t0)

)
. (3.22)

In our MD simulations, the velocity autocorrelation can be estimated from Equa-

tion 3.22 and is shown in Figure 3.1 (a) for hcp phase at 1,000K. The phonon

density of states for hcp phase at T = 1, 000K can be calculated from Fourier

transform, Eq.(3.18), of γ(t) function which is shown in Fig.3.1 (b). For a given

D(ω), the harmonic vibrational entropy can be calculated using Eq.(3.16) at var-

ious temperatures such as at T = 1, 000K. We found that SH is 7.69 kB/atom for

the hcp phase. It is a little higher than the measurement by Petry, et. al [4], which

is 7.66 kB/atom. In addition, the harmonic vibrational entropy is an important

part of Helmholtz free energy.
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Figure 3.1: a) The velocity autocorrelation γ(t) taken from the hcp phase with

6,912 atoms at 1,000 K, b) the phonon density of states in the hcp phase from the

fourier transform of γ(t)

3.2 Anharmonic Vibrational Entropy

In this section, we discuss the anharmonic effects due to lattice vibrations at high

temperature[10]. The anharmonic part arises from phonon-phonon coulping or the

coupling among the normal modes. At low temperature, the anharmonic effect can

be negligible, but when we increase the temperature, it becomes more important.

Ye, et.al. [5] studied the phonon-phonon coulping from first-principles total-energy

calculations. They found that the harmonic frequency for the T1N -point phonon

is imaginary. It shows the instability under the harmonic approximation. In

conjunction with the experimental measurements, Heimimg, et.al.[8] found that

the frequencies for bcc phase at [110] T1 phonon branch are very low and real. Thus

only harmonic contribution is inadequate. So, we will include the anharmonic part

for improving the vibrational entropy.
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The anharmonic vibrational entropy (SA) can be solved from the anhar-

monic free energy. The anharmonic free energy [25] (FA) is defined as

FA(T, V )

N − 1
= −kBT

T∫

T0

dT
′

T ′

[
[〈U(T

′
, V )〉 − Umin(V )]

(N − 1)kBT ′ − 3

2

]
. (3.23)

where kB is the Boltzmann’s constant, Umin(V ) is the potential energy at the

atomic positions which minimize the potential energy, 〈U(T
′
, V )〉 is the average

potential energy at temperature T ′, T0 is a low temperature in which the system

does not include the anharmonic effects and N is the number of atoms in the

system. The anharmonic vibrational entropy can be obtained exactly from the

thermodynamic relation in Eq.(3.13). SA is shown to be

SA

N − 1
= kB


W (T, V )− T

T0

W (T0, V )− 3

2
(1− T

T0

) +

T∫

T0

(W (T
′
, V )− 3

2
)
dT

′

T ′


 ,

(3.24)

where,

W (T, V ) =
〈U(T, V )〉 − Umin(V )

(N − 1)kBT
. (3.25)

The anharmonic entropy is calculated at temperatures ranging from T=1,000 K to

T=1,500 K between the two phases from Equation (3.24). The values of W (T, V )

are determined from the MD simulations.
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3.3 Electronic Entropy

In this section, we will introduce the electronic entropy (SE) which relates to the

electronic band structure. The electronic entropy can be evaluated by the grand

partition function [23]. The grand partition function is the partition function

of the grand canonical ensemble which the system is allowed to exchange particles

and energies with environment. A state of the system is specified by three param-

eters, temperature (T ), the volume (V ), and chemical potential (µ). The grand

partition function Z(T, V, µ) is defined as

Z(T, V, µ) =
∞∑

N=0

{ ∞∑
r=1

exp[β(µN − ENr)]

}
. (3.26)

where β is 1
kBT

. The system consists of N particles and possesses energy ENr. The

states of the particles in the system are specified by a set of occupation numbers

n1, n2, . . . , nr, . . . of each of states with energies ε1 6 ε2 6 . . . εr 6 . . .. The total

particle number and the total energy can be written as

N =
∑

r

nr , ENr =
∑

r

nrεr. (3.27)

We can change the summation in Eq.(3.26) into the sum of each occupation num-

ber nr independently. Substituting Eq.(3.27) into Eq.(3.26), we obtain the grand

partition function. It can be written as

Z(T, V, µ) =
∑

n1,n2,...

{∑
r=1

exp[β(µnr − nrεr)]

}
. (3.28)
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Z(T, V, µ) =
∑

n1,n2,...

exp {β[µ(n1 + n2 + . . .)− (n1ε1 + n2ε2 + . . .)]} ,

=
∑

n1,n2,...

exp {β(µ− ε1)n1 + β(µ− ε2)n2 + . . .} ,

=

{∑
n1

exp β(µ− ε1)n1

}
·
{∑

n2

exp β(µ− ε2)n2

}
· . . . ,

(3.29)

n1, n2, . . . cover the range 0, 1 because the particles in the system are fermions

which are restricted by the exclusion principle; two fermions cannot be in the

same state.
∏

is used to denote a product of factors ; e.g.,
p∏

r=1

ar = a1a2 . . . ap.

We can write the grand partition function of the last expression in Equation

3.29 as

Z(T, V, µ) =
∞∏
i=1

Zi(T, V, µ), (3.30)

with

Zi(T, V, µ) = 1 + exp β(µ− εi). (3.31)

Next, we calculate the free energy of system (FE). From Eq.(3.11) and Eq.(3.30),

FE is given by

FE = −
∑

i

ln[1 + exp β(µ− εi)]

β
. (3.32)

The electronic entropy (SE) is calculated by substituting Eq.(3.32) in Eq.(3.13).
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We obtain

SE = −kB

∑
i

[1− f(εi)] ln [1− f(εi)] + f(εi) ln f(εi), (3.33)

where,

f(εi) = [exp (
εi − µ

kBT
) + 1]−1. (3.34)

Eq.(3.34) is the Fermi-Dirac distribution. If the energy levels εi lie very closely

together. Consequently, we can change from a discrete form to a continuous form.

Eq.(3.33) reduces to an integral of the electronic density of states g(ε) with con-

tinuous variable ε. The electron-phonon interaction effects are not included in this

system. SE can be written as

SE = −kB

∫
g(ε){[1− f(ε)] ln [1− f(ε)] + f(ε) ln f(ε)}dε. (3.35)

If we know the electronic density of states g(ε), the electronic entropy can be

evaluated from Eq.(3.35). The electronic structure and the electronic density of

states can be calculated from the full-potential linear muffin-tin orbitals (FP-

LMTO) method by Ahuja[3], Moroni[6], Erikson[9], Nishitani[27], Paxton[31], the

muffin-tin approximation (MT) method by Hygh and Ponald[29], the augmented-

plane-wave (APW) method by Welch[30]. In this work, the electronic density of

states of Ti is taken from Ahuja, et. al.[3]. We display DOS for hcp and bcc in

Fig.3.2 and Fig.3.3 respectively.
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Figure 3.2: Electronic density of states for the hcp structures of Ti.[3]
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Figure 3.3: Electronic density of states for the bcc structures of Ti.[3]



CHAPTER IV

RESULTS AND DISCUSSION

In this chapter, we have applied molecular dynamics method to calculate the

transition temperature (T0) of titanium. Helmholtz free energy A(T, V ) is chosen

for considering the phase transition. Helmholtz free energy is the state function

of a system defined as.

A(T, V ) = E(T, V )− TS(T, V ). (4.1)

where A(T, V ) is Helmholtz free energy, E(T, V ) is the internal energy of the sys-

tem, T is the temperature, and S(T, V ) is the total entropy. Under certain condi-

tions of constant temperature and the constant volume, the change of Helmholtz

free energy is useful in the prediction of the transformation of the states. The

transformation of a system occurs at the state having the lowest Helmholtz free

energy. For titanium, Helmholtz free energy difference 4A(T, V ) between the bcc

and the hcp phases is defined as

4A(T, V ) = Abcc(T, V )− Ahcp(T, V ). (4.2)

where Abcc is Helmholtz free energy of the bcc phase and Ahcp is Helmholtz free

energy of the hcp phase. From Eq.(4.1) and Eq.(4.2), Helmholtz free energy dif-
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ference can be written as

4A(T, V ) = 4E(T, V )− T4Stot(T, V ), (4.3)

where 4E(T, V ) is the internal energy difference and 4S(T, V ) is the total en-

tropy difference. The both4E(T, V ) and ∆S(T, V ) components can be calculated

from

4E(T, V ) = Ebcc − Ehcp, (4.4)

and

4Stot(T, V ) = Sbcc
tot − Shcp

tot . (4.5)

where Shcp
tot and Sbcc

tot are the sums of the vibrational entropy and the electronic

entropy of the hcp phase and the bcc phase respectively. Furthermore, Helmholtz

free energy difference can be used to predict the phase transition, i.e.

4A(T, V ) ∼





> 0 → Abcc > Ahcp, the stable phase is the hcp phase.

< 0 → Abcc < Ahcp, the stable phase is the bcc phase.

= 0 → Abcc = Ahcp, the phase transition.

In this work, we set the purpose to calculate the transition temperature.

Thus, Helmoltz free energy for the both phases are calculated at constant volume

V and constant temperature T . The internal energy difference and the difference

of the product between the constant temperature and the total entropy will be
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calculated at the following temperatures: 300K, 400K, 500K, 600K, 700K, 800K,

900K, 1,000K, 1,100K, 1,200K and 1,300K. The phase transition occurs at the

transition temperature where 4A = 0 or 4E = T4Stot.

In this chapter, we present the results of each component of Helmholtz free

energy. First, the true lattice constant of the bcc and hcp phases are investigated

and shown in Section (4.1). Second, the true lattice constant of each temperature,

which includes the thermal expansion effects, is used to find the internal energy

in Section (4.2). Next, the phonon density of states is presented in Section (4.3)

and it is used for finding the vibrational entropy shown in Section (4.4). The

electronic entropy is shown in Section (4.5). The finally, we calculate the transition

temperature from Helmholtz free energy and it is shown in Section (4.6).

4.1 The True Lattice Constant

The purpose of this section is to calculate Helmholtz free energy of which a system

kept at the constant temperature and the constant volume. In the simulation, we

include the thermal energy arising from the temperature, and consider from the

pressure. From Section 2.4, we determine the true lattice constant from the rela-

tion between the lattice constant and the pressure in molecular dynamics method.

For example, we obtain the pressure of the bcc phase which the lattice

constant is assigned to a=3.2Å, 3.25Å, 3.28Å and 3.3Å at T=1,100 K from the

MD simulations. It is illustrated in Fig.(4.1). The lattice constant and the average

pressure are calculated and used to find the true lattice constant via linear fit of the

data points. The true lattice constant is 3.278Å and will be used in the simulation

for bcc phase at 1,100K.(It corresponds to the calculation of the hcp phase at

500K, Fig.2.5 (b) in Section 2.4.)
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Figure 4.1: The pressure of the bcc phase for a=3.2Å, 3.25Å, 3.278Å, 3.28Å and

3.3Å at T=1, 100K.
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The lattice constant at P = 0 for the bcc and hcp phases are calculated at

temperature between 300K to 1, 300K. The lattice constants of the bcc and hcp

phases are shown in Fig.(4.2) and Fig.(4.3) respectively. The true volume at all

temperature are used in MD simulations.
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Figure 4.2: The lattice constant of the hcp phase with P=0 at constant temper-

atures: T = 300K, 400K, 500K, 600K, 700K, 800K, 900K, 1, 000K, 1, 100K,

1, 200K, and 1, 300K
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Figure 4.3: The lattice constant of the bcc phase with P=0 at constant temper-

atures: T = 300K, 400K, 500K, 600K, 700K, 800K, 900K, 1, 000K, 1, 100K,

1, 200K, and 1, 300K

4.2 The Internal Energy Difference

The aim of this section is to calculate the internal energy difference (4E) in

Eq.(4.4). The internal energy consists of the kinetic energy part and the potential

energy part. We can calculate the internal energy difference from the potential

energy difference at each constant temperature only. There is no contribution

from the kinetic part because the kinetic energy per atom is 3
2
kBT [19, 21, 23],

depending on temperature. The kinetic energy of the bcc phase is equal to the
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hcp phase at the same temperature. Thus, the kinetic terms of both phases cancel

each other at every temperature. We determine only potential energy between the

hcp and the bcc phases from the MD simulation.

The lattice constants of the hcp and the bcc phases from Fig.(4.2) and

Fig.(4.3) are used to construct the simulation box at each constant temperature.

The hcp simulation contains 6,912 atoms and the bcc simulation contains 8,192

atoms. We use the Finish-Sinclair type potential in Eq.(2.14) to find the potential

energy. At the beginning, the system is in a non-equilibrium state. After a few

picoseconds, the system approaches an equilibrium. The simulation results of the

potential energy are shown in Fig.(2.2) and Fig.(2.3). The equilibrium values of

potential energy of both phases are averaged at each temperature and shown in

Fig.(4.4). The numerical values of the lattice constants and the potential energy

are presented in Table 4.1. It is obvious that the hcp phase has lower potential

energy for all range of temperature considered here. Using the energy alone, we

can say that the hcp phase is stable. According to experiments, this is not true.

It is found that after heating Ti samples to around 1,155K, it transforms from the

hcp to the bcc structure. The explanation lies in the entropy part of Helmholtz

free energy.
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Figure 4.4: The potential energy of the hcp (open circles) and the bcc (filled

squares) phases as a function of temperature.
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T (K) ahcp(Å) abcc(Å) Ehcp(eV ) Ebcc(eV )

300 2.916 3.232 −4.427 −4.406

400 2.920 3.235 −4.414 −4.392

500 2.923 3.241 −4.400 −4.377

600 2.927 3.247 −4.386 −4.362

700 2.932 3.252 −4.371 −4.346

800 2.936 3.258 −4.355 −4.329

900 2.941 3.264 −4.339 −4.313

1000 2.946 3.271 −4.322 −4.294

1100 2.951 3.278 −4.303 −4.275

1200 2.957 3.286 −4.283 −4.255

1300 2.963 3.294 −4.261 −4.232

Table 4.1: Numerical figures of the potential energy (E) and the lattice constants

(a) of the hcp and the bcc phases.
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4.3 The Phonon Density of States

The phonon density of states (DOS) is the important part for calculating the vi-

brational entropy. The DOS can be derived from the MD simulation. We calculate

the atomic velocity autocorrelation function, γ(t), in Equation (3.22). The fourier

transform of γ(t) gives directly the phonon density of states from Equation (3.18).

In our simulations, the time step between the origin to the end is 10−12

sec. The VACF of the hcp phase is determined at temperature from 300 K to

1,300 K. The bcc phase is determined at 1,000K, 1,100K, 1,200K and 1,300K.

The VACF of the bcc phase at the temperature lower than 1,000K can not be

determined because the system undergoes from the bcc phase to the hcp phase in

short interval. In Fig.(4.5), we show a typical velocity autocorrelation in the hcp

phase at 300K, 400K and 500K, and the bcc phase at 1,000K, 1,100K and 1,200K

in Fig.(4.6).
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Figure 4.5: Velocity autocorrelation function of the hcp phase at 300K, 400K and

500K, going from bottom to top
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Figure 4.6: Velocity autocorrelation function of the bcc phase at 1000K, 1100K

and 1200K, going from bottom to top
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The Fourier transform of γ(t) gives directly the phonon density of states

D(ω). The phonon density of states at 1,000 K for bcc and hcp phases are shown

in Fig.(4.7) and Fig.(4.8) respectively as samples of the D(ω).
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Figure 4.7: The phonon density of states of the hcp phase at 1,000K
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Figure 4.8: The phonon density of states of the bcc phase at 1,000K

4.4 The Vibrational Entropy

The vibrational entropy is the entropy from the oscillations of the atoms. It

contains the harmonic vibrational entropy and the anharmonic vibrational entropy.

In this work, the harmonic vibrational entropy can be evaluated by Eq.(3.16). The

harmonic vibrational entropy between the hcp phase and bcc phase as a function

of temperature is shown in Fig.(4.9).
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Figure 4.9: The calculated values of the harmonic vibrational entropy of the hcp

(filled squares) and the bcc phases (open circles)

The harmonic vibrational entropy of the hcp phase is between 3.9 kB and

8.7 kB per atom from 300 K to 1,300 K and the bcc phase is between 7.4 kB

and 8.7 kB per atom from 1,000 K to 1,300 K. The harmonic vibrational entropy

of the bcc phase cannot determine at temperature lower than 1,000 K because

the results in the MD simulations undergo a phase transition from the bcc phase

to the hcp phase. We get a value of the harmonic vibrational entropy difference

4SH = 0.15kB/atom at the phase transition temperature T0 = 1, 155K from the

interpolated values of the hcp phase and the bcc phase. It compared with the
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experimental result is 0.29kB, reported by Petry et.al.[4]. The present 4SH from

MD is lower than experimental value. This is because the anharmonic effects are

not included at high temperatures. So, we add the anharmonic part to improve

the vibrational entropy. We extract the anharmonic contribution using a method

suggested by Lacks and Shukla [25] in Eq.(4.10) at each temperature. The an-

harmonic vibrational entropy is shown in Fig.(4.10). Obviously, the anharmonic

entropy in the bcc phase is three-to-four times larger than that of the hcp phase.

This finding confirms that the excess entropy mostly comes from the anharmonic

entropy.
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Figure 4.10: The anharmonic contribution of the hcp (open circles) and the bcc

(filled squares) structures.
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Consequently, we obtain the vibrational entropy from a summation of the

harmonic vibrational entropy and the anharmonic vibrational entropy. The vi-

brational entropy in the hcp phase and the bcc phase are illustrated in Figures

(4.11) and (4.12) respectively. The numerical values of the harmonic vibrational

entropy and the anharmonic vibrational entropy are presented in Table 4.2. We

observe that the vibrational entropy in the hcp phase is in a good agreement with

experiments but the entropy in the bcc phase is higher than the experiments be-

cause the calculation of the anharmonic part from the MD has substantial values.

Furthermore, we get a value of the total vibrational entropy difference 4S = 0.33

kB per atom at transition temperature from the interpolation of the vibrational

entropy in the bcc phase and the hcp phase. It is in a reasonable agreement with

the experimental result [4]. This should confirm the accuracy of the model.
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T (K) Shcp
H (kB) Sbcc

H (kB) Shcp
A (kB) Sbcc

A (kB)

300 3.976 − − −
400 4.814 − − −
500 5.483 − − −
600 6.038 − − −
700 6.525 − − −
800 6.952 − − −
900 7.336 − − −
1000 7.689 7.837 0.051 0.224

1100 8.023 8.178 0.067 0.259

1200 8.327 8.485 0.089 0.282

1300 8.635 8.791 0.111 0.307

Table 4.2: Numerical figures of the harmonic vibrational entropy (SH) and the

anharmonic vibrational entropy (SA) of the hcp and the bcc phases.
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Figure 4.11: The calculated values of the total vibrational entropy of the hcp Ti

(filled squares) compared with the experimental values [4] (open circles).
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Figure 4.12: The calculated values of the total vibrational entropy of the bcc Ti

(filled squares) compared with the experimental values [4] (open circles).

4.5 The Electronic Entropy

In this section, we present the values of the electronic entropy (SE). It is calculated

from Eq.(3.35). We use the electronic densities of states from Ahuja, et.al.[3] which

are calculated by a full potential linear muffin-tin orbital (FP-LMTO) in Fig.(3.2)

for the hcp phase and Fig.(3.3) for the bcc phase. The electronic entropy of the

hcp phase, the bcc phase and experimental values are graphed in Fig.(4.13) at

each temperature. The numerical values of the electronic entropy are presented in

Table 4.3. The magnitude of the electronic entropy of hcp is between 0.16 kB and

0.93 kB at T = 300K - 1,300K and between 0.6 kB and 1.02 kB for the bcc phase

at T = 900K - 1,300K. Obviously, the agreement between experimental values and

the calculated electronic entropy is good, particularly at low temperature.
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Figure 4.13: The electronic entropy of the hcp phase (circles), the bcc phase

(squares) and the experimental values (open diamonds)[9].
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T (K) Shcp
E (kB) Sbcc

E (kB) T (K) Shcp
E(exp.)(kB) Sbcc

E(exp.)(kB)

300 0.163 − - − −
400 0.223 − - − −
500 0.286 − 294 0.09 −
600 0.352 − 773 0.39 −
700 0.419 − 1054 0.44 −
800 0.48 − 1156 0.52 −
900 0.559 0.599 1156 − 0.670

1000 0.632 0.679 1208 − 0.673

1100 0.705 0.762 1298 − 0.710

1200 0.780 0.847 1538 − 0.890

1300 0.855 0.932 1713 − 0.990

Table 4.3: Numerical figures of the electronic entropy (SE) from MD method and

experimental values [9]of the hcp and the bcc phases.



61

4.6 The Transition Temperature

In our work to the calculation of the transition temperature (T0) for Ti, we use

Helmholtz free energy difference (4A) to find the hcp-bcc phase transition and

T0. It is defined as 4A = 4E − T4Stot, where 4Stot = Sbcc
tot − Shcp

tot . The

phase transition occurs at T0 where 4A = 0. The values of 4E are estimated

in Section 4.2 and those of Shcp
tot and Sbcc

tot are calculated by using a summation of

the vibrational entropy in Section 4.4 and the electronic entropy in Section 4.5.

Figure 4.14 shows 4E (filled square) and T4Stot (open circles) as a function of

temperature.
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Figure 4.14: The components 4E (filled square) and T4S (open circles) of the

Helmholtz free energy.
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From Fig.(4.14), linear fits are applied to T4S and 4E. By using the

analytical process, the intersection between 4E and T4S occurs at 880K. Thus,

the transition temperature is 880K where 4A=0. Moreover, we predict the stable

phase at other temperatures. If T < 880, the stable phase is the hcp phase

because Ahcp < Abcc. If T > 880K, the stable phase is the bcc phase Abcc <

Ahcp. The transition temperature from our work is 880K compared with some

previous calculations such as , 3, 350K by Craievich [7], 2, 050K by Moroni [6],

and with 1, 155K from experimental results . Hence our calculations are in good

agreement with experiments and yet better than those of some previous works

because our results included the anharmonic vibrational entropy effects and the

electronic entropy effects in the free energy difference.

In addition, we observed that our result is T0 ≈ 880K calculated with the

thermal electronic contributions. On the other hand, our previous result [33] is

evaluated at T0 ≈ 906K calculated without the thermal electronic contributions.

It seems that our previous result is in better agreement with experiments than

the present result including the contributions of thermal electronic. However, this

is not conclusive because the error from the calculations has not been evaluated.

A previous MD work suggested that the error of the transition temperature in

similar transition metals [1, 24], is about ±200K. Including such an error, we can

see that 880K and 906K are not significantly different. Thus, we conclude that

the electronic entropy is a minor contribution in determining the phase transition

and the electronic entropy difference is 0.06kB at transition temperature. This is

confirmed by an independent work. Recently, Masuda-Jindo, et.al.[10] calculated

transition temperature of Ti using the statistical moment method. They found

that transition temperatures are 1, 295K and 1, 308K which are calculated with

and without the thermal electronic contributions respectively.



CHAPTER V

CONCLUSIONS

The purpose of this thesis is to determine the transition temperature (T0)

of titanium. From experimental values, the phase transition occurs at high tem-

perature, T0 = 1, 155K. We use computer simulation to study the bcc-hcp phase

transition. In this work, we consider the Helmholtz free energy (A) at constant

temperature and constant volume. At thermodynamics equilibrium, the stable

phase has the lowest Helmholtz free energy. The Helmholtz free energy difference

(4A) between bcc phase and hcp phase is defined, 4A = 4E−T4S. The inter-

nal energy difference (4E) and total entropy difference (4S) need to be calculated

at various temperatures.

In this work, classical molecular dynamics method (MD) is employed to

determine the vibrational entropy and the potential energy. The MD is simulated

under constant temperature and constant volume. In our simulations, we set the

structure to be either the bcc or hcp at the starting-time. The Finnis-Sinclair

potential energy is chosen to represent the potential energy of titanium because it

takes into account of many-body effects and gives a good description for both hcp

and bcc phases. The motions of atoms are solved by Newton ’s equations. We

choose Gear Predictor Corrector method for integrating the equations of motion.

From the MD simulations, we obtain the potential energy and velocity of

each atom of the bcc and hcp phases at every time step. The internal energy
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difference can be calculated from the potential energy difference because the ki-

netic energy of both phases at the same temperature cancels. Obviously, the hcp

phase has lower potential energy than bcc phase for all range of temperatures

considered. If we consider the potential energy only, the stable phase is the hcp

phase which is not true. We know that Ti has a phase transition from hcp to bcc

at high temperatures. So the entropy part should play a major role in the phase

transition.

The total entropy [9] consists of the harmonic vibrational entropy (SH),

the anharmonic vibrational entropy (SA) and the electronic entropy (SE). The

harmonic vibrational entropy is derived from the phonon density of states which

is calculated via the fourier transform of the velocity autocorrelation function

(VACF). The VACF is evaluated from the velocity of each atom. The anhormonic

vibrational entropy is computed from the anharmonic free energy. We assume that

the summation of SH and SA is the total vibrational entropy. We find that 4Svib

≈ 0.33 kB/atom at transition temperature, T = 1, 155K. It can be compared with

4Svib ≈ 0.29 kB/atom from the experiment [4]. Our result is in an agreement with

the experimental value. The electronic entropy is calculated from the electronic

density of states which is obtained from Ahuja, et. al.[3]. The magnitude of the

electronic entropy of hcp is between 0.16 kB and 0.93 kB at T = 300K - 1,300K

and between 0.60 kB and 1.02 kB for the bcc phase at T = 900K - 1,300K.

We evaluated 4E and T4S at 300K to 1, 300K. Linear fits are applied to

4E and T4S. The transition temperature occurs at the intersection between4E

and T4S, T0 ≈ 880K. It can be compared with 1,155K from experiment, 3, 350K

by Craievich [7], 2, 050K by Moroni [6], 1, 308K and 1, 295K by Masude-Jindo

[10]. We found that our result is in an agreement with the experiment and the

transition temperature is better than the previous report since the anharmonicity

effects of thermal lattice vibrations are included in this research. In addition,
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our results can be compared with our previous results [33] which are calculated

without the thermal electronic contributions. It is showed that both values differ

minimally. We conclude that the MD method is a good computational method for

studying the phase transition in Ti and the calculation of transition temperature

in Ti is not affected much by the electronic entropy. In addition, we found that

the MD method is nowadays also used for other purposes such as studies of the

anharmonic contribution for a fcc crystal of atoms interacting via Lennard-Jones

potential [25], thermal conductivity of solid argon [34], the density as a function

of pressure for the crystal structure of Ne, Ar, Kr, and Xe [35] and the transition

temperature of zirconium [2, 24, 26].
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