
C H A P T E R  V II

C O N C L U S I O N S  A N D  T O P IC S  F O R  F U T U R E  R E S E A R C H

This chapter sum m aries the contributions o f  the dissertation together with general 
directions for future research.

7.1 Conclusions
In this dissertation, w e have introduced new classification  algorithm s based on the uses 

o f  local discrim inant basis feature extraction algorithm. Four generalized m ultiple classifier  
system s have been explored in detail for the MSTAR SAR ATR and UCI Satim age problems:
( 1 ) the system  based on the overcom plete fram ework o f  local discrim inant frame expansion, 
(2) the system  based on generalized code concatenation schem es, (3) the system  based on 
ridge prediction optim ization method, and (4) the system  based on local discriminant basis 
neural netw ork ensem ble. Each o f  these system s can be c lassified  as either the coverage  
optim ization or the prediction optim ization m ethods, w hich are generally defined in the MCS 
fram ework. It w as a lso  show n that these new contributions have significantly im proved  
perform ance over the existing MCS. Furthermore, the presented system s further help reduce  
the com putational com p lex ity  in several cases.

7.2 C ontributions o f D issertation
The originality o f  the dissertation are as follow s:

• A new  m ethod o f  coverage construction o f  m ultiple classifier system s is developed and 
applied to the public MSTAR database. This m ethod is conceptu ally  related to signal- 
dom ain channel coding. In particular, the m ethod o f  using the LDB feature extraction  
algorithm  in an MDC fram ework have been presented. To com bat classification  
error, predefined am ount o f  redundancy arc added to the original data during the 
feature extraction process. Unequal protection is em p loyed  by varying the amount o f  
redundancy with the important o f  data (through the use o f  local discrim inant frame 
expansion). C lassification accuracy is increasingly obtained w hen m ore descriptions 
are constructed and used.

• N ew  m ethods for coverage construction o f  m ultiple classifier system s are developed  
and applied to the public MSTAR database and the UCI repository data set. The main 
task o f  these m ethods is to construct m ultiple classifier system s based on tw o extensions 
o f  the ECOC approach: (I )  classical code concatenation and (2) generalized code
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concatenation so  that the highest classification  perform ance is attained. An evaluation  
o f  the proposed m ethods on the classification  o f  tw o public data sets provides additional 
proofs o f  the im provem ent o f  our m ultiple classifier system s.

• A new  m ethod o f  prediction optim ization o f  m ultiple c lassifier system s is developed  
and applied to the public M STAR database. The m ethod w orks e ffective ly  regardless o f  
the am ount o f  variation caused from  using different num ber o f  m ost discrim inant basis. 
This estim ation m ethod suggests a robust and cost-savin g  so lu tion  over existing w eight­
com bin ing m ethods. Furthermore, the experim ents a lso  su ggested  that the classification  
system  based  on our m ultiple description m ethod can generate an e ffective  ensem ble  
consisted  o f  high-accuracy base classifiers that w ere nearly independent to each  other.

• A new  m ethod o f  coverage construction o f  m ultiple c lassifier system s is developed  
and applied to the public Y ale face database. Several fram ew orks are considered  
and d iscu ssed  for their equivalencies with an en sem b le  o f  transform networks derived 
using loca l discrim inant basis algorithm. In addition to these d iscu ssions, a proof is 
provided that the linear com bination o f  individual netw ork w eights o f  an en sem ble o f  
transform netw orks is a m ore generalized representation for m ultiple classifier system s 
than other sim p le m ethods, e .g ., constant or w eighted  sam ple m ean o f  the w eights. The 
experim ents suggested  that our system  perform s quite w ell w h en  only high discriminant 
data subbands are included and presented to classifiers in the en sem ble.

7.3 Topics fo r  Future  R esearch
Based on the d evelop m ent o f  the system atic fram ew ork and the experim ental results 

covers in this dissertation, this section  conclu des with a list o f  future research topics which  
could not be treated here:

• The m ethod in ch ap ter  3 uses a fram e expansion to produce descriptions. It gives 
descriptions that are determ inistically correlated. There are several other m ultiple 
description coding m ethods that focu sin g  on statistical correlation, e .g . correlated  
transform  [44]. Thus, it is possib le to apply these m ethods to m ultiple description  
m odel for m ultiple classification  system s.

• Equal protection is im plem ented  w ithout em phasizing on a region o f  interest (ROI) or 
im portant inform ation in data (or target class inform ation in c lassification ). Intuitively, 
m ost o f  the redundancy shou ld be concentrated in the ROI. A s a consequence, the 
ROI o f  target pattern should be therefore m ore heavily  highlight for classification  than 
the other parts o f  the target. R ecently, en sem b le  feature se lection  strategies [84, 109] 
are proposed for searching the best co llection  o f  feature subsets. Thus, the unequal 
protection o f  ROI in MDC for MCS can be perform ed a priori or by using the ensem ble
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feature se lection  m ethods to a llocate the optim al num ber o f  the M DB for each part o f  
the target. This w ay, an en sem b le  is exp ected  to be e ffec tive ly  constructed. M oreover, 
it is analogou s to the optim al rate distortion design (redundancy allocation) in joint 
source-chan nel coding.

The generalized  encod ing  m ethod in ch ap ter 4 is one exam p le  o f  extended coverage 
construction approaches suitable for m ultiple classifier system s. Future research should  
start by generalizing the fram ework o f  this approach to other coding schem es, e.g., 
sp ace-tim e coding.

The decod ing  rule im plem ented in ch ap ter 4 is m ainly focu sed  on distance. There are 
other decoding rules that can also  be used for MCS. Future w ork should include the 
decoding rule based  on probability estim ation. In this approach, least square method is 
used to find an estim ate o f  an optim al posterior probability vector that m inim izes the 
errors. H ow ever, there is a serious practical lim itation with this least square decoding  
rule. The probability estim ates can be highly variable w hen there are a sm aller number 
o f  co lum n s, relative to the num ber o f  classes. This is analogous to the situation in 
least square regressions w here the num ber o f  data points is sm all com pared to the 
num ber o f  predictor variables. A com m on approach to this problem  in regression is 
to use ridge least squares. Thus, the future w ork is to apply the least square m ethod  
with adapted ridge param eter presented in ch ap ter  5 as the decod ing  rules for ECOC 
and its extensions.

There are a num ber o f  ridge param eter estim ation m ethods [92], e .g ., RIDGM, Golub, 
Heath, and W ahba, and Bayesian m ethods. T hese m ethods can be explored for the 
prediction optim ization o f  MCS. M oreover, any im provem ent in the least squares 
techniques, e .g ., the covariance shaping least square technique in [97] can be o f  interest 
to the optim al com bin in g-w eigh ts techniques. E specially , i f  w e  can further include the 
ridge param eter estim ation m ethod within the covariance shaping least square method.

A nother avenue o f  future w ork is to apply our regularization least square m ethods for 
other applications such  as im age superresolution, system  identification, data mining, 
and m ultiuser detection. The least square m ethod is w ell-su ited  to these applications 
b ecause it provides a better w ay to estim ate the ridge param eter than the conventional 
cross-validation  m ethod.
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