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Traffic congestion is one of the chronic problems that degrades an urban traffic sustainable

development especially the transport system. It seriously affects the quality of life of many people

and becomes a catalyst of an increment of air pollution. If we can improve public infrastructure,

logistics, and public transport system, they will reduce traffic congestion problem. This thesis aims

to apply model predictive control (MPC) to traffic systems in a framework on hierarchical distributed

control.

The control structure composes of three layers which are network layer, area layer, and inter-

section layer. On the network layer and area layer, the control design considers the optimal traffic

flow of the network and area, respectively. The optimal traffic flow is distributed as the reference

signal for each intersection to calculate the optimal traffic signal. Finally, we test the designed control

on a case study by simulation of a Sathorn’s traffic zone with ten intersections. Traffic polices rely on

the traffic volume information to control the traffic lights. We compare the performance of MPC to

that of existing traffic control system. The simulation result shows that MPC improves the the total

traffic flow by almost 2%.
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CHAPTER I

RESEARCH OVERVIEW

1.1 Introduction

Urban traffic congestion is a significant problem in city areas which difficulty to solve in a

short time. The traffic problems can lead people to spend more time on the roadway, and it is the

severe causes of pollution and energy efficiency problems. However, one possibility to solve traffic

congestion without roadway reconstruction is the redesigning of the traffic signal control system.

Most traffic control methods were aimed at the same goal, which reduces the travel delay and

traffic congestion on the intersections. Ioslovich et al. had used the feedback control to minimize

the total delay on individual intersection based on continuous-time model [1]. Varga also considered

on an individual intersection, and he proposed a controller that aims to minimize the vehicle queue

length by using the Linear Quadratic Regulator (LQR) [2]. One strength of Varga’s method is a

time-varying model that adapts to the traffic flow measurement. Since the computation power of the

modern computer has improved, the optimization technique has increasing popularity. The dynamic

programming was used by [19], and it used to decide the next signal pattern by considering the linear

cost function. Practically, traffic congestion does not depend on an intersection. It also implicated

with adjacent intersections. Zaidi et al. had proposed the multiple-intersections traffic control, which

is used the optimization technique over the various factors such that queue length and travel time

[3]. This idea has also presented from other research [4, 5]. Model predictive control (MPC) is the

most popular advanced control method based on iterative and finite-horizon optimization of a plant

model. In the traffic control problems, MPC was used in literature [6] that minimizes the queue length

and maximizes the traffic flow rate as every time horizon in the future to obtain the optimal traffic

schedule for each intersection. Traffic problems were formed from the complex network that difficult

to mitigate the traffic congestion on each road at the same time. A traffic network can separate the

intersections into multiple areas. For one area, it can be assumed that it is a one control system

that consists of many intersections. The setpoint of traffic flow on the area layer distribute into each

intersection, and each intersection achieves by finding the optimal traffic signal. This idea can be

called hierarchical control.

However, the traffic problems need to consider in the overview of traffic conditions on the net-

work. Information on the traffic demand in the network is the parameter key to improve the traffic

control that other literature has neglected. We can use the benefit of the traffic demand information

to determine the traffic flow for each road. Furthermore, we also use the model predictive control to

decide the optimal traffic solution by considering the predicted results on the time horizon. There-
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fore, this work aims to establish a traffic control method by using the hierarchical distributed control

framework (HDC). The traffic network has divided into three layers, which are network layer, area

layer, and intersection layer. The role of each layer is described in Chapter 2. This work uses the

model predictive control (MPC) to improve the performance of traffic flow in each intersection by

using the predicted flow information from AI. We hypothesize that the changing of the cycle length

of each intersection affects the control performance. The experiment is simulated with different cycle

lengths to find a suitable weighting parameter that makes the best performance. Then, the results are

compared to fixed control in terms of traffic flow (veh/h).

The methods and models used to designs the traffic control system in this work are described in

Chapter 2. The simulation results in this work are summarized in Chapter 3. Finally, the conclusion

is presented in Chapter 5.

1.2 Background

This section will describe the background of traffic models, which are the relationship of traffic

flow, traffic density, and traffic speed. These models describe the basis of traffic dynamics and traffic

conditions. Finally, the performance indices are calculated from equations in this section.

1.2.1 Traffic flow models

The basics of traffic variables which consist of the traffic flow, traffic speed, and traffic density,

these variables must be presented the definition before the traffic analysis parts. Traffic flow describes

the volume of the vehicles passed on a section per time, the relation of this value is described as

q =
n

Mt
(1.1)

where q is the traffic flow in vehicles per unit time, n is the number of vehicles passed on some

designated roadway point during time interval Mt, and Mt is the duration of time interval.

Traffic flow is usually used to specify the quantity of arrival flow rate and departure flow rate

of vehicles on the road. When the arrival flow has high, it means that the traffic demand is high.

However, if the departure flow rate has high, it means that the traffic condition is not congested.

The fundamental of traffic flow is described by Lighthill, Whitham and Richards (LWR) model

[20, 28], they had stated that the traffic flow is the multiplication of traffic density and mean speed in

the road which given as

q = kv (1.2)

where q is the flow rate (veh/time), k is the density (veh/space), and v is the mean speed (space/time).

While the traffic density has low, the traffic flow on the road will also be low. If the traffic

condition is high density, the traffic flow on the road will also be high as well. However, while the



3

Figure 1.1: Fundamental diagrams of Speed-Flow-Density; (a) Speed-Density relationship, (b)
Speed-Flow relationship, and (c) Flow-Density relationship.

traffic density has increased, the mean traffic speed will decrease in the opposite direction, which is

illustrated in Figure 1.1 (a). Hence, the traffic flow relationship is the nonlinear function on the traffic

density and traffic speed that will describe as follows.

Speed-Density model

This part has described the relationships of traffic speed and traffic density when the maximum

traffic speed and maximum traffic density on the road. Figure.1.1 (a). shown the negative linear

relationship of traffic speed and traffic density. Mathematically, such a relationship can be expressed

as

v = vmax

(
1− k

kmax

)
(1.3)

where v is the vehicle-mean speed (km/h), vmax is the free-flow speed (km/h), k is the traffic density

(veh/km), kmax is the maximum traffic density (veh/km).

Flow-Density model

This part describes the relationship between traffic flow and traffic density by using knowl-

edge from the Speed-Density model. A parabolic flow-density model can be described by using the

assumption of a linear speed-density relationship (1.3), by substituting (1.3) into (1.1) we obtained

q = vmax

(
k − k2

kmax

)
(1.4)

This equation describes the relationship which shown in Figure 1.1 (c). When the traffic density

is increased to the critical point kc, the traffic flow will change in a downward direction. Due to the

increase in traffic density, it affects the movement of vehicles to slow down as well.

The maximum flow rate qmax as shown in Figure 1.1 (c) at the top of the curve, it can be

evaluated by taking the derivative of equation (1.4) respect to density k and set it to zero. This gives

dq

dk
= vmax

(
1− 2k

kmax

)
= 0, (1.5)



4

because of the free-flow speed vmax is greater than zero, we obtained the critical density as

kc =
kmax

2
. (1.6)

Then, we can calculate the critical velocity by substituting (1.6) into (1.3) gives

vc = vmax

(
1− kmax

2kmax

)
=
vmax

2
. (1.7)

Finally, we can calculate the maximum traffic flow by substituting (1.6) and (1.7) into (1.2) gives

qmax = vckc =
vmaxkmax

4
(1.8)

The maximum traffic flow is the variable that can be presented to the traffic capacity on the

road.

Shockwave theory

A limited of the fixed detector is an area covering, due to financial constraints for road authori-

ties. An alternative approach to measuring the vehicle movement is to estimate the vehicle trajectory

from information by using the kinematic wave theory (shock wave theory) [20] which has been com-

monly used to describe and analyze traffic flow dynamic.

Figure 1.2: Typical shock waves at a signalized intersection; (a) time-space diagram, (b) triangular
fundamental diagram (u: forward wave speed, w: backward wave speed), [29].

On the shock waves theory, the discharge rate qout is equalled to qmax which is obtained from

(2.11). It is used to represent the dynamic of departure flow on the intersection.

Store-and-forward traffic model

The basic traffic model for a single road which widely used in literatures [2,7,8] is represented

by Figure 1.3, it based on the vehicle-conservation law. The number of vehicles in a road can be

computed from the arrival rate and departure rate.
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Figure 1.3: Vehicle queue model on a road.

The vehicle-conservation equation can be simplified in the discrete time model which given as

x(t+ 1) = x(t) + (qin − qout)∆t. (1.9)

where x(t) is the number of vehicles in the road, qin is the vehicles arrival rate, qout is the vehicles

departure rate, t is the time index, and ∆t is the sampling period.

1.2.2 Traffic congestion indicators

Average Traffic Speed

A basic indicator to measures the traffic quality in a single road is the average traffic speed. The

average speed in individual cars can evaluate directly, but in the macroscopic of traffic measurement

cannot measure the vehicle speed in the road directly. Assuming a uniform speed, The average speed

can be calculated using the linear relationship of traffic flow from equation (1.4) and can be rearranged

by as:

v̄ = vmax

(
1−

1
T

∑T
t=ts

k(t)

kmax

)
(1.10)

where t is the sample index, ts is the start index of the sampling time, T is the sampling period and

traffic density k(t) is obtained from measurement.

Traffic delay

The traffic performance on an intersection can be indicated by time delay. The traffic delay at

a signalized intersection is caused by traffic signal control that is reduced the traffic flow volume and

average traffic speed. The basic idea of this indicator is to measures the exceeding time when com-

pared with uncongested traffic conditions while traveling through a road at a signalized intersection.

Let assuming uniform speed, the travel time of each vehicle through a road of length λ at the free

flow speed vmax is given as:

tf =
λ

vmax
(1.11)

With the congested traffic conditions, the travel time ta of the vehicle with a uniform speed

over the same road to reduced its speed v is given as:

ta =
λ

v
(1.12)
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Because the traffic speed cannot be measured directly, we can simplify the above equation by

substituting (1.10) into (1.12) gives

ta =
λ

v̄
(1.13)

Then the delay for each vehicle to travelling through an signalized intersection can be calcu-

lated as:

d = ta − tf (1.14)

However, the estimated travel time ta is usually used to measure the traffic quality.

1.2.3 Traffic sensor

Figure 1.4: Inductive loop detector principle [21].

The inductive loop detector has shown in Figure 1.4 is used to detect vehicles passed at a de-

signing point. When the vehicle drives over the detector wire loop, the detectors will be sensing the

metal, and then the detector’s state is activated. On the other hand, when the vehicle drives passed the

detector wire loop, then the detector’s state is deactivated.

Figure 1.5: Example of loop detector installation on a road.

Traffic sensor that using in Bangkok’s roadway is the loop detector which used to count the

vehicles while passed the sensor. Figure 1.5 shows the example of a loop detector installation on

Bangkok’s roadway that each lane has the sensors at two points on the road, start and end of the road.

Then, we can count the number of vehicles on the road by using conversation law.
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1.2.4 Optimization

In the mathematical problem, an optimization method is a useful tool for finding the optimal

solution which given the maximum reward or minimum penalty. In general, the reward and penalty

are defined as the cost objective. The cost function of an optimization problem can be represented as

follows:

• Given: a function f : Rn → R from some set to the real numbers

• Sought: an element x∗ ∈ Rn such that f(x∗) ≤ f(x) for all x ∈ Rn (”minimization”) or such

that f(x∗) ≥ f(x) for all x ∈ Rn (”maximization”)

A usual method used to find the maximum or minimum point in the cost objective function is

the gradient descent method which is a first-order iterative optimization algorithm and also known as

steepest descent that was invented by Cauchy in the 19th century [22].

Figure 1.6: Illustration of gradient descent on a series of level sets.

Gradient descent is the method which finding the search direction for a multi-variable function

f(xk) and updating the parameter xk for every iteration k. Figure 1.6. illustrates the searching of the

solution xk, the method will be stop when the solution meet the criteria such that ‖xk − xk−1‖2 ≤ ε,

where ε is a small constant value. To find the optimal solution, the search direction is determined from

the derivative of function f(xk), and it called the gradient. The function f(xk) is need to differentiable

and the derivative∇f(xk) is Lipschitz. Then, the update formula is described as follows:

xk+1 = xk − γk∇f(xk) (1.15)

The step size γk is allowed to change at every iteration which satisfies the Wolfe conditions or the

Barzilai-Borwein [23] method shown as following:

γk =
(xk − xk−1)T[∇f(xk)−∇f(xk−1)]

‖∇f(xk)−∇f(xk−1)‖2
(1.16)

However, this part is explained only a basic of unconstrained optimization using gradient descent

method.
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1.2.5 Model predictive control

Model predictive control (MPC) is the most popular control method that is based on iterative,

finite-horizon optimization of a plant model while satisfying a set of constraints. It has been used in

chemical plants, power system balancing models [25], and power electronics [26].

Figure 1.7: A discrete MPC scheme.
[source: https://en.wikipedia.org/wiki/Model predictive control]

The key idea of MPC that illustrated in Figure 1.7 is the fact that it achieves the goal by finding

the optimal control input and predicting the trajectory on finite time-horizon, only the first timeslot of

control input is implemented. C.E. Garcia et al., [27] has stated that the idea of MPC can adapt to a

non-particular system description. It can implement with state space, transfer matrix, and convolution

type models. Model predictive control can be demonstrated by using a quadratic objective. This

manipulated variables are selected to minimize the given objective function which can be written as

follows:

minimize
∆u(k),...,∆u(k+m−1)

p∑
l=1

‖ŷ(k + l|k)− r(k + l)‖2Γl + ‖∆u(k + l − 1)‖2Bl (1.17)

where

ŷ(k + l|k) is the predicted value of y at time k + l based on information available at time k,

∆u(k + l) = u(k + l)− u(k + l − 1),

p,m are the horizon length and the number of manipulated variable moves in the future, respectively,

‖x‖2Q = xTQx,

Γl, Bl are the weighting matrices.

The optimization is also available to add up the constraints to keep the process operating safely

or shut the process down in a smooth manner. MPC is not limited to the kind of system, objective

function, or optimization constraints depend on the application to select the proper technique.
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1.2.6 Arrival and departure flow predictions

Traffic information is used to predict the traffic state in advance. Arrival rate and departure flow

rate (veh/sec) are the information that shows the traffic quantity coming and traffic quantity departing.

This paper uses machine learning to predict the traffic flow rate by using historical information.

Figure 1.8: Traffic flow prediction model.

Figure 1.8 shown the prediction model using artificial neural network. The model structure is

consists of 3 layers which are the input layer, hidden layer, and output layer. Normalized prior step

traffic signal ūJi(tJCi − 1) = uJi(tJCi)/τi(tJCi), normalized volume ȳJi(tJCi) = yJi(tJCi)/α and

ȳJi(tJCi−1) = yJi(tJCi−1)/α, upper data from area layer d̄(tJCi) = di(tJCi)/β, and prior step flow

rate qi(tJCi − 1) are fed into the input layer, where α and β is the constant value. The hidden layer is

consists of multiple layers, each layer has connected with other layers by multiplying the weighting

with input and taking the nonlinear function as the output. The output layer in this paper gives the

prediction flow rate q̂i(tJCi) which can be written as

q̂i(tJCi) = f(ūJi(tJCi − 1), ȳJi(tJCi), ȳJi(tJCi − 1), d̄(tJCi), qi(tJCi − 1)) (1.18)

where f(·) is represented the artificial neural network model.

1.3 Signalized intersection control techniques

The signalized intersection control method can be classified into four standard methods which

are fixed time control, optimal control methods, optimization methods, and machine learning meth-

ods. The optimal control methods are the methods that used a control law for a given system such

that a specific optimality criterion is achieved. Optimization methods are the methods that used the

mathematics equations to explain the relation between cost or performance index and control input.

Machine learning methods are methods that used historical data to find an unknown model. These

signalized intersection control techniques categorized as shown in Figure 1.9 and the details of each

method are described as follows.
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Figure 1.9: Signalized intersection control techniques.

Fixed time control

The schedules of traffic signal in fixed time control will not change over time. The simplified

way to determines the traffic signal for fixed time control is calculated from the proportional of traffic

volume which is given by

uij =


Vij
‖Vi‖1

(
τ

(i)
i − τfix,ij · dim (ρ

(i)
fix,i)

)
, j /∈ ρ(i)

fix,i

τfix,ij , j ∈ ρ(i)
fix,i

(1.19)

where ui = [ui1, ui2, ..., uiN(i)
ρi

]T is the control signal vector which represent the duration time in

seconds of each phase, τfix,ij is the duration of yellow time in seconds, ρ(i)
fix,i is the index set of yellow

phase, i is the index of intersection, j is the index of phase, and Vij ∈ [Vi]N(i)
ρi

{R} is the traffic volume

(veh) corresponding to jth phase.

Optimal control approaches

This approach is used the control law for a given system that explains the relations of traffic

flow dynamics and traffic signals. The common approaches are Linear quadratic regulator control

(LQR) and Linear quadratic integral control (LQI). These approaches are described as follows.

Linear quadratic regulator control

Linear quadratic regulator control is used to find the optimal traffic control signal. This control

technique is widely used in several control applications used state feedback control law. In the traffic

signal control applications [2,13] that deal with the discrete-time system, the control objective is used

to minimizes the vehicle queue-length on an intersection and finds the green periods of each phase.

The general equation of control objective of LQR control is given as:

J(k) =
1

2
xT(k)Qx(k) +

1

2
uT(k)Ru(k) (1.20)

where x(k) is the state vector that represents the vehicle queue-length in each road at time index k,

u(k) is the control input that represents the green time periods of each phase at time index k, Q is the

weighting matrix of quadratic form on state vector, and Q is the weighting matrix of quadratic form

on control input vector.
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Linear quadratic integral control

Linear quadratic integral control is used to find the optimal traffic control signal which based

on the predictive horizon. The predictive horizon is used to reduces the steady-state error for the

desired reference by added the integral of the error to state feedback control. The essential elements

of the LQI control loop shown in Figure 1.10.

Figure 1.10: Scheme of LQI control system.

In the traffic signal control applications that proposed in [7], number of vehicles standing in a

certain branch of the intersection is predicted on finite-horizon time, then the optimal control input

such that green time periods of each phase are obtained in order to minimize the cost objective of LQI

control that given as:

J(k) =
1

2

T∑
i=1

{
xT
i (k)Qxi(k) + uT

i (k)Rui(k)
}

(1.21)

where T is the length of the predictive horizon, and i is the time horizon index.

Optimization approaches

This approach is used mathematics equations to explain the relation between traffic signal

scheduling and cost such that vehicle queue-length, traffic density, and or traffic delay. The conven-

tional approaches are Linear programming (LP), Quadratic programming (QP), Nonlinear optimal

control (NOC), and Markov dynamic programming (MDP).

In several works of traffic signal control, the cost objective is usually used the linear form and

quadratic form to minimize the total vehicle waiting at the intersections. Some works on signalized

intersection control using linear programming are in [1,6,10,11,14]. Those works are dealing with a

discrete-time system in which some works in [6, 10, 11, 14] are based on model predictive. However,

some works in [3, 4, 9, 11] are using quadratic programming in the same goal to minimize the total

vehicle queue-length. A work that was dealing with a nonlinear form of cost objective or using non-

linear optimal control is [11]. The difference from other works using LP and QP is more accurately

on the traffic flow model that using the piecewise function to explain the dynamics. A work that was

using Markov dynamic programming is [12]. Their work deals with a stochastic process and based

on a discrete-time model. The goal of MDP is to choose a policy that will maximize some cumula-

tive function of the random rewards or minimize some cumulative function of the random penalties

infinite time horizon.
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Machine learning approaches

This approach uses historical data such that traffic flow and traffic queue-length to find an un-

known model by using a training algorithm which given the optimal traffic signal scheduling. The

conventional approaches are the Neural network (NN) and Reinforcement Learning (RL). These ap-

proaches are described as follows.

Neural network

Artificial neural networks (ANN) are the simplest model of neural network (NN) that uses

the historical data for learning the model by using an optimization algorithm to adjust the weights

and biases of the model. ANN usually consists of an input layer, hidden layer, and output layer as

illustrated in Figure 1.11. The input values from the input layer are fed into the hidden and output

layer through the multiplication of weights and the addition of biases. The complexity of the model

depends on the number of hidden layer and number of node in each layer, and the nonlinearity of the

model depends on the type of activation function that selected in each layer.

Figure 1.11: ANN flow chart.

A work on signalized intersection control using the Neural network is in [15]. They trans-

formed the traffic measurements such that traffic flow rate and traffic density into the input vector of

three traffic levels as high, medium, and low. Output vector that represents the optimal traffic signal

plans which are obtained from the learning process through the back-propagation algorithm.

Reinforcement learning

Reinforcement learning is an artificial intelligence approach to Machine learning. The critical

idea of reinforcement learning is a machine learns to take actions in an environment to maximize

cumulative reward or minimize the cumulative penalty. The basic flow chart of reinforcement learning

is shown in Figure 1.12.

In the traffic signal control application, the elements in Figure 1.12 such that agent is defined

as a traffic signal controller, where the environment is the traffic situation.
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Figure 1.12: Reinforcement learning flow chart.

The action signalsAi that generated from the agent represents the traffic signal which is imple-

mented to the real traffic systems, where the state Si is the traffic measurements contained the vehicle

queue lengths, and reward Ri that actually a penalty, in this case, is the traffic delay measurements

received from taken an action such that signal plans, which is aimed to minimize. Some works on

signalized intersection control using reinforcement learning are in [16–18].

Table 1.1: Summary signalized intersection control approaches.

Reference Tool/
Controller

Input parameters Objective MP MI

[1] LP I/O flow rates Minimize Queue lengths No No

[2] LQR Queue lengths, I/O flow rates Minimize Queue lengths No No

[3] QP Queue lengths, I/O flow rates Minimize Queue lengths No Yes

[4] QP I/O flow rates Minimize Queue lengths Yes Yes

[6] LP Queue lengths, I/O flow rates
Minimize Queue lengths

& Maximize Flow
Yes Yes

[7] LQI Queue lengths, I/O flow rates Minimize Queue lengths Yes No

[9] QP Queue lengths, I/O flow rates Minimize Queue lengths Yes Yes

[10] LP Queue lengths, I/O flow rates Minimize travel time Yes Yes

[11] LP, QP,
NOC

Queue lengths, I/O flow rates Minimize Queue lengths Yes No

[12] MDP Queue lengths, I/O flow rates Minimize Queue lengths Yes No

[13] LQR Queue lengths, I/O flow rates Minimize Queue lengths Yes Yes

[14] LP Queue lengths, I/O flow rates Minimize waiting times Yes Yes

[15] NN Queue lengths, I/O flow rates Minimize delay No Yes

[16] RL Queue lengths, I/O flow rates Minimize delay No Yes

[17] RL Queue lengths, I/O flow rates Minimize delay No Yes

[18] RL Queue lengths, I/O flow rates Minimize delay No Yes

MP - Model predictive, MI - Multiple intersections
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The approaches for signalized intersection control are summarized in Table 3.1 which illus-

trated the control types, input parameters, control objective, based or non-based on model predictions

(MP), and multiple or isolated intersection control.

1.4 Objective

1. To develop a traffic flow model with a linear time-invariant system.

2. To apply the hierarchical distributed structure and model predictive control to deal with traffic

network.

1.5 Scope of work

1. This research considers the linear time-invariant system.

2. The application in this research is for traffic signal control.

3. The traffic demand and splitting flow rate in the model are assumed to be constant.

4. This research assumed the traffic network has no alleyway.

5. The numerical results are simulated by the SUMO traffic simulator.

1.6 Research methodology

1. Review the background of the traffic flow model and previous works of traffic signal control.

2. Design the HDMPC for traffic network layer, traffic area layer and signalized intersection layer.

3. Develop the computer program and analyze the numerical results.

4. Simulate and compare the results of HDMPC with fixed time control.

5. Write the thesis and conclude the simulation results.

1.7 Expected outcome

1. The hierarchical model and controller of a traffic network and signalized intersection for de-

signing the traffic signal controller.

2. Computer codes of the traffic network controller.



CHAPTER II

HIERARCHICAL DISTRIBUTED CONTROL OF TRAFFIC
NETWORK

This section describes the framework of this work, the characteristic of traffic network, and

signalized intersection model. The hierarchical traffic model is consists of three layers which are

network layer, area layer, and intersection layer as shown in Figure 2.1. Furthermore, the detail of

each model are described as follows.

2.1 Problem statement

Two reasons caused the traffic congestion problem that occurred in Bangkok city. Firstly, the

increased vehicles on the road network, which is a problem that cannot be solved in a control problem.

Secondly, the reason is the improper traffic control system in Bangkok’s traffic. The widely used

traffic control systems in Bangkok city are the fixed time control and controller based on vehicle queue

length measurement. Only vehicle queue length information in an individual intersection cannot treat

the traffic congestion problem in the traffic network because of the traffic congestion was the problem

on the overview of a network system. The limitation of the practice is the loop detector sensor. There

is uncertainty in the measurement of vehicles counting on a road. However, the assumptions in these

models are the vehicles in a road have no exit or enter the road between the loop detector sensor, and

the traffic demand on the network is known.

2.2 Framework

The goal of this work is to establish a traffic control method using the HDC framework. In

this work, we consider the traffic problem by separating the model into three layers, namely, network

layer, area layer, and intersection layer, as illustrated in Figure 2.1. The purpose of the network layer is

used to estimates the traffic demand movement through the areas by grouping the intersections in the

same area. Due to some intersection in the traffic network that is not controllable and not observable,

it will be considered for writing in the graph on the network layer, and it will be eliminated into links.

The purpose of the area layer is used to find the optimal traffic flow through the roads by using the

information from the network layer. Moreover, the intersection layer is used to schedule the traffic

signal plans by using the information from the area layer. We can assume that the network layer, area

layer is the global layer, and the intersection layer is the local layer. The key idea of the global control

is to improve the control performance of the local controller which associates exchanging information

through the higher layer.
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Figure 2.1: Hierarchical structure of traffic network.

where

• xAI,j is the traffic volume (veh) on each intersection in the jth area,

• uN is the optimal traffic flow (veh/h) between areas,

• yJi is the traffic volume (veh) on each road in the ith intersection,

• uAj is the optimal traffic flow (veh/h) for each road in jth area,

• DJi and DAj are the distribution matrices of ith intersection and jth area respectively.

• ΣJi and ΣAj are the aggregation matrices of ith intersection and jth area respectively.

Those three layers have different sampling periods in which the higher layer will be more

extended sampling period than the lower layer because of traffic demand in the overview has slowly

changed than the smaller layer. It can be explained as

Ts ≤ TA ≤ TN

where Ts, TA, and TN are the sampling period in seconds of intersection, area, and network layer

respectively. Mathematical techniques initialize the traffic models of each layer that will be illustrated

as follows. However, it should be calibrated by using real measurement via the subspace identification

technique [24].

2.3 Traffic models

2.3.1 Signalized intersection model

On the intersection layer, the used time indices in this layer had two kind, tJCi is the time

index for cycle time, and tJPi is the time index for phase time. Those indices are illustrated with the

example case in Figure 2.5. Furthermore, the macroscopic flow model of vehicles in a single road

and a single signalized intersection are explained as follows.
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Single road

A single road model for explaining the traffic dynamic is described as follows. The rth road is

comprised of Ndir,r directions on an interconnection as shown in Figure 2.2. Thus, the state variable

of rth road which represents the number of waiting vehicles in each direction is given as xr(tJCi) =

[xr1(tJCi), xr2(tJCi), . . . , xrNdir,r
(tJCi)]

T.

Figure 2.2: Example of a single road.

The dynamic of rth road can be expressed by using the discrete time-invariant state space

models. This model describes the conservation of traffic flow, it can be written as follows:

xr(tJCi + 1) = xr(tJCi) + win,r(tJCi)− wout,r(tJCi) (2.1)

yr(tJCi) = Crxr(tJCi) (2.2)

where i is the index number of the intersection which rth road has been connected, yr(tJCi) ∈ R1 is

the output which represents the total of vehicle waiting in the rth road, τi is the cycle length of traffic

signal, and wout,r(tJCi) ∈ RNdir,r is the number of departure vehicles which is estimated from (2.6).

Denote win,r(tJCi) ∈ RNdir,r the predicted of traffic input vector (veh) on each direction which

is defined as

win,r(tJCi) = prqin,r(tJCi)τi. (2.3)

The traffic input on the rth road which defined as qin,r(tJCi) ∈ R, it represents the arrival

rate (veh/s). However, this work needs to estimate the number of vehicles waiting in each di-

rection. It is estimated by multiplying with the splitting probability vector pr ∈ RNdir,r , where

pr = [pr1, pr2, . . . , prNd
]T. The output matrix Cr ∈ R1×Ndir,r of the rth road is defined as

Cr = 1lNdir,r
, (2.4)

where 1ln is the either one row vector n-dimensional.

Splitting flow estimator

The number of vehicles passed on each direction (wout,r) in an intersection are challenging to

determine when the information from the traffic sensor has low resolution. However, we can estimate

the departed vehicles in each direction (veh) by using the total departed and arrived vehicle infor-

mation in each road. The procedure to estimate is consists of one step which is the determining of
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traffic movements in each direction at ρth phase, where ρ = phi(tJPi), and phi(tJPi) is a function for

getting the phase index at time index tJPi.

(a) 1st phase (b) 2nd phase

Figure 2.3: Example of flow pattern on an intersection.

Figure 2.3 illustrates the signal pattern on an intersection of an example case to demonstrate

the estimating of splitting ratio and traffic movements of each direction at time tJPi. This example

shows the incoming roads which are R1 and R2, and outcome roads which are R3 and R4. Incoming

road r has total departed vehicles wout,r(tJPi) at time tJPi. Outcome road r has total arrived vehicles

win,r(tJPi) at time tJPi, the total arrived equal the total departed vehicles of other roads that associated

on the same direction.

The example that showed in Figure 2.3 can be written in the linear relation which is given as

follows:

[
wout,3(1)

]
=
[
1 0 1 0

]

win,11(1)

win,12(1)

win,21(1)

win,22(1)

 and

wout,3(2)

wout,4(2)

 =

1 0 0 0

0 1 0 1



win,11(2)

win,12(2)

win,21(2)

win,22(2)

 .

We can rewrite the above relations to

win(tJPi) = Aρwout(tJPi) for ρ = phi(tJPi). (2.5)

Then, we define the constrained least squares problem to determine the number of departed

vehicles in each direction wout(tJPi), it given by

minimize
wout(tJPi)

‖win(tJPi)−Aρwout(tJPi)‖2 (2.6)

subject to:
Ndir,r∑
j=1

wout,rj(tJPi) = Σwin,r(tJPi), for all r, (2.7)

where wout,r(tJPi) = [wout,r1(tJPi), wout,r2(tJPi), ..., wout,rNdir,r
(tJPi)]

T is the number of departed

vehicles vector, and Σwout,r is the total of vehicles passed on rth road. Constraints (2.7) is used

to balance the quality of arrived and departed vehicles on the rth road. So that, the splitting flow
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probability can be estimated by counting the total departed vehicles on each direction and normalizing

with ‖Σwout,r‖1, where N is the horizon length. Then, the splitting flow probability pr of rth road is

given by

pr =
Σwout,r

‖Σwout,r‖1
. (2.8)

We suggest to use the iterative optimization for determining the departed vehicles wout(tJPi).

State estimator

Vehicles queue length in each direction that described on model (2.1) is non-measurable in

practice. However, if we know the splitting flow probability, we can approximate the vehicles queue

length in each direction by solving the optimization problem which is given as follows:

minimize
x̂r(tJPi)

‖x̂r(tJPi)− x̂r(tJPi − 1)− win,r(tJPi − 1) + wout,r(tJPi − 1)‖2 (2.9)

subject to:

x̂r(tJPi) ≥ 0,

Crx̂r(tJPi) = yr(tJPi),

where yr(tJPi) is the total number of vehicles in rth road which obtained from the measurement,

x̂r(tJPi) represents the estimated vehicles queueing in each direction at time index tJPi, win,r(tJPi)

and wout,r(tJPi) are the total arrival and departed on rth road over time index [tJPi − 1, tJPi].

Signalized intersection model

The signalized intersection is illustrated the example signal pattern as Figure 2.4 and 2.5, the

number of signal patterns (phases) is defined as Nρi.

The input signal uJi(tJCi) = [uJi1(tJCi), uJi2(tJCi), ..., uJiNρi(tJCi)]
T is represented the traffic

green time (sec) with time cycle is

τi =

Nρi∑
k=1

uJik(tJCi), for tJCi = 1, 2, ..., T, (2.10)

where T is the number of time control.
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(a) 1st phase (b) 2nd phase (c) 3rd phase (d) 4th phase

(e) 5th phase (f) 6th phase (g) 7th phase (h) 8th phase

Figure 2.4: Example of signal pattern on an intersection.

Figure 2.5: Example of phase time diagram on traffic signal.

The connected roads on the intersection are divided into incoming direction set Rin and outgo-

ing direction set Rout. From the example intersection as Figure 2.4, we can define the incoming and

outgoing direction set as follow:

Rin = {R1, R2, R3, R4},

Rout = {R5, R6, R7, R8}.

The traffic signal on an intersection is consists of Nρi patterns. To examples, the intersection

as Figure 2.4 is consist of 8 phases, then the available lanes set Ak can be written as follows:

A1 = {(R1, 1), (R1, 2), (R1, 3), (R2, 1)} A5 = {(R3, 1), (R3, 2), (R3, 3), (R1, 1)}

A2 = {(R2, 1)} A6 = {(R3, 1)}
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A3 = {(R2, 1), (R2, 2), (R2, 3), (R4, 1)} A7 = {(R4, 1), (R4, 2), (R4, 3), (R3, 1)}

A4 = {φ} A8 = {φ}

where pair (Ri, j) ∈ Ak is the set of road index Ri and direction index j of road Ri. The available

source set Si of road Ri is represent the road and direction index of road that connected to road Ri

through the traffic signals. The available source set Si of road Ri can be written from the example

intersection as Figure 2.4 as

S1 = {φ} S5 = {(R2, 1), (R3, 3), (R4, 2)}

S2 = {φ} S6 = {(R1, 1), (R3, 2), (R4, 1)}

S3 = {φ} S7 = {(R1, 1), (R2, 2), (R4, 3)}

S4 = {φ} S8 = {(R1, 2), (R2, 3), (R3, 1)}

where pair (Rj , k) ∈ Si is the set of road indexRj and direction index k of roadRj . According to the

assumption that the saturation flow or out-flow rate is the maximum flow qmax, we write the control

matrix Br for rth road as incoming direction (r ∈ Rin), as follows:

wout,r , (Br)(j,k) =

 −prjqmax, (Ri, j) ∈ Ak
0, Otherwise

where Br ∈ RNdir,r×Nρi , and the control matrix for rth road as outgoing direction (r ∈ Rout), as

follows:

win,r , (Br)(k) =
∑

(Rs,j)∈(Sr∩Ak)

psjqmax.

whereBr ∈ R1×Nρi . The single road model can be extended to the intersection model by aggregating

the vectors and matrices of each single road model, it can be written as follows:

xJi(tJCi + 1) = xJi(tJCi) +BJiui(tJCi) + wJi(tJCi)

yJi(tJCi) = CJixJi(tJCi)
(2.11)

where

xJi(tJCi) =


x1(tJCi)

x2(tJCi)
...

xNrd
(tJCi)

 , wJi(tJCi) =


w1(tJCi)

w2(tJCi)
...

wNrd
(tJCi)

 , BJi =


B1

B2

...

BNrd

 , CJi =


C1 0 · · · 0

0 C2 · · · 0
...

...
. . .

...

0 0 · · · CNrd

 .

The traffic input/output (wr(tJCi)) of rth road is defined depend on road direction. If rth road

is incoming direction (r ∈ Rin), then, wr(tJCi) = win,r(tJCi). If rth road is outgoing direction

(r ∈ Rout), then, wr(tJCi) = −wout,r(tJCi).
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Hierarchical distributed model predictive control of intersections: This part is presented the hi-

erarchical distributed traffic control based model predictive control (HDMPC) which works on cycle-

by-cycle control. The HDMPC model is given as follows:

XJ,CL,i(tJCi + 1) = XJ,CL,i(tJCi) +HJ,CL,iUJ,CL,i(tJCi) +WJ,CL,i(tJCi) (2.12)

where

XJ,CL,i(tJCi) =
[
x̄T

Ji(tJCi) x̄T
Ji(tJCi + 1|tJCi) · · · x̄T

Ji(tJCi +Np − 1|tJCi)
]T
,

UJ,CL,i(tJCi) =
[
uT

Ji(tJCi) uT
Ji(tJCi + 1) · · · uT

Ji(tJCi +Np − 1)
]T
,

WJ,CL,i(tJCi) =


wJi(tJCi)

...

wJi(tJCi)

 , HJ,CL,i =


BJi · · · 0

...
. . .

...

BJi · · · BJi

 .
The average number of vehicles x̄Ji(tJCi) is collected from loop detector sensors with sampling

period Ts second, the equation is given as:

x̄Ji(tJCi) =
1

Nρ

Nρ∑
k=0

x̂Ji(tJPi − k) (2.13)

where x̂Ji(k) is the estimated state obtained from (2.9).

This objective is used to minimize the vehicle queue length and maintain the optimal traffic flow

at reference point q∗Ji(tJCi) from the area layer (2.41). The optimal traffic signal of ith intersection is

obtained by solving the minimization problem with prediction horizon Np.

minimize
uJi(0),...,uJi(T )

T∑
tJCi=0

Np∑
k=tJCi

{
‖x̄Ji(k + 1|k)‖2 + γ‖q∗Ji(k)− q̂i(k)‖2

}
(2.14)

subject to following constraints for tJCi = 0, ..., T :

τmin,ij 6 [uJi(tJCi)](j) 6 τmax,ij for ∀j /∈ ρfix,i (2.15)

[uJi(tJCi)](j) = τfix,ij for ∀j ∈ ρfix,i (2.16)

‖uJi(tJCi)‖1 = τi (2.17)

|τ−1
i CJiBJiuJi(tJCi)| = q̂i(tJCi) (2.18)

where τfix,ij , τmin,ij , and τmax,ij are the duration of fixed time, minimum, and maximum duration of

green time of jth phase respectively, γ > 0 is the weighting parameter, and ρfix,i is the index set of

fixed phase.
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Constraint (2.15) is used to bound the green time at minimum duration τmin,ij sec, (2.16) is

used to fix duration at τfix,ij sec, and (2.17) is used to fix the summation of traffic signal to be a cycle

length τi sec. This problem can be simplified to

minimize
uJi(0),...,uJi(T )

T∑
tJCi=0

{
‖XJ,CL,i(tJCi + 1)‖2 + γ‖q∗Ji(tJCi)− q̂i(tJCi)‖2

}
(2.19)

where q̂i(tJCi) = |(Npτi(tJCi))
−1QiUi(tJCi)| is the predicted flow, andQi =

[
CJiBJi · · · CJiBJi

]
is the estimator matrix.

Phase-to-phase intersection model: This part, the cycle-to-cycle state space model from (2.11)

can be expressed to phase-to-phase state space model using structure based model predictive control

which is defined as follows:

xJi(tJPi + 1) = xJi(tJPi) + B̃Ji(tJPi)u(tJPi) + w(tJPi)

yJi(tJPi) = CJixJi(tJPi)
(2.20)

where B̃Ji(tJPi) is the reduced time variant control matrix which depends on current phase index

phi(tJPi), the matrix is given as:

B̃Ji(tJPi) = BJi,ρ for ρ = phi(tJPi) (2.21)

where BJi,ρ is the ρth column vector in matrix BJi, where BJi =
[
BJi,1 BJi,2 · · · BJi,Nρi

]
.

Then, we can define the model predictive of a signalized intersection which is given as:

YJ,PH,i(tJPi) = GJ,PH,ixJi(tJPi) +HJ,PH,i(tJPi)UJ,PH,i(tJPi) (2.22)

where

YJ,PH,i(tJPi) =


yJi(tJPi + 1)

yJi(tJPi + 2)
...

yJi(tJPi +Nρi)

 , UJ,PH,i(tJPi) =


uJi(tJPi)

uJi(tJPi + 1)
...

uJi(tJPi +Nρi − 1)

 ,

GJ,PH,i =


CJi

CJi

...

CJi

 , HJ,PH,i(tJPi) =


CJiB̃(tJPi) 0 · · · 0

CJiB̃(tJPi) CJiB̃(tJPi + 1) · · · 0
...

...
. . .

...

CJiB̃(tJPi) CJiB̃(tJPi + 1) · · · CJiB̃(tJPi +Nρi)

 .

The optimal traffic signal of ith intersection is obtained by solving the minimization problem

for every step tJCi.

minimize
uJi(0),...,uJi(T )

T∑
tJPi=0

Nρi∑
k=tJPi

{
‖x̄Ji(k + 1|k)‖2 + γ‖q∗Ji(tJPi)− q̂i(tJPi)‖22

}
(2.23)



24

subject to following constraints for tJPi = 0, ..., T :

uj(tJPi) ≥ τmin,ij for ∀j /∈ ρfix,i (2.24)

uj(tJPi) = τfix,ij for ∀j ∈ ρfix,i (2.25)
Nρi∑
j=1

uJi(tJPi + j) = τi (2.26)

where τfix,ij and τmin,ij are the duration of fixed time and minimum duration of green time respec-

tively, γ > 0 is the weighting parameter, and ρfix,i is the index set of yellow phase. The estimation of

traffic flow q̂i(tJPi) in second term of (2.23) can be written as:

q̂i(tJPi) = |τ−1
i CJiBJiuJi(tJCi)| (2.27)

The average number of vehicles x̄Ji(tJCi) is collected from loop detector sensors with sampling

period Ts second, the equation is given as:

x̄Ji(tJCi) =
1

n
· PJi

∑
k∈ϕ(tJCi)

yJi(k) (2.28)

where PJi = diag(p1, p2, ..., pNrd
) , ϕ(tJCi) = {ts|(tJCi − 1)τi ≤ tsTs < tJCiτi} is the set of time

sample index ts from time (tJCi − 1)τi to tJCiτi seconds, and the number n of sample index at time

tJCi is given by n = dim(ϕ(tJCi)).

2.3.2 Area model

Traffic area model is used to explain the traffic demand in an area and estimate the optimal

traffic as it should be. This model explains the traffic remaining traffic volume on each node which

composes ofNarea,j adjacent areas,Nbnd,j boundaries (outer area),Nint,j intersections, and the num-

ber of nodes in the jth area is defined as Nnode,j = 2Nbnd,j +Nint,j . Then, the model can be written

as follows:

xAj(tAj + 1) = xAj(tAj) +BAFjuAj(tAj) +BABj(TAv̇aj(tAj)) (2.29)

where xAj(tAj) ∈ RNnode,j is the state vector which represents demand in each node on jth area,

uAj(tAj) ∈ RNrd,j is the traffic flow (veh/TA sec) through the roads in the jth area, v̇aj(tAj) =

[ḃT1 (tAj), ḃ
T
2 (tAj), ..., ḃ

T
Nbnd,j

(tAj)]
T is the arrival and departure rate (veh/sec) of each boundary,

where ḃk(tAj) = [ḃin,k(tAj), ḃout,k(tAj)]
T, ḃout,k(tAj) and ḃin,k(tAj) are the output traffic and in-

put traffic demand rate (veh/sec) on kth boundary, BAFj ∈ RNnode,j×NRa is the input matrix that

represents the relation between nodes and roads inside jth area, BABj ∈ RNnode,j×Nbnd,j is the input

matrix that represents the relation between nodes and demand from outer area, Nrd,j is the number of

roads inside the jth area, and tAj is the time index of the jth area.

The area state vector composes of the boundary and intersection node which is defined as

xA,j(tAj) , [xT
AB,j(tAj), x

T
AI,j(tAj)]

T,

where
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• xAB,j(tAj) , [x
(1)T
AB,j(tAj), x

(2)T
AB,j(tAj), ..., x

(Nbnd,j)T
AB,j (tAj)]

T is the state vector has size 2Nbnd,j×

1 which represents the demand from boundaries where xiAB,j(tAj) , [x
(in,i)
AB,j(tAj), x

(out,i)
AB,j (tAj)]

T,

• xAI,j(tAj) , [x
(1)
AI,j(tAj), x

(2)
AI,j(tAj), ..., x

(Nint,j)
AI,j (tAj)]

T is the state vector has size Nint,j × 1

which represents the demand from intersections inside the area.

We illustrate an example scenario to make the understanding to readers by giving the example

area which showed in Figure 2.6 as follows.

Figure 2.6: Example of traffic network schematic on 2nd area.

This area composes of two intersections, ten roads, and three boundaries. First, we define the

state vector and input vector as

xA,j(tAj) , [x
(1)T
AB,j(tAj), x

(2)T
AB,j(tAj), x

(3)T
AB,j(tAj), x

(1)
AI,j(tAj), x

(2)
AI,j(tAj)]

T,

uAj(tAj) , [uAj1(tAj), uAj2(tAj), uAj3(tAj), uAj4(tAj), ..., uAj9(tAj), uAj10(tAj)]
T.

where x(k)
AB,j ∈ xAB,j and x(k)

AI,j ∈ xAI,j are the traffic demand on each node. Then, we can write the

input matrix from nodes by referring to the position of states and input variables, it can be written as

BAF2 ,



µr1 0 0 0 0 0 0 0 0 0

0 −1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 µr10

0 0 0 0 0 0 0 0 −1 0

0 0 0 0 0 µr6,b3 0 0 0 0

0 0 0 0 −µb3,r5 0 0 0 0 0

−1 µr2 µr3 −1 −µj1,r5 µr6,j1 0 0 0 0

0 0 0 0 1 −1 −1 µr8 µr9 −1


This input matrix describes the relation of nodes and roads which are referred to as the direc-

tion of the road. The road which outcome direction on a node will be defined as -1, the kth road
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which incoming direction will be defined as µk, and others are defined as 0. The input matrix from

boundaries is given as

BABj ,

 I2Nbnd,j

0Nint,j×2Nbnd,j

 .
Hierarchical distributed control of area layer

The objective of the area layer is to find the optimal traffic flow of each road inside the area

which mitigates the traffic congestion in the network. Then, we formulate the minimization problem

to determine the feasible traffic flow inside the jth area for every step tAj .

minimize
uAj(0),...,uAi(T )

T∑
tAj=0

‖xAj(tAj + 1|tAj)‖2 (2.30)

subject to the following constraints tAj = 0, 1, ..., T :

0 ≤ uAjr(tAj) ≤ qmax,r, for ∀r, (2.31)∑
r∈Riin

µruAjr(tAj) ≤ Cint,i × (TA/3, 600), for ∀i ∈ Ij , (2.32)

|uAjrout(tAj)−
∑

(rin,d)∈Srout

µrinprin,duAjrin(tAj)| ≤ α, for ∀rout ∈ Riout and ∀i ∈ Ij , (2.33)∑
r∈LAjk

uAjr(tAj) = q∗Ajk(tAj), for ∀k, (2.34)

where Riin and Riout are the set of road’s index corresponding to incoming and outcome direction of

the ith intersection respectively, LAjk is the set of road index on kth link in jth area, Ij is the set

of intersection’s index on jth area, Cint,i is the capacity (veh/h) of ith intersection, q∗Ajk(tAj) is the

optimal traffic flow of kth link in jth area obtained from (2.40), and α is the acceptable error of traffic

flow.

The optimal solution uAj(tAj) from (2.30) will be distributed to intersection layer, it represents

the desired traffic flow (veh/TA sec) on each road. Constraints (2.32) represents the maximum capac-

ity (Cint,i) of ith intersection in vehicle per seconds, and the (2.33) represents the input flow of an

outcome direction road is balanced with the ratio of output flow on incoming direction roads. How-

ever, the intersection capacity (Cint,i) is obtained from the assumption based on the measurement.

2.3.3 Network model

A traffic network model is used to explain the traffic demand in a network such that the traffic

flow between areas. A traffic network is comprised of Narea areas and Nlink links. Then, the model

can be written as follows:

xN(tN + 1) = xN(tN) +BNFuN(tN) +BNB(vN(tN) + v̇N(tN)TN) + zn(tN)TN (2.35)
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where xN ∈ RNarea is the state vector of the network which represents the demand volume (veh)

in each area, uN ∈ RNlink is the input vector which represents the traffic flow (veh/TN sec) on the

links, BNF ∈ RNarea×Nlink is the input matrix that represents the relation between areas, BNB ∈

RNarea×2Nbound is the input matrix from boundaries to areas, zn(tN) is the demand in each area

(veh/s), Narea is the number of areas, Nbound is the number of boundaries on network, and Nlink

is the number of links in network. The traffic demand from boundaries are defined on demand vec-

tor vN(tN) = [bT1 (tN), bT2 (tN), ..., bTNbound
(tN)]T, where bb(tN) = [bin,b(tN), bout,b(tN)]T, bout,b(tN)

and bin,b(tN) are the output traffic and input traffic demand (veh) on bth boundary, and v̇N(tN) =

[ḃT1 (tN), ḃT2 (tN), ..., ḃTNbound
(tN)]T is the arrival and departure rate (veh/sec) of each boundary, where

ḃb(tN) = [ḃin,b(tN), ḃout,b(tN)]T, ḃout,b(tN) and ḃin,b(tN) are the output traffic and input traffic de-

mand rate (veh/sec) on bth boundary.

We illustrate an example scenario to make the understanding to the reader by giving the exam-

ple area which showed in Figure 2.7 as follows.

Figure 2.7: Example of a traffic schematic of network layer.

This network composes of three areas, four links, and six outer area. First, we define the state

vector, input vector, and demand vector as

xN(tN) , [xT
N1(tN), xT

N2(tN), xT
N3(tN)]T,

uN(tN) , [uN1(tN), uN2(tN), uN3(tN), uN4(tN)]T,

vN(tN) , [bT1 (tN), bT2 (tN), ..., bT6 (tN)]T.

where aj ∈ R2 is the absolute demand (veh) on jth area and lk ∈ R1 is the traffic volume (veh) in

kth link. Then, we can write the input matrix from area by referring to the position of states and input

variables, there can be written as

BNF ,


−1 µl2 0 0

µl1 −1 −1 µl4

0 0 µl3 −1

 .
This input matrix describes the relation of areas and links which are referred to as the direction

of a link. The link which outcome direction on an area will be defined as -1, the kth link which
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incoming direction will be defined as µlk and others are defined as 0. Note that a link can contain

more roads, it depends on the area physical. The input matrix from boundaries is given as

BNB ,


0 0 0 0 0 0 0 0 0 0 −1 1 −1 1

−1 1 −1 1 −1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 −1 1 −1 1 0 0 0 0

 .

Hierarchical distributed control of network layer

The goal of the network control aims to minimize the traffic demand between source and sink

by finding the optimal traffic flow obtained from solving the optimization on time horizon T . We

formulate the minimization problem to determine the optimal traffic flow on each link for every tN.

minimize
uN(0),...,uN(T )

T∑
tN=0

‖xN(tN + 1|tN)‖2 (2.36)

subject to the following constraints tN = 0, 1, ..., T :

qmin ≤ µlkuNk(tN) ≤ Clink,k × (TN/3, 600), for ∀k, (2.37)

where Clink,k is the capacity (veh/h) of kth link, Abj is the set of boundaries on jth area. The optimal

solution uN(tN) of network layer from (2.36) will be used in the area layer. However, the traffic

demand vN(tN) is necessary to forecast or use historical data.

2.4 Traffic data aggregation and distribution

Traffic data aggregation

Figure 2.8: Example of time diagram on data aggregating.

The traffic measurement data from the intersection layer and area layer such that traffic flow

and the number of the passing vehicles are aggregated onto the upper layer. Each layer had a different
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sampling period to send the information up to the upper layer which is illustrated in Figure 2.8.

However, the sampling period of each layer is appropriately defined by the user. The detail of data

aggregation in the network layer and area layer are described as follows.

Aggregation from intersection layer to area layer

On the intersection layer, the traffic output yJi on ith intersection represents the number of

vehicles (veh) on each road, it is aggregated to area layer via aggregation matrix ΣJi. The aggregation

matrix will be aggregated the total vehicles of incoming direction roads on ith intersection, it can be

described as

x
(i)
AI,j(tJCi) , ΣJiyJi(tJCi) =

∑
r∈Riin

yJir(tJCi) (2.38)

where Riin is the set of incoming direction roads on ith intersection. To illustrate the detail of the

aggregation matrix on the example traffic area, the schematic from Figure 2.6 is used for example the

aggregation matrix by assuming the number of roads on intersection J1 and J2 are 6 and 6 respec-

tively. The state vector of intersection J1 and J2 are defined as yT
J1(tJCi) and yT

J2(tJCi), where

yJ1(tJCi) , [yJ1,1(tJCi), yJ1,2(tJCi), yJ1,3(tJCi), yJ1,4(tJCi), yJ1,5(tJCi), yJ1,6(tJCi)]
T,

yJ2(tJCi) , [yJ2,5(tJCi), yJ2,6(tJCi), yJ2,7(tJCi), yJ2,8(tJCi), yJ2,9(tJCi), yJ2,10(tJCi)]
T.

Then, the matrices of intersection J1 and J2 are defined as

ΣJ1 ,
[
0 1 1 0 0 1

]
, ΣJ2 ,

[
1 0 0 1 1 0

]
.

Aggregation from area layer to network layer

On the area layer, the traffic state xAI,j on jth area represents the total vehicles (veh) on each

intersection, it is aggregated to the network layer via aggregation matrix ΣAj . The aggregation matrix

will be aggregated the total vehicles of all intersections in jth area, it can be described as

xNj(tAj) , ΣAjxAI,j(tAj) (2.39)

where Riin is the set of incoming direction roads on ith intersection, and the aggregation matrix can

be defined as ΣAj = 1lT.

Traffic data distribution

The traffic information from the network layer and area layer such that traffic demand and

optimal traffic flow had distributed into the lower layer. Each layer had a difference sampling period

to send the traffic information into the lower layer which is illustrated in Figure 2.9. However, the

sampling period of each layer must appropriately define by the user. The detail of the data distribution

on the area layer and intersection layer are described as follows.
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Figure 2.9: Example of time diagram on data distributing.

Distribution data from network layer into area layer

Optimal traffic flow uN from network layer is distributed into the jth area for keeping the traffic

flow between area is optimal, it can be described by

q∗Aj(tAj) = DAjuN(tAj), (2.40)

where q∗Aj(tAj) is the optimal signal from network layer which represents the traffic flow, and DAj is

the distribution matrix which has dimension 2Narea,j ×Nlink.

To illustrate the detail of the distribution matrix of example areaA1 which the network schematic

from Figure 2.7 and area A1 schematic from Figure 2.6 are used to example the distribution matrix

as given by

DA2 ,
TA

TN
·

1 0 0 0

0 µl2 0 0

 .
where the input vector of this intersection is defined as q∗Aj(tAj) = [q∗Aj1(tAj), q

∗
Aj2(tAj)]

T and upper

signal is defined as uN(tAj) = [uN1(tAj), uN2(tAj), uN3(tAj), uN4(tAj)]
T.

Distribution data from area layer into intersection layer

The desired traffic flow q∗J(tJCi) is the optimal traffic flow which the network should be main-

tained to keep the total traffic flow of network at maximum.

q∗J(tJCi) = DJiuAj(tJCi) (2.41)

where uAi(tJCi) is the optimal signal from jth area, and DJi is the distribution matrix which has

dimension Nrd ×NRa.
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To illustrate the detail of this distribution matrix of intersection J1, the schematic of area A2

from Figure 2.6 is used to example the distribution matrix as given by

DJ1 ,
1

TA
·



1 0 0 0 0 0 0 0 0 0

0 µ2 0 0 0 0 0 0 0 0

0 0 µ3 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 µ6 0 0 0 0


.

where the output vector of this intersection is defined as q∗Ji(tJCi) = [q∗Ji1(tJCi), q
∗
Ji2(tJCi), ..., q

∗
Ji6(tJCi)]

T

and upper signal is defined as uAj(tJCi) = [uAj1(tJCi), uAj2(tJCi), ..., uAj10(tJCi)]
T.

2.5 Control procedure for hierarchical distributed model predictive control

This work has established the controller with three layers which are the network, area, and

intersections. Those controllers are the asynchronous system, they have a communication socket to

exchange the information with other controllers. Thus, the control procedure in this work is consists

of three major steps which are described as follows:

1. Configuring: The first step to start the traffic control system, we define the roads, intersections,

areas, and network. Next step, we define the pattern and sequence of traffic light (A,S) for all

intersections. Then, we run the first simulation with fixed control to obtain traffic datasets with real

traffic conditions.

2. Initializing: In this step, the traffic dataset was obtained from real traffic conditions is the traffic

volume (veh) passed on a section will be used to the following steps.

1. First, use the obtained dataset to determine the area demand zn.

2. Second, use the obtained dataset to determine the boundary demand xiAB,j(0) for all jth area

and ith boundary.

3. Lastly, use the obtained dataset to determine the splitting flow probability pi for all ith inter-

section from (2.8).

3. Controlling: After we initialized the controllers, we will start up each controller to obtain the

optimal traffic signal for each intersection. Due to controllers are the synchronous system, we will

describe the procedure of each controller by dividing into three procedures as follows:



32

Figure 2.10: Procedure diagram of network layer’s controller.
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Figure 2.11: Procedure diagram of area layer’s controller.
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Figure 2.12: Procedure diagram of intersection layer’s controller.



CHAPTER III

PRELIMINARY RESULTS

3.1 Traffic scenario description

This section describes the scenario that has been simulated in this work are described. The

scenario is set up in two areas which shows in Figures 3.1 with one intersection per area and consist

of 14 roads. Their 14 road’s characteristics are showed as Table 3.1. The simulation software in this

work is used the SUMO traffic simulator. It’s using the microscopic traffic model to simulate the

results in real-time. We need to write the Python code to observe the traffic sensors and control the

traffic lights via Traffic Control Interface (TraCI).

Figure 3.1: An example scenario of a traffic network.

Figure 3.1 shows the traffic network with two intersections connected to adjacent zones defined

as the boundary B1, B2,..., and B6. We configure the traffic demand that traffic flow from the area A1

to A2 (11,000 veh) is more than from the area A2 to A1 (2,200 veh) which calculated from routing

configuration in Table 3.3.
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Table 3.1: Roadway information.

Road Length (m) Lane From To Maximum speed (km/h)

R1 183.10 3 J1 B1 50

R2 183.10 3 B1 J1 50

R3 183.10 3 J2 B2 50

R4 183.10 3 B2 J2 50

R5 183.15 3 B3 J1 50

R6 183.15 3 J1 B3 50

R7 169.50 3 J1 J2 50

R8 169.50 3 J2 J3 50

R9 186.40 3 J2 B4 50

R10 186.40 3 B4 J2 50

R11 186.25 3 B5 J1 50

R12 186.25 3 J1 B5 50

R13 186.25 3 B6 J2 50

R14 186.25 3 J2 B6 50

In the SUMO simulator, we need to draw the road network by following the designed scenario

as Figure 3.1. The illustrated information on Table 3.1 is used to draws the scenario are consist of

road index, length of road in meter, number of the lane, available maximum vehicle speed, origin

node, and destination node.

Table 3.2: Table of summary on traffic demand in boundary nodes.

Boundary Source (veh) Sink (veh)

B1 6,000 700

B2 500 500

B3 4,000 500

B4 400 10,000

B5 2,000 1,000

B6 300 500
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Table 3.3: Table of summary on traffic volume in each road.

Road Volume Flow (veh/h) Road Volume Flow (veh/h)

R1 700 2160 R8 800 2160

R2 6000 2880 R9 10000 2520

R3 500 2520 R10 400 1080

R4 500 1080 R11 2000 2880

R5 4000 3240 R12 1000 1260

R6 500 1620 R13 300 1080

R7 10600 5400 R14 500 2160

The routing configuration from the simulator has been summarized into Table 3.2 that shows

the traffic demand on each boundary node. Table 3.3 shows the summary of traffic volume on each

road. This information is useful to calculate the cycle time and green time on a fixed time control

case.

Configuration of intersection J1

The traffic light signal of intersection J1 is configures of 8 phases which showed on Figure

3.2. Phase index 2,4,6 and 7 are defined as the yellow phase which the time duration are fixed at 5

seconds. This intersection is consists of 4 incoming roads Rin = {R2, R5, R8, R11} and 4 outcome

roads Rout = {R1, R6, R7, R12}.

(a) 1st phase (b) 2nd phase (c) 3rd phase (d) 4th phase

(e) 5th phase (f) 6th phase (g) 7th phase (h) 8th phase

Figure 3.2: Configure traffic lights on intersection J1.

The set of available lanes Ak of kth phase on intersection J1 showed as Figure 3.2. is given as
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follows:

A1 = {(R2, 1), (R2, 2), (R2, 3), (R5, 1)} A5 = {(R8, 1), (R8, 2), (R8, 3), (R2, 1)}

A2 = {(R5, 1)} A6 = {(R8, 1)}

A3 = {(R5, 1), (R5, 2), (R5, 3), (R4, 1)} A7 = {(R11, 1), (R11, 2), (R11, 3), (R8, 1)}

A4 = {φ} A8 = {φ}

The set of available source Si of road Ri on intersection J1 showed as Figure 3.2. is given as

follows:

S1 = {(R5, 1), (R8, 3), (R11, 2)} S7 = {(R2, 1), (R5, 2), (R11, 3)}

S2 = {φ} S8 = {φ}

S5 = {φ} S11 = {φ}

S6 = {(R2, 3), (R8, 2), (R11, 1)} S12 = {(R2, 2), (R5, 3), (R8, 1)}

The splitting ratio pi of road Ri on intersection J1 are evaluated from routing configuration is

given as follows:

p1 = [1]T p7 = [1]T

p2 = [0.0206, 0.0619, 0.9175]T p8 = [0.3250, 0.3312, 0.3438]T

p5 = [0.0833, 0.8472, 0.0694]T p11 = [0.8732, 0.0563, 0.0704]T

p6 = [1]T p12 = [1]T

Configuration of intersection J2

The traffic light signal of intersection J2 is configures of 8 phases which showed on Figure

3.3. Phase index 2,4,6 and 7 are defined as the yellow phase which the time duration are fixed at 5

seconds. This intersection is consists of 4 incoming roads Rin = {R4, R7, R10, R13} and 4 outcome

roads Rout = {R3, R8, R9, R14}.
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(a) 1st phase (b) 2nd phase (c) 3rd phase (d) 4th phase

(e) 5th phase (f) 6th phase (g) 7th phase (h) 8th phase

Figure 3.3: Configure traffic lights on intersection J2.

The set of available lanes Ak of kth phase on intersection J2 showed as Figure 3.3. is given as

follows:

A1 = {(R4, 1), (R4, 2), (R4, 3), (R7, 1)} A5 = {(R10, 1), (R10, 2), (R10, 3), (R4, 1)}

A2 = {(R7, 1)} A6 = {(R10, 1)}

A3 = {(R7, 1), (R7, 2), (R7, 3), (R13, 1)} A7 = {(R13, 1), (R13, 2), (R13, 3), (R10, 1)}

A4 = {φ} A8 = {φ}

The set of available source Si of road Ri on intersection J2 showed as Figure 3.3. is given as

follows:

S3 = {(R7, 1), (R10, 3), (R13, 2)} S9 = {(R4, 1), (R7, 2), (R13, 3)}

S4 = {φ} S10 = {φ}

S7 = {φ} S13 = {φ}

S8 = {(R4, 3), (R10, 2), (R13, 1)} S14 = {(R4, 2), (R7, 3), (R10, 1)}

The splitting ratio pi of road Ri on intersection J2 are evaluated from routing configuration is

given as follows:

p3 = [1]T p9 = [1]T

p4 = [0.6753, 0.1299, 0.1948]T p10 = [0.1351, 0.6622, 0.2027]T

p7 = [0.1792, 0.5000, 0.3208]T p13 = [0.2247, 0.1124, 0.6629]T

p8 = [1]T p14 = [1]T



40

3.2 Simulation results

The simulation used the SUMO traffic simulator that is the microscopic and continuous traffic

simulation model. Simulation length is 3 hour period, which compared the results from HDC cases to

fixed time control. For HDC simulation cases, its were sweep the gamma value (γ) in cost objective

(2.23) as γ = 0, 100, 200, ..., 20000 with three trial per one gamma value. According to the scenario,

traffic demand from area A1 to area A2 is higher than from area A2 to area A1. If the traffic signal on

intersection J1 is inappropriate scheduled then, the traffic on road R7 will be congested and led the

road R2, R5, and R11 in area A1 will congested also. While the traffic signal on intersection J1 has

appropriately scheduled then, the traffic-congested on area A1 is possible to treat.

3.2.1 Fixed time control

First, we consider the results in the case of fixed time control. In this case, the scheme of traffic

signal timing for each phase is calculated from equation (1.19) with using the traffic volume as each

road from Table 3.3.

Figure 3.4: Plot of states on fixed control: (a) intersection J1, (b) intersection J2.

Figure 3.4 shows the average vehicle queue-length ȳJi(ts) for ts = 30, 60, ..., 10800 seconds,

where the average vehicle queue-length ȳJi(ts) is calculated from output measurement yJi(ts) in

(2.11) as follows:

ȳJi(ts) =
1

30

30∑
k=ts−30

yJi(k) for ts = 30, 60, ..., 10800. (3.1)

The traffic signal scheduling on intersection Ja is u = [94, 5, 62, 5, 13, 5, 31, 5]T and the traffic

signal scheduling on intersection J2 is u = [15, 5, 155, 5, 15, 5, 15, 5]T. In the 3th phase of traffic

signal scheduling of 2nd intersection showed the highest time duration than other phases because
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of the traffic demand on road R7 from the information in Table 3.3 is higher than other roads in

intersection J2. Therefore, the average vehicle on road R7 is lower than the other incoming road

in intersection J2. It effects to the traffic congestion on the intersection J1 which the good vehicles

released the to area A2.

3.2.2 Hierarchical distributed control

These simulation results are used the hierarchical distributed control to adjust the traffic signal

scheduling with choosing the gamma value γ = 20000 in the cost objective (2.19) for an example

results. The reason for choosing this case to explain because this case gives better results than the

other cases.

Figure 3.5: Plot of area A1 on HDC with γ = 20000; (a) state, (b) control signal.

Figure 3.6: Plot of area A2 on HDC with γ = 20000; (a) state, (b) control signal.
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Figure 3.5(a) and 3.6(a) show the state xAi(tAj) of area A1 and A2 respectively, and Figure

3.5(b) and 3.6(b) show the optimal traffic flow obtained from (2.30) which has converted the unit to

vehicles per hour as given by

Optimal flow = 3600×
[
qmax

uAi(tAj)

‖uAi(tAj)‖1

]
for tAj = 1, 2, ..., 36.

where i is the area index, and tAj is the sample time index of area layer. Area’s state xAi(tAj) shown

the traffic demand on each node. While the demand is the positive value, the traffic type on these

nodes will be the source. In the other hand, if the demand is the negative value, the traffic type on

these nodes will be the sink.

Figure 3.7: Plot of intersection J1 on HDC with γ = 20000; (a) state, (b) control signal.

Figure 3.8: Plot of intersection J2 on HDC with γ = 20000; (a) state, (b) control signal.
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Figure 3.7(a) and 3.8(a) show the average vehicle queue-length yJi(tJCi) for tJCi = 30, 60, ..., 10800

seconds, where the average vehicle queue-length yJi(tJCi) is calculated from (3.1). Figure 3.7(b) and

3.8(b) show the optimal traffic signal obtained from (2.19). In the first moment of simulation, the ve-

hicle queue-length of each road in intersection J2 which are R4, R7, R10, and R13 are similar volume

but the duration of green time in road R7 is higher than other roads because of the controller is used

the demand information that showed the demand on road R7 is highest.

3.2.3 Comparison and summary

This part is compared the results from three cases, first is the results from the FTC, second is

the results from HDC with γ = 0 and finally, the results from HDC with γ = 20000.

Figure 3.9: Plot of demand on area A1 with varying γ.

Figure 3.10: Plot of demand on area A2 with varying γ.

Figure 3.9 and 3.10 is showed the predicted traffic demand xN(tN) on both area for tN =

1, 2, ..., 6 with sampling period 1800 seconds. The simulation results show the decay rate to zero of
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the FTC which is higher than other control techniques. However, when the simulation ran to a time

that the traffic demand was changed, the decay rate of HDC has switched to a higher rate than the

FTC. Caused by the traffic signal of the FTC is not adaptive to the traffic demand. Therefore, the

traffic flow controller is not provided the optimal traffic signal for every time controls on the changing

of traffic demand.

Figure 3.11: Total mean vehicle queue-length comparison on the network.

The total mean vehicle queue-length (TMVQ) of all roads which illustrated in Figure 3.11 on

HDC with γ = 20000 is calculated by

TMVQ(tJCi) =
N∑
i=i

 1

300

300∑
k=tJCi−30

yJi(k)

 for tJCi = 300, 600, ..., 10800. (3.2)

where N is the number of road in the network, and yJi(k) is the output measurement of ith road at

time k. It’s obvious that TMVQ of HDC is lower than fixed time control in each simulation time.

Figure 3.12: Total traffic flow comparison on the network.
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However, the comparison of total traffic flow (TTF) of all roads that illustrated in Figure 3.12.

on HDC with γ = 20000 is calculated by

TTF(tJCi) =
N∑
i=i

 1

300

300∑
k=tJCi−300

qi(k)

 for tJCi = 300, 600, ..., 10800. (3.3)

where N is the number of roads in the network, and qi(k) is the flow measurement of ith road at time

k. It’s unclear to predicates that which controller is getting the best performance on TTF.

Figure 3.13: Total delay comparison on the network.

The Total delay of all roads which illustrated in Figure 3.13 on HDC with γ = 20000 is

calculated from (1.14) by using the traffic queue-length approximate from (3.2). The results are still

showing the same tend with the total mean vehicle queue-length as Figure 3.11.

Figure 3.14: Mean traffic flow rate on each road with varying γ.

Figure 3.14 shows the mean traffic flow rate on each road that the road R7 at highest over other

roads in the network. When the mean flow rate on road R7 is increased, the mean flow rate on certain
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roads is also increased. It’s meant that the network tries to allocate the traffic flow on each road to an

optimal point.

Figure 3.15: RMSE on flow tracking on each intersection.

Figure 3.15 shows the root mean square error (RMSE) between the traffic flow measurement

qi(tAj) and control signal q∗i (tAj) from area layer (2.30) for tAj = 1, 2, ..., 36, which calculated by

RMSE =

N
(i)
rd∑

j=1

√√√√ 1

N

N∑
tAj=1

(
qij(tAj)− q∗ij(tAj)

)2
for i = 1, 2.

where N is the number of area control index which is 36, i is the intersection index, and N (i)
rd is the

number of road in ith intersection which is 8. Figure 3.15 shows the decreasing trend of RMSE in

vehicles per second on both intersections when gamma γ is increased. It showed that the second term

on cost objective (2.19) is achievable.

Figure 3.16: Mean vehicle-queue length on each intersection with varying γ.
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Also to mean vehicle queue-length (MVQL) that showed as Figure 3.16 which related to the

first term in cost objective (2.19). The MVQL of ith intersection is calculated by

MVQL =

N
(i)
rd∑

j=1

{
1

N

N∑
tJCi=1

y(tJCi)

}
for i = 1, 2.

When gamma γ is increased, the mean vehicle queue length is decreased. It showed that the

control references received from the area layer are significant to traffic congestion mitigating.

Figure 3.17: Total mean traffic flow on the network.

Figure 3.17. is showed the effect of gamma value γ on TTF in the network on HDC control

cases calculated from (3.3). It showed the increasing of TTF over the network when the gamma value

γ is increased. It obvious that the gamma value γ in second term of cost objective (2.19) is significant.

Figure 3.18: Mean traffic flow comparison on each road.
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Figure 3.19: Mean vehicle queue-length comparison on each road.

Figure 3.20: Mean delay comparison on each road.

Figure 3.18, 3.19, and 3.20. are showed the mean traffic flow, mean vehicle queue-length, and

mean delay of each road comparing with FTC and HDC respectively. While the network employs

the HDC, the traffic flow and traffic congestion on a certain road are better but some roads are worse.

Because the traffic controllers are concern about the traffic network conditions which made well

handle on the overview.
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Table 3.4: Summary of simulation results.

Controller
Total Mean

Flow (veh/h)

Total Mean

Queue (veh)

Total Mean

Delay (sec/veh)

Fixed Time 4,808 264.53 50.42

HDC with γ = 0 4,886 (1.61%) 181.52 (-31.38%) 32.37 (-35.80%)

HDC with γ = 20000 5,171 (7.55%) 157.78 (-40.35%) 29.41 (-41.67%)

The comparison of the mean traffic flow rate on each road is summarized in Table 3.4 which

are consist of fixed time control, HDC with γ = 0, and HDC with γ = 20000. The results from HDC

with γ = 20000 showed the total traffic flow rate inside the network is higher than other control cases

and the total mean vehicle queue-length that showed in Figure 3.19 is lower than other control cases.

Caused by the length of each road are not equal. Therefore, the improvement of total delay is better

than the improvement of total mean vehicle queue-length. That shows the significant improvement

when comparing with the fixed time traffic control in this scenario.



CHAPTER IV

APPLICATION TO SATHON MODEL

4.1 Traffic scenario description

This section describes the used scenario of Chula-SSS [31] which is developed on the SUMO

platform in an over-saturated Sathorn road network scenario by the team of Associate Professor

Chaodit Aswakul, Department of Electrical Engineering, Faculty of Engineering, Chulalongkorn Uni-

versity. This scenario is engulfed of 10 intersections around Sathorn’s zone, Bangkok city which is

shown on Figures 4.1. The traffic light plans were recorded from the practice which is controlled by

Bangkok’s traffic police.

Figure 4.1: Traffic scenario of Sathorn’s network.

The scenario is set up on the morning time of rush hour traffic condition from 8 am to 11

am, and the whole input vehicle on the network is around 35,211 vehicles. This work has divided

the network into three areas and defined 10 boundaries as illustrates in Figure 4.2 which are divided

by considering the distance between intersections. This work has placed the inductor loop detectors

on the stop line of incoming direction road to an intersection, 150 meters from the stop line for

measuring the queue length, and the entrance point of the outcome direction road on an intersection.

The performance measurement is measured by observing the departure flow rate (veh/h) on each

intersection. The average performance of the Fixed control case which recorded from traffic police is

25,940 veh/h.
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Figure 4.2: Area allocation on a scenario of Sathorn’s network.

The objective of this work is to increase the ability of traffic flow on the network. Then, the

designed controller in this work will be compared to performance with a Fixed control case. We sum-

marized the traffic demand information (veh) of the boundaries in the network which obtained from

the measurement into Table 4.1.

Table 4.1: Summary of traffic demand (veh/h) on the boundaries (outer area).

Node Source Sink Node Source Sink Node Source Sink

B1 0 0 B6 847 517 B11 660 374

B2 374 0 B7 297 484 B12 1,100 1,254

B3 737 0 B8 0 0 B13 1,727 880

B4 330 0 B9 484 704 B14 1,551 1,353

B5 660 1900 704 627 935

The next following part will describe the intersection information which is consist of traffic

light patterns, splitting flows and intersection capacity.
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Configuration of intersection J1 (Nararom)

The traffic light signal of intersection J1 is configured at 3 phases which is showed on Figure

4.3. This intersection is consists of 4 incoming roads Rin = {R2, R3, R6, R7} and 4 outcome roads

Rout = {R1, R2, R4, R8}. This intersection has the capacity C1
int,i = 3, 000 veh/h which is measured

from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase

Figure 4.3: The traffic light pattern of intersection J1.

The set of available lanes Ak on intersection J1 which are showed as Figure 4.3 are defined as

follows:

A1 = {(R2, 1), (R2, 2), (R2, 3), (R5, 1)}

A2 = {(R5, 1)}

A3 = {(R5, 1), (R5, 2), (R5, 3), (R4, 1)}

The set of available sources Si of road Ri on intersection J1 which are showed as Figure 4.3

are defined as follows:

S1 = {(R3, 1), (R7, 2), (R6, 3)} S2 = {φ}

S3 = {φ} S4 = {(R7, 1), (R6, 2), (R2, 3)}

S5 = {(R2, 1), (R3, 2)} S6 = {φ}

S7 = {φ} S8 = {(R6, 1), (R2, 2), (R3, 3)}

The splitting ratio pi of road Ri on intersection J1 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p1 = [1]T p2 = [0.716, 0.284, 0.0]T p3 = [0.247, 0.449, 0.304]T

p4 = [1]T p5 = [1]T p6 = [0.434, 0.305, 0.261]T

p7 = [0.675, 0.325, 0.0]T p8 = [1]T

The traffic light constraints of intersection J1 are defined as follows:

ρfix,1 = [] τfix,1 = [0, 0, 0]

τmin,1 = [15, 15, 15] τmax,1 = [90, 90, 90]

τ1 = 150
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Configuration of intersection J2 (Narinthon)

The traffic light signal of intersection J2 is configured at 4 phases which is showed on Figure

4.4. This intersection is consists of 4 incoming roads Rin = {R8, R9, R12, R13} and 4 outcome

roads Rout = {R7, R10, R11, R14}. This intersection has the capacity C2
int,i = 4, 800 veh/h which is

measured from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase (d) 4th phase

Figure 4.4: The traffic light pattern of intersection J2.

The set of available lanes Ak on intersection J2 which are showed as Figure 4.4 are defined as

follows:

A1 = {(R8, 1), (R9, 1), (R12, 1), (R13, 1), (R13, 2), (R13, 3)}

A2 = {(R8, 1), (R9, 1), (R12, 1), (R13, 1), (R9, 2), (R12, 2)}

A3 = {(R8, 1), (R9, 1), (R12, 1), (R13, 1), (R9, 2), (R9, 3)}

A4 = {(R8, 1), (R9, 1), (R12, 1), (R13, 1), (R8, 2), (R8, 3)}

The set of available sources Si of road Ri on intersection J2 which are showed as Figure 4.4

are defined as follows:

S7 = {(R9, 1), (R13, 2)} S8 = {φ} S9 = {φ}

S10 = {(R13, 1), (R12, 2), (R8, 3)} S11 = {(R8, 1), (R9, 2), (R13, 3)} S12 = {φ}

S13 = {φ} S14 = {(R12, 1), (R8, 2), (R9, 3)}

The splitting ratio pi of road Ri on intersection J2 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p7 = [1]T p8 = [0.535, 0.288, 0.177]T p9 = [0.676, 0.269, 0.055]T

p10 = [1]T p11 = [1]T p12 = [0.696, 0.304, 0.0]T

p13 = [0.731, 0.093, 0.176]T p14 = [1]T

The traffic light constraints of intersection J2 are defined as follows:

ρfix,2 = [] τfix,2 = [0, 0, 0, 0]

τmin,2 = [15, 15, 15, 15] τmax,2 = [90, 90, 90, 90]

τ2 = 135
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Configuration of intersection J3 (Sathorn - Pan)

The traffic light signal of intersection J3 is configured at 3 phases which is showed on Figure

4.4. This intersection is consists of 3 incoming roads Rin = {R10, R15, R49} and 3 outcome roads

Rout = {R9, R16, R49}. This intersection has the capacity C3
int,i = 4, 200 veh/h which is measured

from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase

Figure 4.5: The traffic light pattern of intersection J3.

The set of available lanes Ak on intersection J3 which are showed as Figure 4.5 are defined as

follows:

A1 = {(R15, 1), (R15, 2), (R10, 1)}

A2 = {(R15, 1), (R10, 2), (R10, 3)}

A3 = {(R15, 1), (R15, 2), (R15, 3), (R49, 1)}

The set of available sources Si of road Ri on intersection J3 which are showed as Figure 4.5

are defined as follows:

S9 = {(R10, 2), (R15, 2)} S10 = {φ}

S15 = {φ} S16 = {(R10, 1), (R15, 2)}

S48 = {(R10, 2), (R15, 1)} S49 = {φ}

The splitting ratio pi of road Ri on intersection J3 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p9 = [1]T p10 = [0.616, 0.186, 0.198]T

p15 = [0.132, 0.868, 0.0]T p16 = [1]T

p48 = [1]T p49 = [1]T

The traffic light constraints of intersection J3 are defined as follows:

ρfix,3 = [2, 4] τfix,3 = [0, 3, 0, 3, 0]

τmin,3 = [15, 3, 15, 3, 15] τmax,3 = [90, 3, 90, 3, 90]

τ3 = 150
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Configuration of intersection J4 (Sala Daeng)

The traffic light signal of intersection J4 is configured at 5 phases which are shown in Figure

4.6. This intersection is consists of 4 incoming roads Rin = {R5, R18, R20, R21} and 4 outcome

roads Rout = {R6, R17, R19, R22}. This intersection has the capacity C4
int,i = 2, 500 veh/h which is

measured from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase (d) 4th phase (e) 5th phase

Figure 4.6: The traffic light pattern of intersection J4.

The set of available lanes Ak on intersection J4 which are showed as Figure 4.6 are defined as

follows:

A1 = {(R5, 1), (R18, 1), (R20, 1), (R21, 1), (R5, 2), (R5, 3)}

A2 = {(R5, 1), (R18, 1), (R20, 1), (R21, 1), (R18, 2), (R18, 3)}

A3 = {(R5, 1), (R18, 1), (R20, 1), (R21, 1), (R18, 2), (R21, 2)}

A4 = {(R5, 1), (R18, 1), (R20, 1), (R21, 1), (R21, 2), (R21, 3)}

A5 = {(R5, 1), (R18, 1), (R20, 1), (R21, 1), (R20, 2), (R17, 3)}

The set of available sources Si of road Ri on intersection J4 which are showed as Figure 4.6

are defined as follows:

S5 = {φ} S6 = {(R21, 1), (R20, 2), (R18, 3)} S17 = {(R5, 1), (R21, 2), (R20, 3)}

S18 = {φ} S19 = {(R18, 1), (R5, 2), (R21, 3)} S20 = {φ}

S21 = {φ} S22 = {(R20, 1), (R18, 2), (R5, 3)}

The splitting ratio pi of road Ri on intersection J4 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p5 = [0.691, 0.309, 0.0]T p6 = [1]T p17 = [1]T

p18 = [0.234, 0.427, 0.339]T p19 = [1]T p20 = [0.378, 0.285, 0.336]T

p21 = [0.440, 0.559, 0.001]T p22 = [1]T

The traffic light constraints of intersection J4 are defined as follows:

ρfix,4 = [], τfix,4 = [0, 0, 0, 0, 0], τmin,4 = [15, 15, 15, 15, 15], τmax,4 = [50, 50, 50, 50, 50], τ4 = 150.
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Configuration of intersection J5 (Witthayu)

The traffic light signal of intersection J5 is configured at 4 phases which are shown in Figure

4.7. This intersection is consists of 4 incoming roads Rin = {R11, R22, R24, R25} and 4 outcome

roads Rout = {R12, R21, R23, R26}. This intersection has the capacity C5
int,i = 3, 000 veh/h which

is measured from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase (d) 4th phase

Figure 4.7: The traffic light pattern of intersection J5.

The set of available lanes Ak on intersection J4 which are showed as Figure 4.6 are defined as

follows:

A1 = {(R11, 1), (R11, 4), (R22, 1), (R24, 1), (R25, 1), (R25, 4), (R25, 3)}

A2 = {(R11, 1), (R11, 4), (R22, 1), (R24, 1), (R25, 1), (R25, 4), (R11, 2), (R11, 3)}

A3 = {(R11, 1), (R11, 4), (R22, 1), (R24, 1), (R25, 1), (R25, 4), (R24, 2), (R24, 3)}

A4 = {(R11, 1), (R11, 4), (R22, 1), (R24, 1), (R25, 1), (R25, 4), (R22, 2), (R22, 3)}

The set of available sources Si of road Ri on intersection J4 which are showed as Figure 4.6

are defined as follows:

S11 = {φ} S12 = {(R25, 1), (R24, 2), (R22, 3), (R11, 4)}

S21 = {(R11, 1), (R25, 2), (R24, 3)} S22 = {φ}

S23 = {(R22, 1), (R11, 2), (R25, 3)} S24 = {φ}

S25 = {φ} S26 = {(R24, 1), (R22, 2), (R11, 3), (R25, 4)}

The splitting ratio pi of road Ri on intersection J4 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p11 = [0.099, 0.340, 0.184, 0.377]T p12 = [1]T p21 = [1]T

p22 = [0.842, 0.0, 0.158]T p23 = [1]T p24 = [0.623, 0.312, 0.064]T

p25 = [0.721, 0.0, 0.211, 0.068]T p26 = [1]T

The traffic light constraints of intersection J5 are defined as follows:

ρfix,5 = [], τfix,5 = [0, 0, 0, 0, 0], τmin,5 = [15, 15, 15, 15], τmax,5 = [60, 60, 60, 60], τ5 = 150.
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Configuration of intersection J6 (Bang Rak)

The traffic light signal of intersection J6 is configured at 3 phases which are shown in Figure

4.8. This intersection is consists of 3 incoming roads Rin = {R28, R30, R31} and 3 outcome roads

Rout = {R27, R29, R32}. This intersection has the capacity C6
int,i = 800 veh/h which is measured

from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase

Figure 4.8: The traffic light pattern of intersection J6.

The set of available lanes Ak on intersection J6 which are showed as Figure 4.8 are defined as

follows:

A1 = {(R30, 1), (R31, 1), (R31, 2)}

A2 = {(R30, 1), (R30, 2), (R30, 3)}

A3 = {(R30, 1), (R31, 1), (R28, 2)}

The set of available sources Si of road Ri on intersection J6 which are showed as Figure 4.8

are defined as follows:

S27 = {(R31, 1), (R30, 2)} S28 = {φ}

S29 = {(R28, 1), (R31, 2), (R30, 3)} S30 = {φ}

S31 = {φ} S32 = {(R30, 1), (R28, 2)}

The splitting ratio pi of road Ri on intersection J4 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p27 = [1]T p28 = [0.5, 0.5]T

p29 = [1]T p30 = [0.821, 0.075, 0.104]T

p31 = [0.057, 0.942]T p32 = [1]T

The traffic light constraints of intersection J6 are defined as follows:

ρfix,6 = [] τfix,6 = [0, 0, 0]

τmin,6 = [15, 15, 15] τmax,6 = [60, 60, 60]

τ6 = 165
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Configuration of intersection J7 (Duan Si Lom)

The traffic light signal of intersection J7 is configured at 3 phases which are shown in Figure

4.9. This intersection is consists of 4 incoming roads Rin = {R29, R34, R36, R37} and 4 outcome

roads Rout = {R30, R33, R35, R38}. This intersection has the capacity C7
int,i = 1, 700 veh/h which

is measured from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase

Figure 4.9: The traffic light pattern of intersection J7.

The set of available lanes Ak on intersection J7 which are showed as Figure 4.9 are defined as

follows:

A1 = {(R29, 1), (R34, 1), (R36, 1), (R37, 1), (R37, 2), (R37, 3), (R37, 4)}

A2 = {(R29, 1), (R34, 1), (R36, 1), (R37, 1), (R29, 2), (R36, 2)}

A3 = {(R29, 1), (R34, 1), (R36, 1), (R37, 1), (R34, 2), (R34, 3)}

The set of available sources Si of road Ri on intersection J7 which are showed as Figure 4.9

are defined as follows:

S29 = {φ} S30 = {(R37, 1), (R36, 2), (R34, 3)}

S33 = {(R29, 1), (R37, 2)} S34 = {φ}

S35 = {(R34, 1), (R29, 2), (R37, 3)} S36 = {φ}

S37 = {φ} S38 = {(R36, 1), (R34, 2), (R37, 4)}

The splitting ratio pi of road Ri on intersection J7 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p29 = [0.518, 0.482]T p30 = [1]T p33 = [1]T

p34 = [0.758, 0.0, 0.242]T p35 = [1]T p36 = [0.437, 0.563]T

p37 = [0.238, 0.0162, 0.745, 0.001]T p38 = [1]T

The traffic light constraints of intersection J7 are defined as follows:

ρfix,7 = [] τfix,7 = [0, 0, 0]

τmin,7 = [15, 15, 15] τmax,7 = [60, 40, 60]

τ7 = 150
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Configuration of intersection J8 (Surasak)

The traffic light signal of intersection J8 is configured at 4 phases which are shown in Figure

4.10. This intersection is consists of 3 incoming roads Rin = {R4, R35, R4} and 4 outcome roads

Rout = {R3, R36, R39, R41}. This intersection has the capacity C8
int,i = 2, 900 veh/h which is

measured from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase

Figure 4.10: The traffic light pattern of intersection J8.

The set of available lanes Ak on intersection J8 which are showed as Figure 4.10 are defined

as follows:

A1 = {(R4, 1), (R40, 1), (R40, 2), (R40, 3)}

A2 = {(R4, 1), (R40, 1), (R35, 1), (R35, 2), (R35, 3)}

A3 = {(R4, 1), (R40, 1), (R4, 2), (R4, 3), (R4, 4)}

The set of available sources Si of road Ri on intersection J8 which are showed as Figure 4.10

are defined as follows:

S3 = {(R40, 1), (R35, 2), (R4, 4)} S4 = {φ}

S35 = {φ} S36 = {(R4, 2), (R40, 3)}

S39 = {(R18, 1), (R5, 2), (R21, 3)} S40 = {(R35, 1), (R4, 3)}

S41 = {(R4, 1), (R40, 2), (R35, 3)}

The splitting ratio pi of road Ri on intersection J8 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p3 = [1]T p4 = [0.586, 0.292, 0.122, 0.0]T p35 = [0.1017, 0.562, 0.337]T

p36 = [1]T p39 = [1]T p40 = [0.306, 0.299, 0.395]T

p41 = [1]T

The traffic light constraints of intersection J8 are defined as follows:

ρfix,8 = [], τfix,8 = [0, 0, 0], τmin,8 = [15, 15, 15], τmax,8 = [80, 50, 80], τ8 = 150.
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Configuration of intersection J9 (Chaloem Phan)

The traffic light signal of intersection J9 is configured at 6 phases which are shown in Figure

4.11. This intersection is consists of 3 incoming roads Rin = {R32, R43, R44} and 3 outcome roads

Rout = {R31, R42, R45}. This intersection has the capacity C9
int,i = 1, 600 veh/h which is measured

from Fixed control case.

(a) 1st phase (b) 2nd-3rd phase (c) 4rd phase (d) 5-6th phase

Figure 4.11: The traffic light pattern of intersection J9.

The set of available lanes Ak on intersection J9 which are showed as Figure 4.11 are defined

as follows:

A1 = {(R32, 1), (R43, 1), (R32, 2), (R44, 1), (R44, 2)} A2 = {(R32, 1), (R43, 1)}

A4 = {(R32, 1), (R43, 1), (R43, 2), (R43, 3)} A5 = {(R32, 1), (R43, 1)}

A6 = {(R32, 1), (R43, 1)}

The set of available sources Si of road Ri on intersection J9 which are showed as Figure 4.11

are defined as follows:

S31 = {(R44, 1), (R43, 2)} S32 = {φ}

S42 = {(R32, 1), (R44, 2), (R43, 3)} S43 = {φ}

S44 = {φ} S45 = {(R43, 1), (R32, 2)}

The splitting ratio pi of road Ri on intersection J9 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p31 = [1]T p32 = [0.585, 0.415]T

p42 = [1]T p43 = [0.971, 0.029, 0.0]T

p44 = [0.894, 0.106]T p45 = [1]T

The traffic light constraints of intersection J9 are defined as follows:

ρfix,9 = [2, 3, 5, 6] τfix,9 = [0, 2, 3, 0, 3, 2]

τmin,9 = [15, 2, 3, 15, 3, 2] τmax,9 = [70, 2, 3, 70, 3, 2]

τ9 = 150
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Configuration of intersection J10 (Sathorn - Surasak)

The traffic light signal of intersection J10 is configured at 4 phases which is showed on Figure

4.12. This intersection is consists of 4 incoming roads Rin = {R16, R41, R42, R46} and 4 outcome

roads Rout = {R15, R43, R47}. This intersection has the capacity C10
int,i = 6, 500 veh/h which is

measured from Fixed control case.

(a) 1st phase (b) 2nd phase (c) 3rd phase (d) 3rd phase

Figure 4.12: The traffic light pattern of intersection J10.

The set of available lanes Ak on intersection J10 which are showed as Figure 4.12 are defined

as follows:

A1 = {(R16, 1), (R41, 1), (R46, 1), (R41, 2), (R41, 3)} A2 = {(R16, 1), (R41, 1), (R46, 1), (R42, 1), (R16, 2)}

A3 = {(R16, 1), (R41, 1), (R46, 1), (R41, 3), (R46, 2)} A4 = {(R16, 1), (R41, 1), (R46, 1), (R42, 1)}

The set of available sources Si of road Ri on intersection J10 which are showed as Figure 4.12

are defined as follows:

S15 = {(R41, 1), (R42, 2), (R46, 2)} S16 = {φ}

S41 = {φ} S42 = {φ}

S43 = {(R46, 1), (R16, 2), (R41, 3)} S46 = {φ}

S47 = {(R16, 1), (R41, 2)}

The splitting ratio pi of road Ri on intersection J10 are obtained from Eq (2.8) with the mea-

surement data which are given as follows:

p15 = [1]T p16 = [0.644, 0.356]T

p41 = [0.459, 0.156, 0.385]T p42 = [1]T

p43 = [1]T p46 = [0.735, 0.265]T

p47 = [1]T

The traffic light constraints of intersection J10 are defined as follows:

ρfix,10 = [] τfix,10 = [0, 0, 0, 0]

τmin,10 = [15, 15, 15, 15] τmax,10 = [60, 60, 60, 60]

τ10 = 150
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4.2 Experimental procedure

This work has established the controller with three layers which are the network, area, and

intersections. Those controllers are independent worked from other controllers but they have a com-

munication socket for sending the signal to other layer controllers.

Figure 4.13: The diagram of controllers, modules, and simulator.

The diagram from Figure 4.13 shows the module components in this work which divided into

4 levels which are the controller level, communication level, module level, and simulator level. This

work has created only the controller level and communication level to control the traffic lights and

read the detectors which connect the SUMO Traffic microscopic simulator via the Traci interface.
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The experimental procedure of this work is illustrated in Figure 4.14 to obtain the best control

performance that is measured from the average traffic flow (veh/h) through the intersection. Firstly,

prepare the simulation for the traffic scenario with an initial cycle length by considering the number

of incoming roads. If the number of incoming roads is less than 4, the suggested the initial cycle

length is 120 seconds. If the number of incoming roads is more than or equal to 4, the suggested the

initial cycle length is 150 seconds.

Figure 4.14: The diagram of experimental procedure.

Secondly, run the traffic simulation by using the initial cycle length without the flow predictor

model and measure the control performance. If the control performance is not satisfied, the simulation

will be run again by increasing or decreasing the cycle length of the considering intersection with 15

seconds.

Thirdly, create the traffic flow predictor model by using the historical data from the prior step

and run the traffic simulation by using the trained model. If the performance is not satisfied, go back

to the third step to train the traffic flow predictor model by using the new dataset and run the traffic

simulation by using the trained model.

Finally, if the performance is satisfied, the traffic flow predictor model and cycle length will be

used in the practice.
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4.3 Simulation results

This section illustrates the control results of an example case which are consist of the state

and control signal on each layer. The simulation The control results are consist of network, area,

and intersection layer are illustrated as follows. Then, the performance of the hierarchical distributed

control will be compared with the fixed control result.

Control results of the network layer

The control results of the network layer which showed in Figure 4.15 displays the total of the

vehicle in each area and a control signal which represents the desired traffic flow (veh/h) on each link.

Figure 4.15: Plot of control results of the network layer; (top) state, (bottom) control signal.

From the traffic demand information, the most traffic of the 1st area in the morning time will

be transferred into the 2nd area and the 3rd area. The control signal shows the traffic flow on the 1st

link is higher than the other links because of the traffic demand in the 1st area is highest. However,

the behavior of traffic in the practice is not the one-way transferred but the traffic flow on the coupling

area is exchanged with differing rates. Thus, the traffic flow from the 3rd area to the 2nd area, and the

2nd area to the 1st area will greater than zero.
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Control results of the area layer

The control results of area layer which are showed in Figure 4.16, 4.17, and 4.18 are displayed

the state on each node which represents the number of vehicle in each intersection and estimated

waiting vehicle from outer area, and the control signal which represents the desired traffic flow.

Figure 4.16: Plot of control results of the 1st area; (top) state, (bottom) control signal.

Figure 4.17: Plot of control results of the 2nd area; (top) state, (bottom) control signal.
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Figure 4.18: Plot of control results of the 3rd area; (top) state, (bottom) control signal.

The control signal from three areas can be summarized by drawing into the heat map that

compares the desired traffic flow on each road, which illustrates in Figure 4.19.

Figure 4.19: Plot of heat map on the network of Sathorn’s network.
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Control results of the intersection layer

The control results of area layer which are showed in Figure 4.20, 4.21, 4.22, 4.23, and 4.24

are displayed the state which represents the number of vehicle in each road, and the control signal

which represents the optimal traffic signal.

Figure 4.20: Plot of control results of the 1st and 2nd intersection; (top) state, (bottom) control signal.

Figure 4.21: Plot of control results of the 3rd and 4th intersection; (top) state, (bottom) control signal.
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Figure 4.22: Plot of control results of the 5th and 6th intersection; (top) state, (bottom) control signal.

Figure 4.23: Plot of control results of the 7th and 8th intersection; (top) state, (bottom) control signal.
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Figure 4.24: Plot of control results of the 9th and 10th intersection; (top) state, (bottom) control
signal.

Control performance of the network layer on 100% traffic

This part shows the control performance on the traffic network which consists of the total

traffic flow (veh/h) and the average of estimated travel time (sec) which shows in Figure 4.25. The

total traffic flow of 3 controllers of the network is measured from the departure traffic flow on each

intersection.
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Figure 4.25: Plot of control performance of network layer on 100% traffic; (left) traffic flow, (right)
average of estimated travel time.
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This traffic network has 10 intersections, the total performance of the network is obtained from

TOTAL FLOW =
∑
i∈IN

∑
rin∈Riin

qrin × 3, 600

where IN is the set of intersection’s index in the network, Riin is the set of incoming road’s index on

ith intersection, and qr is the traffic flow (veh/s) on rth road.

Control performance of the area layer on 100% traffic
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Figure 4.26: Plot of control performance of 3 areas on 100% traffic; (left) traffic flow, (right) average
of estimated travel time.
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Control performance of the area intersection on 100% traffic

This part illustrates the performance of each network which are measured from the total depar-

ture flow (veh/h) of incoming roads in the intersection.
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Figure 4.27: Plot of control performance of intersection J1 − J5 on 100% traffic; (left) traffic flow,
(right) average of estimated travel time.
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Figure 4.28: Plot of control performance of intersection J6 − J10 on 100% traffic; (left) traffic flow,
(right) average of estimated travel time.
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Control performance of the network layer on 85% traffic

This part shows the control performance on the traffic network when the traffic demand had

reduced to 85%. We observe the behavior of the performance while varying the gamma when the

traffic demand is lighter.
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Figure 4.29: Plot of control performance of network layer on 85% traffic; (left) traffic flow, (right)
average of estimated travel time.

The performance of the network layer on 85% traffic of HDMPC Np=1, Np=2, and, Np=3 are

showed in Figure 4.29 which are compared to Fixed control. The HDC shows the best performance

with 1.59% on gamma γ = 0.
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Control performance of the area layer on 85% traffic
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Figure 4.30: Plot of control performance of 3 areas on 85% traffic; (left) traffic flow, (right) average
of estimated travel time.
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Control performance of the area intersection on 85% traffic

This part illustrates the performance of each network which are measured from the total depar-

ture flow (veh/h) of incoming roads in the intersection.
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Figure 4.31: Plot of control performance of intersection J1 − J5 on 85% traffic; (left) traffic flow,
(right) average of estimated travel time.
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Figure 4.32: Plot of control performance of intersection J6 − J10 on 85% traffic; (left) traffic flow,
(right) average of estimated travel time.
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Control performance of the network layer on 75% traffic

This part shows the control performance on the traffic network when the traffic demand had

reduced to 75%. We observe the behavior of the performance while varying the gamma when the

traffic demand is lighter.
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Figure 4.33: Plot of control performance of network layer on 75% traffic; (left) traffic flow, (right)
average of estimated travel time.

The performance of the network layer on 75% traffic of HDMPC Np=1, Np=2, and, Np=3 are

showed in Figure 4.33 which are compared to Fixed control. The HDC shows the best performance

with 1.53% on gamma γ = 0.
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Control performance of the area layer on 75% traffic
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Figure 4.34: Plot of control performance of 3 areas on 75% traffic; (left) traffic flow, (right) average
of estimated travel time.
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Control performance of the area intersection on 75% traffic

This part illustrates the performance of each network which are measured from the total depar-

ture flow (veh/h) of incoming roads in the intersection.
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Figure 4.35: Plot of control performance of intersection J1 − J5 on 75% traffic; (left) traffic flow,
(right) average of estimated travel time.
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Figure 4.36: Plot of control performance of intersection J6 − J10 on 75% traffic; (left) traffic flow,
(right) average of estimated travel time.
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4.4 Summary

This work simulated the traffic and compared the performance of three controllers which

are HDMPC Np=1, Np=2, and Np=3 to the Fixed control that is controlled and recorded from the

Bangkok traffic police. The simulations on three cases, where the 1st case is 75% of traffic demand,

the 2nd case is 85% of traffic demand, and the 3rd case is 100% of traffic demand which is simulated

on 3 hours and averaged the performance with five trails.

The traffic performance indices which used in this work are the traffic flow and travel time. The

results from the three cases show the inconsistency of both performance indices on the network layer

which is illustrated in Figure 4.25, 4.29, and 4.33. The travel time and traffic flow measurement should

be displayed as the results in the opposites tend. In other words, while the traffic flow is increased,

it mitigates the traffic to less congestion, the travel time should be decreased in the opposites way.

However, the results show on the 4th, 5th, and 9th intersection are showed the opposites tend of

performance measurement which is correct to the hypothesis. The reason that the results of the other

intersection are caused by the arrived vehicles on those intersections are decreased, it has increased

the mean speed which makes the estimated travel time is less than it.

Figure 4.37: Summary of the best control performances on three traffic conditions.

The summary of control performances on three traffics which shows in Figure 4.37 is compared

to the control performances of the fixed case giving the total traffic flow 25,947 (veh/h). The best

performance on 100% traffic is 1.98% of HDMPC Np=1 at gamma γ = 0, the best performance on

85% traffic is 1.59% of HDMPC Np=1 at gamma γ = 0, and the best performance on 75% traffic is

1.53% of HDMPC Np=1 at gamma γ = 0. It appears to be better than a fixed case giving the total

traffic flow 26,457 (veh/h).



CHAPTER V

CONCLUSION

The goal of this work is to establish the traffic signal control method to mitigate traffic conges-

tion in the network based on hierarchical distributed control by applying the model predictive control.

Each traffic signal controllers on the interconnection’s layer are shared the traffic information such

that traffic flow measurement through the higher layer. The higher layers are composed of a network

layer and area layer which are used to reduce the complexity of the traffic network and used to find the

optimal traffic flow on each road. It also solves the practical problem that some intersections cannot

control and measure by grouping the controllable intersections into the same area. The optimal traffic

flow information from the area layer is fed into each traffic signal controller in the interconnection

layer. It is used for scheduling the traffic signal by concerning the traffic demand on the network, not

only the traffic density in an individual intersection.

The study case of this work is Sathorn’s zone (Chula-SSS) from the team of Associate Profes-

sor Chaodit Aswakul, Department of Electrical Engineering, Faculty of Engineering, Chulalongkorn

University, which is composed of 10 intersections. This scenario is set up on the morning traffic

condition which is calibrated to the real traffic measurement. Then, the performance of the designed

controller in this work is compared to the traffic signal recorded from the Bangkok traffic police.

The simulation results are showed the optimal traffic flow information from the area layer

is useful to mitigate the traffic congestion on the overview of the traffic network when the traffic

condition is undersaturated. However, when the traffic condition became oversaturated, the model

can not provide the efficiency of the optimal signal from the area layer. It may be improved by using

the state-dependence model or nonlinear model to the model of the intersection’s layer to track the

reference signal from the area’s layer as better.
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APPENDIX



APPENDIX A

Notation

Variable Meaning Unit

H Network layer H

TN Sampling period of network layer sec

tN Sample index of network layer -

xN Traffic demand of network veh

uN Traffic movement of network layer veh/sec

vN Number of waiting vehicles from outside demand veh

v̇N Arrival rate of vehicles from outside demand veh/sec

z Traffic demand inside the area veh/sec

BNF Input matrix of network layer from link flow -

BNB Input matrix of network layer from outside demand -

qmin Minimum traffic flow on each link veh/sec

Clink,k Maximum traffic flow on kth link veh/sec

µlk Gain of departure vehicles on kth link -

H Area layer H

TA Sampling period of area layer sec

tAj Sample index of jth area -

xAj Traffic demand of jth area veh

uAj Traffic movement of jth area veh/sec

v̇aj Traffic demand from outside of jth area veh/sec

BAFj Input matrix of jth area from road flow -

BABj Input matrix of jth area from outside demand -

WAj Demand from adjacent jth area veh

ΣAj Aggregation matrix of jth area -

DAj Distribution matrix of jth area -

qmax,r Maximum traffic flow on rth road veh/sec

Cint,i Maximum throughput on ith intersection veh/sec
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µr Gain of departure vehicles on rth road -

H Intersection layer H

Ts Sampling period of intersection layer sec

tJCi Sample index of ith intersection -

τi Cycle length of traffic signal of ith intersection sec

τmin,ij Minimum duration of green time of ith intersection on jth phase sec

τmax,ij Maximum duration of green time of ith intersection on jth phase sec

τfix,ij Duration of fixed time of ith intersection on jth phase sec

ρfix,i Set of index of fixed phase of ith intersection -

qmax,i Maximum flow rate on ith intersection veh/sec

xJi State vector of ith intersection veh

x̄Ji Mean vehicles of ith intersection over a time cycle veh

yJi Output vector of ith intersection veh

uJi Input vector of ith intersection sec

qi Flow measurement vector of ith intersection veh/sec

q̂i Predicted flow vector of ith intersection veh/sec

wJi Traffic input of ith intersection over a cycle veh

Ci Output matrix of ith intersection -

Bi Input matrix of ith intersection -

ΣJi Aggregation matrix of ith intersection -

DJi Distribution matrix of ith intersection -

H Intersection layer with MPC H

Np Prediction length of MPC -

γ Weighting gamma on 2nd cost objective -

XJ,CL,i State vector of MPC on ith intersection veh

UJ,CL,i Input vector of MPC on ith intersection sec
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