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Chapter I

INTRODUCTION

1.1 Latent Dirichlet Allocation

Latent Dirichlet allocation (LDA) model is an unsupervised statistical model
that allows us to find topics or themes in a large set of text documents (Blei et al.,
2003). The LDA receives words as input and produces topics, which are probability
distributions of words in the corpus. A topic is often represented by a list of high
probability words within the topic called topic keys. The documents are expressed

as combinations of such topics.

1.2 Topics

Figure 1.1 contains some examples of topics from restaurant reviews, repre-
sented by their topic keys. There are topics about desserts, burgers, Asian foods,
beverages, and breakfast. In topic 1, since the topic is about desserts, we can guess
that the words “ice” and “cream” are actually part of the word “ice cream,” which
conveys more meaning than the individual words. The topic keys could be more

meaningful if it presents “ice cream” together, as in the following example.

chocolate, cake, ice cream, dessert, try, sweet, love, make, one

Topic 1: chocolate, cake, cream, dessert, try, sweet, love, make, ice, one
Topic 2: burger, fry, burgers, order, get, hot, good, cheese, dog, like
Topic 3: food, chicken, dish, thai, order, rice, chinese, soup, good, pho
Topic 4: beer, bar, good, great, beers, food, place, drink, selection, wing

Topic 5: breakfast, egg, order, good, food, bacon, wait, toast, place, pancakes

Figure 1.1: Example of topics from restaurant reviews.



The same can be said about topic 2, where the topic could be more meaningful
if the words “hot” and “dog” are together as “hot dog.” When “hot” and “dog”
are separated, readers may think that “dog” refers to an animal. The meaning of
the word “dog” will be inconsistent with other words in the topic about burgers,

resulting in an incoherent topic.

1.3 Collocations

The groups of words, such as “ice cream” and “hot dog,” are called colloca-
tion, which is two or more words that convey conventional meaning. The meaning
of the collocations often goes beyond the meaning of the components. For example,
the word ““super bowl” refers to a football match, which is the meaning not captured

by the words “super” and “bowl.”

The topic would be more meaningful and more coherent when collocations are
presented together, but in the traditional LDA they are not as we feed the model with
individual words. In addition, the model is based on the bag-of-word assumption,
which assumes that the order of the words does not matter. As a result, the original
meaning of the words, such as “ice cream,” “hot dog,” and “super bowl,” could be

lost.

To fix this problem, we can group together some input words with a significant
relationship, and feed them to the LDA model as a single unit to preserve their
special meaning. The question then comes to how we decide which group of words
should be connected. However, before discussing how to connect the words, we first

need to extract them from our documents.

1.4 Tokenization

Typically, the data in the document is in the form of text, sentence after sen-

tence, which is not the form of input the LDA needs. In order to obtain input words



for the LDA model, we perform tokenization, which is a process of breaking text
into chunks of words called tokens. Although breaking text may seem obvious for
a language with explicit word boundaries such as English, it is not that simple. Pe-
riods, which often suggest the end of words, could be a part of an abbreviation.
Hyphens, which are often within a word, such as “e-mail” and “co-occur”, could
also separate the two words, such as in “San Francisco-Los Angeles flights”. Col-
locations may also be a problem where the whitespace between two words may not

suggest they should be separated.

Tokenizing issues are even more crucial in the languages that do not have clear
word boundaries, including Chinese and Thai. For example, we need a tokenizer
to break a sentence “mﬂﬂ%’gmuﬁtﬁumﬂﬂmwﬁzwm (the prime minister travels
abroad)” into words “ W8N [na jok] (prime), %guum‘% [rad t"a mon tri ] (minister),
Wun9 [d n than] (travel), LU [paj] (to), 719 [ta p] (other), Uszind [pra the d] (coun-

try).”

Although there are some tokenizers that work well in these languages, there
is no single tokenizing standard that works well for all tasks. A good tokenizer is
the one that does the right amount of breaking. If it breaks the text too much into
smaller tokens, we may end up losing the original meaning of the words. On the
other hand, if the tokenizer doesn’t break enough, we could see many unnecessary
longer distinct words, which expand the vocabulary size of the model or increase

out-of-vocab problems.

Modern tokenizers are often built using machine learning techniques. They
are trained on annotated data, where linguists mark the word boundaries in the train-
ing document. Therefore, the criteria linguists used to segment text into tokens af-
fect the standard of the tokenizer. When the annotators prefer to break text into
smaller words, the resulting tokenizer tends to break collocations into separated

individual words, which leads to a meaning loss in downstream tasks.



1.5 Retokenization

A remedy to the problem of lost meaning due to the tokenization, as we men-
tioned, is to do the retokenization, or merging the input words with special rela-
tionships after the tokenization process. Many strategies can be employed to help
decide whether each pair of adjacent words should be merged. In this research, we
explore three such merging strategies, including chi-squared statistics, #-statistics,
and raw frequency counts of phrases. We believe that many languages, especially
the ones that do not have clear tokenization standards, deserve investigation into

what kind of processing is appropriate.

1.6 Objective and Hypothesis

The objective of this research is to study the performance of different merging
measures when they are employed in different types of languages. In particular, we
are interested in the strategies that would make the resulting topics generated by the
LDA model more coherent and meaningful, as well as increase the goodness of fit

of the model, or how well the model represents the data.

We hypothesize that the strategies could influence the goodness of fit of the
model and the coherence of the topics. We perform experiments on English, Ger-
man, Chinese, Japanese, Korean, Thai, and Arabic, a set of languages with different
writing systems and morphological typology, to understand how the merging strate-

gies perform in various types of language.

1.7 Contribution

The main contributions of this research are as follows:

* The results of the experiment show that a #-statistic and raw-frequency merg-

ing measures can improve the results of the LDA across all language types



and writing systems when the input documents do not differ much from the

collocation training data.
* The study found that the results tend to be better when more tokens are merged.

* The investigation indicates that when we use y?measure to produce a truncated
list of collocations, the resulting list rarely merges any collocation in input
documents. Therefore, this strategy is less suitable for merging the input of

topic models.



Chapter 11

BACKGROUND AND LITERATURE REVIEW

2.1 Latent Dirichlet Allocation

Model

Latent Dirichlet Allocation (LDA) is a topic model used to find hidden topics
from unlabeled and unannotated documents. We say the topics are hidden because
we can only see words but not the underlying topics when we observe the documents.
Figure 2.1 shows the intuition of the model. Discovering these topics provides us
with useful insight into what different themes there are in the documents. Since the

model is unsupervised, it is handy in processing a large number of documents.

A topic consists of words with their probabilities. We often represent a topic
by its topic-keys which are the top words in the topic. For example, in a topic about
baseball, topic-keys would include ““san, francisco, baseball, yankees, game, league,
last, first, chicago, run, mets, season, stadium, team, pitch, diego, today, manager,
major, home.” In Figure 2.2, we can find themes or topics about education, sport,
military, police, healthcare, Europe, president, court, music, and restaurant from

the New York Times corpus.

There are a few assumptions of the model.

1. We assume that the order of the words in the document does not make a dif-

ference. Therefore, we can use a bag of words as input.
2. We assume that the order of the document does not make a difference.

3. Although we do not know what each topic looks like, we assume that we know

the number of topics in the documents.
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Figure 2.1: The intuition of the LDA model. (Blei, 2012)

Topic 1: school, university, high, students, college, study, new, education, public, graduate
Topic 2: team, national, coach, football, game, season, league, basketball, players, play

Topic 3: today, say, united, military, war, american, states, force, army, officials

Topic 4: say, police, kill, people, fire, man, two, officer, shoot, yesterday

Topic 5: health, drug, say, job, care, people, use, make, workers, work

Topic 6: london, world, european, german, war, europe, today, west, germany, british

Topic 7: washington, president, today, reagan, administration, house, bush, say, clinton, white
Topic 8: court, judge, federal, rule, state, right, supreme, appeal, say, case

Topic 9: music, dance, hall, night, concert, new, program, opera, work, theater

Topic 10: food, restaurant, eat, wine, restaurants, cook, use, drink, fresh, sell

Figure 2.2: Example of topics from New York Times corpus.

Generative Process

The objective is to find hidden topics from the words in the documents we
observe. However, instead of going directly to the process of discovering the topics,
we first look at the generative process, or how we can generate a document given

that we know the hidden topics and the hidden topic distribution.

1. Choose a topic distribution
2. For each word,

a) Randomly choose a topic from the topic distribution

b) Randomly choose a word from the topic, which is a distribution of words.



The joint distribution of the hidden and observed variables are as follows.

K

n N
p(Brxc, b1:p, 21:0,wip) = [ [ p(8) [ p0a) (] p(2an | 0a)D(wam | Brixcs zan)) (2.1)
d=1 n

i=1 =1

where 3y is topic & which is a distribution of words, 6, is the topic proportion of the
dth document, z, is the topic assignment of the dth document, z4, is the topic assign-
ments for nth word in the dth document, w, is the observed words in dth document,

and wg,, is the nth word in the dth document.

O-O+-O—@ O—O
Oy Zgn  Wan B N

Figure 2.3: The figure shows the relationship of random variables (Blei,

2012)

Topics Discovery Process

The process of discovering topics, which is what we want, can be understood
as a reversion of the generative process. We try to compute the posterior distribu-
tuion given that we have observed the words in the documents.

p(/gl:K791:D7215D) (22)
p(wlzD)

p(ﬁl:K, 01.p, 21.0 ! wl:D) =

We can compute p(Si.x,61.p,21.0), Which is the joint distribution of the random
variables. However, it is difficult to compute the p(w,.p), which is the probability of
seeing this corpus from any possible combination of the hidden topics because such
a number of combinations is huge. Statisticians use algorithms to approximate this
posterior distribution. One of the wildly used algorithms is a sampling algorithm

called Gibbs sampling.



Gibbs Sampling

For the words w = {wy,...,w,}, where each word w; is in document d;, our
objective is to discover the 6,,, which is the distribution of topics in document d;
and the j3;, which is the distribution of the words in topic j. We would be able to

estimate both 6,, and g; if we have all z;, which is the topic assignment for word w;.

Gibbs sampling uses the Markov Chain Monte Carlo (Gilks et al., 1995),
which is an algorithm for sampling from a probability distribution. Each step of
the Gibbs sampling try to assign the topic z; for each word w; in the document by
sampling from the probability distribution calculated from equation 2.3 (Griffiths

and Steyvers, 2004).

(wi) (d:)

\& o+ o
(.)f'uj (;»l)a.? (23)
n_. . +Wyn'!’ +Ta

-] 1

n +9 n

P(z = jlz_;, W)ox

where z_; is the topic assignment for the words wy, k # 1, n(_u;]) is the number of
word w assigned to topic j, not including this current word, an ; is the total num-
ber of words assigned to topic j, not including this current word, v is a smoothing
parameter, W is the number of words in the vocabulary, n(_dz)] + « is the number of
words from document d; that is assigned to topic j, not including this current word,
n(_dz) is the total number of words in document d;, not including this current word, T'

is the number of topic, and « is a smoothing parameter.

This probability in the equation gives a chance that topic j will be assigned to
the word w; which is depending on the first fraction, which can be interpreted as the
smooth version of the current proportion of the word w; assigned to topic j, and the
second fraction, which can be explained as the smooth version of the proportion of

the word w; assigned to topic j in this document d;.

During the iterations, the algorithm will keep adjusting the topic assignment
of each word. Eventually, the assignments are going to be good enough to be used

to calculate the 6,, and 3, that we are interested in.

Mallet (McCallum, 2002), which is the toolkit we use to discover the hidden
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topics in this research, is a fast and highly scalable implementation of the Gibbs

sampling.

2.2 Improving and Evaluating Topic Models

Preprocessing for Topic Models

Many studies show that the results of LDA depend on preprocessing steps even

in a language with word boundaries such as English

May et al. (2016) studies the effect of lemmatization on the interpretability of
topic models in Russian, a language with high morphological variation. They found
that interpretability improves when the corpus contains untruncated documents, the

vocabulary is filtered, and lemmatization is used.

Schofield et al. (2017) found that removing stopwords improve the coherence
of topic models. However, it is sufficient to remove the most common, evident

stopwords from a corpus without constructing a specific stoplist for the problem.

Topic Models with Phrases-based Input

Many works recognize that LDA results can be improved when input includes

phrases

Lindsey et al. (2012) present an extension to Latent Dirichlet Allocation called
Phrase-Discovering Latent Dirichlet Allocation. The model uses a hierarchy of
Pitman-Yor processes to infer the location, duration, and topic of phrases within
a corpus while relaxing the bag-of-words assumption. The experiment on human
subjects shows that the algorithm finds significantly better, more interpretable rel-

evant phrases than competing models.

Lau et al. (2013) shows that including bigram collocations in the document

representation leads to better topic coherence. The research finds that a small num-
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ber of top-ranked bigrams, up to 1000, improves subject quality when compared
to unigram tokenization. Using up to 10,000 bigrams can improve topic quality
even further. The paper also shows that named entities with several words provide

consistent results, implying that they should be represented as single tokens.

Yu et al. (2013) provides a phrase-based LDA model that uses a key phrase
extraction methodology, the C-value method, to transition from a bag of words or
n-grams paradigm to a “bag-of-key-phrases” to discover latent themes. The pa-
per demonstrates that the model can help LDA create better and more interpretable
themes than those generated using the bag-of-n-grams technique by employing a

phrase incursion user study.

El-Kishky et al. (2014) presents ToPMine, a topical phrase mining frame-
work for segmenting documents into single and multi-word phrases, and a new topic

model that works with the induced document partition.

Wang et al. (2016) presents PTR, which is a phrase-based topical ranking al-
gorithm for extracting key words from scientific papers. Candidate keys are sep-
arated into different themes and used as vertices in a topic’s phrase-based graph.
Then, to rank phrases for each topic, PageRank is partitioned into several weighted-
PageRanks. Keyphrases are finally identified by their overall scores on related con-

nected topics.

Bin et al. (2018) presents a key phrase and LDA model-based strategy for
discovering and recommending hot subtopics in Chinese news. The study chooses
the Longest Common Sequence (LCS) value as the similarity distance during the

clustering of hot subtopics.

Li et al. (2018) combines a quality phrase mining method and a document

clustering method to provide topical cohesion.
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Evaluating Topic Models

Evaluating the results of LDA can be complicated. One must assess the statis-
tical fit of the model, as well as the coherence of the topic keys, which are the most
probable words in each topic. However, the two measurements may not agree. As
Chang et al. (2009) points out, topic models that outperform on held-out likelihood
may infer less semantically meaningful topics. Researchers usually use the evalua-
tions of fit (Wallach et al., 2009), together with the measure of coherence based on

mutual information (Bouma, 2009; Mimno et al., 2011).

The analyses often require the models in focus to have the same vocabulary and
tokenization standard. These requirements do not hold for our study. Schofield and
Mimno (2016) proposes a metric called the normalized log-likelihood per token,
which measures how much the log-likelihood per token of the model in focus has
improved over that of the original model without requiring the two models to have

the same number of vocabulary.

2.3 Collocations

Collocations consist of two or more words that express conventional meaning
(Manning and Schutze, 1999). Examples of collocations include noun phrases, such
as “New York,” which refers to a city in the United States. It conveys conventional
meaning beyond the content of its two components, “New” and “York.” Colloca-
tions also consist of phrasal verbs such as “knock down” and “build in.” These
groups of words co-occur so frequency that native speakers use them correctly. For
instance, we use “‘strong tea” and “powerful car” but not “powerful tea” or “stong

29

car.

Understanding collocations is useful in a variety of situations. It ensures that
the final sentences sound genuine and without errors when text is automatically gen-
erated. It can also automatically determine which collocations should be included in

a dictionary entry. In addition, it can help improve the parsing of text that includes
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collocations.

There are many strategies we can use to identify the collocations, including

frequency, mean and variance, and hypothesis testing.

Frequency

Frequency is the simplest way to find collocations. If two words often appear
together, they could have a special relationship and, therefore, could be a colloca-

tion.

Ranking phrases by frequency crudely may not yield interesting results be-
cause the top frequent pairs may include collocations without much meaning, such
as “of the,” “in the,” and “to the.” One way we can filter these uninteresting phases
is by using a part-of-speech filter to look for pairs that could be “phrases.” We can
also eliminate so-called stopwords or words that do not add much meaning before

counting the frequency.

Frequency can also be used to suggest a correct phrase. In table 2.1, we can
clearly observed that “strong support” and “powerful symbol” are correct while

“powerful support” and “strong symbol” are not.

Mean and Variance

The words in a collocation may not always be next to each other. The distance

between them can be flexible. For example, as we can see in these two sentences:

* The girl takes care of her ailing cat.

» She always takes good care of other people around her.

The distance between the word “takes” and “care” can vary. Therefore, we can un-

derstand the relationship between the two words we are interested in by computing
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W C(strong, w ) | w C(powerful, w )
support 50 | force 13
safety 22 | computers 10
sales 21 | position 8
opposition 19 | men 8
showing 18 | computer 8
sense 18 | man 7
message 15 | symbol 6
defense 14 | military 6
gains 13 | machines 6
evidence 13 | country 6
criticism 13 | wepons 5
possibility 11 | post 5
feelings 11 | people 5
demand 11 | nation 5
challenges 11 | forces 5
challenge 11 | chip 5
case 11 | Germany 5
supporter 10 | senators 4
signal 9 | neighbor 4
man 9 | magnet 4
Table 2.1: The nouns w occurring most often in the patterns “strong w”

and “powerful w” from New York Times newswire (Manning and Schutze,

1999).



15

the mean and the variance of their distance. For example, the distance between the

word “takes” and “care” in the samples are 1 and 2.

The mean (d) is defined as

d="=L (2.4)

where d; are the distances between two words, and n is the number of the pair. And

the variance s? is defined as

¥ E (2.5)

The low variance of the distance between two words indicates an interesting
relationship. High variance means that the relationship is quite random and, there-
fore, not so interesting. In Figure 2.4, the lower variance of the distance between two
words suggests that “strong oppposition” and ‘“‘strong support” are more interesting

collocations than “strong for.”

Hypothesis Testing

Hypothesis testing is a technique for drawing statistical conclusions from pop-
ulation data. It is used to determine whether or not the outcomes of an experiment
are meaningful. It starts with declaring a null hypothesis, which is a statement that
says there is no significant difference in the given observations, and an alternative
hypothesis, which is a contradiction statement of the null hypothesis. Then statisti-
cians collect data and analyze the data to either reject the null hypothesis or conclude

that the observed difference is insignificant and only happens by chance.

In our work, hypothesis testing is used to determine whether a pair of words
co-occur by chance. The null hypothesis H, is formulated as the two words co-
occur only by chance, and there is no significant relationship between them. The

alternative hypothesis H; would be the opposite of Hy, which is that the two words
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frequency
of strong
50 1
20 |-
4 -3 -2-1 0 1 2 3 4 "
Position of strong with respect to opposition (d = —1.15,s = 0.67).
frequency
of strong
50
20 1
—1 1
-4 -3 -2 -1 0 1 2 3 4
Position of strong with respect to support (d = —1.45,s = 1.07).
frequency
of strong
50 4
20 4
N
-4 -3 -2 -1 0 1 2 3 4

Position of strong with respect to for (d = —=1.12,s = 2.15).

Figure 2.4: Histogram of the position of strong relative to three words from
the New York Times newswire (Manning and Schutze, 1999)
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are somehow associated. Then we assume H is true and compute p, the probability
that the two words would appear as they are. If the probability p is too small, which
means if Hy is true, it is unlikely that the observation would be as we have seen, we

reject the null hypothesis Hy. Otherwise, we retain H.

The ¢ test

We can apply the ¢ test (Student, 1908) to decide whether to reject the null

hypothesis. The ¢ statistic is defined as
=2k (2.6)
?V_

where 7 is the sample mean, s? is the sample variance, N is the sample size, y is the

distribution mean. After we compute the ¢ we reject the null hypothesis if ¢ value is

larger than the critical value for our preferred confidence level.

In our collocation problem, we first assume that the null hypothesis is true,
or in other words, w; and wy co-occur only by chance. Then, we generate bigrams
randomly. When the bigram is w; and ws, we says that the outcome is 1, and when
the bigrams is not w; and wo, we says that the outcome is 0. This is a Bernoulli
process with p = P(w;)P(wy). where P(w;) and P(w,) are the probabilities that the

word w; and ws occur respectively.

The sample mean (x) for this process is P(w;,ws), and the sample variance
(s?) is P(wq,ws)(1 — P(wy,ws)), where P(wq,ws) is the probability that two adja-
cent words are w; and wy. this sample variance is approximately P(w;,wy) when

P(wq,ws) is very small.

The equation 2.6 then becomes

P(wl, wg) — P(wl)P(wz)

[ P(w1,w2)
N

If, for example, in a corpus consisting of 15245658 words, we found the word

(2.7)

t(wy,we) ~

“hot issues” 7 times, “hot” 15256 times, and ’issues” 4258 times. We can calulate
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w; = SOmMe | wy; # some
w, = definition 10 5786
wy # definition 14325 | 15668574

Table 2.2: The number of occurences of the word “some definition’ and other
words

the ¢ statistic as follows.

7 _ 15256 % 4258
t =~ 15245658 15245658 15245658 (2.8)

P S
15245658

15245658

0.657 (2.9)

Q

Since the critical value for o = 0.005 is 2.576 we cannot reject the null hypothesis
that “hot issues” co-occur only by chance, and there is no significant relationship

between the two words “hot” and ‘“issues.”

Pearson’s chi-square test

Pearson’s chi-square test (Pearson, 1900) is an alternative test. It is different
than the ¢ test because it does not assume that the probability are approximately
normally distributed. The chi-square (x?) statistic is defined as

o E)2
X=> {9 7 By}’ (2.10)

EA .
irj H

where i and j are the row and column in the table, while O;; and E;; are the observed
and expected value for cell (4, 7). For the case of 2 by 2 table, in which column 1 is
for wy, column 2 is for not w;, row 1 is for w, and row 2 is for not w,, we can work

out the Equation 2.10 to get

= N (011022 — 012091)? @2.11)
(O11 + 012)(O11 + 021) (012 + 022)(O21 + O22) '

Again, we reject the null hypothesis if x? exceeds the critical value for our signifi-

cance level.
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Suppose we observe the number of occurrences in a corpus as in Table 2.2,

we can compute the ystatistic as follows.

- 15688695(10 x 15668574 — 5786 x 14325)2 2.12)
X7 (10 + 5786)(8 + 15820) (5786 + 15668574) (14325 + 15668574)

3.79 (2.13)

%

Since the critical value is 3.841 for o = 0.05 we cannot reject the null hypothesis that
“some definition” co-occur only by chance, and there is no significant relationship

between the two words “some” and “definition.”

The chi-square (y?) statistic can also be computed by

N (P(wy,wz) = P(w)P(wy))?
P(wy)P(ws)

(2.14)

X (wy, wa) =

Likelihood Ratios

Hypothesis testing can also be done using likelihood ratios, especially when
data are sparse. The likelihood ratio is relatively more interpretable than the
x2statistic. It describes the ratio of the chance one hypothesis has over the other

(Dunning, 1993).

We can formulate two hypotheses when we are interested in a bigram w;ws.

The first hypothesis states that w; and w- are independent.
Hypothesis 1: P(ws | w1) = p = P(ws | ~wy)

The second hypothesis states the opposite, saying that they are dependent,

which means they can be an interesting collocation.

Hypothesis 2: P(wy | wy) = p1 # p2 = P(ws | ~wy)
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We calculate p, p1, p2 as follows.

C2

po= 2 (2.16)
C1
_ Cp—cC12
po— 2 (2.17)

where c; is the number of times w; occurs, ¢y is the number of times ws occurs, and

c19 1s the number of times w;wy occurs.

Assuming a binomial distribution we can compute the probability as follows.

b(k;n,z) = (Z) 2k (1 = z)(k) (2.18)

The likelihood for hypotheses 1 and 2 would be

L(Hy) = b(ci2;c1,p)b(ca — c12; N — c1,Dp) (2.19)

L(Hz) = b(ciz;e1,pl)b(cz — c12; N — c1,p2) (2.20)
then the log of the likelihood ratio A would be

log A =log L(c12, c1,p) +10g L(cz — c12, N — c1,p) (2.21)

—log L(c12,c1,p1) — log L(ca — c12, N — ¢1, p2)

where L(k,n,z) = ¥ (1-x)"*.

For example, the word “powerful force” occurs 10 times in the New York
Times corpus, while the individual word “powerful” and “force” occur 932 and 3424
times respectively. We can can calculate —2log A = 80.39, which can be interpreted
that the two words “powerful force” are e¥-°*8%-39 = 2.86 x 107 times more likely

than the would by random chance.

And since —21log ) is asympoticlly y2distributed (Mood et al., 1974), we can
also utilize the number —2log A = 80.39 to reject H; for o = 0.005 since 82.96 is more

than the critical value of 7.88.
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2.4 Morphological Typology and Writing Sys-

tems

Morphology

In linguistics, morphology is a study of the structure within words. It focuses
on how words are constructed from smaller meaningful components and how such
construction affects the meaning or grammatical function of the final word (Dawson

et al., 2016). Morphological processes include derivation and inflection.

Derivation

Derivation is the process of constructing words out of other words. Deriva-
tion takes a single word and applies one or more operations to it, yielding a new
term, generally belonging to a different lexical category, or sometimes called part
of speech (Dawson et al., 2016). An example of derivation is constructing the word
“co-author” from the word “author” by adding “co-" in front of the original word

to create a new word that means joint author.

Inflection

Inflection is the process of changing the grammatical forms of words. Inflec-
tion uses stems and affixes or other processes as derivation does. However, the
critical difference is that, instead of developing wholly new words, it changes forms
of the original words (Dawson et al., 2016). An example of inflection would be to

(13 2
-S

create the word “dogs” from “dog” by adding to develop a plural version of the

original word.

Morphological Typology

Morphological typology is a study that tries to classify languages by grouping
them based on their morphological patterns. Languages are categorized by whether

or not they employ morphological processes in analytic or synthetic languages.
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Analytic Languages

Analytic languages are languages that are constructed from sequences of free
morphemes. Each word is made up of a single morpheme with meaning and func-
tion. Separate words are used in analytic languages to represent semantic and gram-
matical notions that are commonly expressed with affixes in other languages (Daw-
son et al., 2016). Chinese is an example of an analytic language. In Chinese, the
concepts of plurality and the past tense are expressed through the use of function
words, not a change in form. As shown in Figure 2.5, the word [le] is used to show

past tense.

Ik 1z 35
[WO chi ]
“I eat chicken”

RIzZ3E 7
[WO chi ji le]
“I ate chicken”

Figure 2.5: Chinese is an example of an analytic language

Synthetic Languages

In synthetic languages, a word can be constructed by connecting many mean-
ingful morphemes. The added morpheme can communicate grammatical functions
or provide additional meaning to the word. There are many types of synthetic lan-

guages, including agglutinating languages and fusional languages.
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Agglutinating Languages

The morphemes in agglutinating languages are linked together loosely. There-
fore, it is typically simple to discover where the morpheme boundaries are. For ex-
ample, in Hungarian words [ha z-unk] (our house) and [ha z- d] (your house) we

can see that [unk] means “our” and [ d] means “your” (Dawson et al., 2016)

Fusional Languages

Words in fusional languages are generated by adding bound morphemes to
stems, like in agglutinating languages. However, the affixes may be difficult to be
separated from the stem because of the fusion between morphemes. For example,
in Spanish, “hablo,” “habla,” and “hable” means “I am speaking,” “S/he is speak-
ing,” and “I spoke” respectively. But we cannot conclude that “habl” means speak
because there is no such a morpheme in Spanish. Actually, “hablar” would mean
speak. We can observe the fusion of going from “hablar” to “hablo,” “habla,” and

“hable.”

In agglutinating languages, each affix typically indicates only one meaning,
whereas, in fusional languages, a single prefix commonly transmits multiple mean-

ings simultaneously.

Influence of Morphological Typology on Latent Dirichlet Allocation

Since Latent Dirichlet Allocation uses words as input, the text needs to be
broken into tokens by using tokenizers. Each language has their complication when
we try to break long sentences into tokens. For example, in German, compound
nouns are written without spaces, so tokenizers have to perform the task of breaking
these compound nouns. However, in the process of breaking compound nouns,
together with the bag-of-word assumption of the model, the meaning of broken
compound nouns could be lost. Therefore, the morphological characteristics of each
language may affect the suitability of retokenization strategies that try to merge the

words after the tokenization processes.
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Writing Systems

Writing is the use of graphic marks to represent specific linguistic utterances
(Rogers, 2005). Writing helps us to communicate with other people beyond using

spoken language. As we write, we record a specific thought for a specific audience.

The components of writing are called graphs or graphemes. We can catego-
rize a writing system based on whether the graphemes of that system are primarily
used to express sound or meaning. Phonographic systems, such as English, base
primarily on the representation of sound, while morphographic systems, such as

Chinese, rely on the representation of meaning.

Logograms

Logograms rely on a relationship between a written graphemes and a specific
word or morpheme, mainly its meaning. The symbols may or may not give informa-
tion about the pronounciation. An example of logograms are Chinese and Sumerian
cuneiforms. In Figure 2.6, we can see that each of the chinese character denotes a

specific meaning.
% 1z 38
[WO chi i]
“| eat chicken”

Figure 2.6: Chinese is an example of logogram

Syllabary

In a syllabary, such as Japanese Hiragana, characters denote syllables, In Fig-

ure 2.7, we can see that each character represents a syllable.
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HICLIFICIFALCATY
[wa ta shi wa ni hon jin de su]
“l am Japanese”

Figure 2.7: Japanese is an example of syllabary

Abjads

Abjads are systems that represent consonants but not vowels. Some examples
of abjads are Arabic and Hebrew. Reading without vowels may seem complicated,
but language understanding usually allows the reader to add the vowels by looking
at the context of a sentence. In Figure 2.8, the first line presents Hebrew characters,
and the second line shows the corresponding consonants in English. We can see
that there is no character denoting vowels. The readers must fill in vowels to read it

as [gamal], which means camel in English.

2N

Img
[gamal]
“camel”

Figure 2.8: Hebrew is an example of abjad

Alphabet

In alphabet writing systems like English and German, characters denote both

consonants and vowels. For example, in a word “hit,” “h” and “t” denote consonants,

(13424
1

and denotes vowels.
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Abugidas

Abugidas are writing systems that use characters to denote consonants and
specific characters to denote vowels. Thai is an example of Abugida. In Figure
2.9, “@l3” is constructed by using a sequences of “@” (consonant) * = (vowel) “1”

(vowel) “a” (consonant)

ala
(di: chaj]
“hap py”

Figure 2.9: Thai is an example of abugida

Featural

Another writing system is featural, where character denotes place and manner
of articulation, together with voicing, of phonemes. Korean is an example of a
featural script. In Figures 2.10, the word [Hangul], which means “Korean,” has two
syllables and is denoted by two characters. In the first character, there are three
components. The upper left component denotes the [h], the upper-right component
represents [a], and the lower component indicates [n]. In the second character, the
upper line denotes [g], the longest horizontal line in the middle represents [eu], and

the lower component indicates the ending [1].

ot=
[Hangul]
“Korean”

Figure 2.10: Korean is an example of featural system
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Influence of Writing Systems on Latent Dirichlet Allocation

Tokenization is an important preprocessing step that prepares token input for
Latent Dirichlet Allocation model. However, the resulting tokens are not in the
same standard because the tokenization processes differ between languages, part
of that because they use different writing systems. Therefore each retokenization
strategy may produce different results when they try to merge tokens with different

characteristics from many writing systems.
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OUR PROPOSED METHOD

3.1 Collocations as LDA Token

We hypothesize that merging words into ngrams would increase the coherence
of the topic keys. The merging can also be helpful, particularly in languages with-
out clear word boundaries. It can help adjust the tokenizing standard to be more

appropriate for topic modeling.

There are many ways to merge words into collocations (Manning and Schutze,
1999). We analyze the use of chi-squared statistics (x?), the t-statistic, and raw
frequency to compute the threshold to decide whether or not adjacent words are

merged.

We first compute the collocation measures in a large corpus. Then for each
measure, we list the top 50,000 bigrams with the highest scores. We use this list to

merge the input tokens of the LDA.

3.2 Evaluation Metrics

To study the contribution of merging input tokens to the result of the LDA, we
measure the improvement of statistical fit and coherence with held-out likelihood

and a silhouette coefficient based metric.

Held-Out Likelihood

Combining words into phrases gives us fewer tokens and a larger vocabulary
size. Therefore, we cannot use the conventional log-likelihood metric to compare

the word-token and collocation-token models. To account for the difference in the
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number of tokens and the vocabulary size, we normalize the log-likelihood by di-
viding it with the log-likelihood of the null (unigram) model as in Schofield and
Mimno (2016). Then, the normalized log-likelihood per token (PTLLorm) is

log Linodel — log Eunigram
N

PTLLnorm — (3 . 1)

where N is the number of tokens. This metric measures how the log-likelihood per
token of the collocation-token model has improved over the log-likelihood per token
of the word-token model. Since this metric has already been normalized, the model

with higher PTLL is better.

Concatenation-based Embedding Silhouette (CBES)

Metrics used to measure topic coherence assume that all models have the same
vocabulary. This is not our case. Therefore, we would like to propose the new ap-
plication of the silhouette coeflicient (Rousseeuw, 1987), which is a standard metric

for evaluating clustering.

In a good topic, topic keys should be close to each other and away from the
topic keys in other topics. In our case, the length between topic keys is measured
by the cosine distance between word embedding. So, the cosine distance should
be relatively smaller within the topic and relatively larger between the keys from

different topics.

® - o @ O O
@ @ ® o @)
@ @ @0 O
@ ..
® Co ®
® o
® ® [ I )

Figure 3.1: The topic on the right is a better topic
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To compute the silouette coefficient, we first calculate the a(i), which is the

mean cosine distance between topic—key i and other topic-keys in the same topic.

ali)

Z d(i, j) (3.2)

JEC JFET

where d(i, j) is the distance between ith and jth topic-key. Then for each other topic,
we calculate the mean of the distance of topic-key i to topic-keys in that other topic.

And b(7) is the smallest of such mean among other topics.

b(i) = > d(i, ) (3.3)

k;éz ’ Ck ‘ jeon

After we get a(i) and b(7), the silhouette coefficient for topic-key : is defined as:

s———0(i)2- af——= A
s(i) = m,lf! Ci|>1 (3.4)

and

s(i) =0,if | C; |=1 (3.5)
The silhouette coefficient for the entire model is the average s(:) over all .. The
larger silhouette coeflicient means that topic-keys are relatively similar within its

topic and different from other topics.

3.3 Experiments

We think that we should consider the morphology of the language when we
choose the pre-processing steps. We study the corpus from different morphological
typologies, such as German, which is a fusional language; Japanese and Korean,
which are agglutinative languages; Chinese, Thai, and Arabic, which are analytic
languages; and English, which can be analytic or fusional language. These lan-
guages have different writing systems, including logogram (Chinese), syllabic sys-
tem (Japanese), featural system (Korean), abugida (Thai), abjad (Arabic), and true
alphabets (English and German).

The English corpora consist of The New York Times (Sandhaus, 2008), the
Yelp Dataset!, and United States State of the Union addresses (1790 to 2018) divided

'www.yelp.com/dataset
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into paragraphs®. The German data is from Ten Thousand German News Articles
Dataset®. The Chinese corpora consist of the news articles from Chinanews?, restau-
rant reviews from Dianping>, and the movie reviews from Douban®. The Japanese
data is drawn from the Webhose’s Free Datasets’. The Korean data is from the
KAIST Corpus®. The Thai corpora consist of the news articles in Prachathai®, the
restaurant reviews from Wongnai'?, the BEST corpus!!, and the Thai National Cor-
pus (Aroonmanakun, 2007). The Arabic data is from the Antcorpus (Chouigui et al.,
2017). Each corpus is divided into 75% training documents and 25% test documents

(Table 3.1).

We use the text from the reduce version of Wikipedia dump for each language
except English to train the 2, 7, and frequency-based tokenizers. For English we use
the Wiki103 dataset (Merity et al., 2016). English, German, Chinese, Japanese, Ko-
rean, Thai and Arabic documents are tokenized with NLTK (Bird, 2006), SoMalo
(Proisl and Uhrig, 2016), Stanford Word Segmenter (Tseng et al., 2005), Fugashi
(McCann, 2020), KoNLPy (Park and Cho, 2014), Attacut (Chormai et al., 2020)
and Camel-tools (Obeid et al., 2020) respectively. We construct a list of 50,000 top
bigrams with the highest scores in each criterion. We then merge words in the input

of the LDA with these lists.

We use the gensim (Rehiifek and Sojka, 2010) with the Continuous Bag-of-
Word (CBOW) algorithm (Mikolov et al., 2013) to obtain word embeddings. For
English, we lowercase and lemmatize data. To lemmatize a word is to remove the
inflectional ending of the word, resulting in a lemma, or base form of the word.

An example of lemmatizing is converting “studies” to just “study.” For Korean,

2www.kaggle.com/rtatman/state-of-the-union-corpus-1989-2017
3github.com/tblock/10kGNAD

4www.chinanews.com

S github.com/zhangxiangxiao/glyph
bwww.kaggle.com/utmhikari/doubanmovieshortcomments
7webhose.io/free-datasets/japanese-news-articles/
8semanticweb.kaist.ac.kr/home/index.php/KAIST_Corpus
9github.com/PyThaiNLP/prachathai-67k
10www.kaggle.com/c/wongnai-challenge-review-rating-prediction
thailang.nectec.or.th/downloadcenter



Domains Docs | Tokens YJoMerged

(K) (M) | CHI T | FREQ
EN-NYTimes | News 53 07| 1.64 | 1271 | 12.72
EN-SOTU Speeches 42 0.8 0.86| 9.76 | 10.33
EN-Yelp Restaurants 67 21| 0.16 | 7.85 8.97
DE-10kGNAD | News 222 19| 0.09| 746 | 7.68
CN-Chinanews | News 49 0.8 0.00|11.61 | 11.64
CN-Dianping | Restaurants 40 0.8 0.01 | 2.82 2.80
CN-Douban Movies 98 0.6 | 003 | 4.17 4.23
JA-JapanNews | News 528 3.6 |21.74 | 2195 | 21.85
KO-KAIST Misc 20 0.2 ]19.82 | 20.71 | 21.27
TH-Prachathai | News 32 441 007 | 1597 | 14.06
TH-Wongnai Restaurants 40 1.2 | 0.00 | 8.52 6.09
TH-BEST Misc v 2.1 | 0.03 | 1494 | 13.09
TH-TNC Misc 4 1.0 0.03 | 13.65 | 12.00
AR-ANT News 60 1.1 | 0.16 | 26.13 | 27.45
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Table 3.1: The details of corpora we use in this study (Cheevaprawatdom-
rong et al., 2022)

Japanese, and Arabic, we lemmatize the data. For German, Chinese, and Thai, we

do not do any normalization.

We use MALLET (McCallum, 2002) with the default hyperparameters to train
and evaluate topic models with 10, 50, 100 topics. We run the experiment 3 times
for each combination of corpus, type of retokenization (no retokenization, x?, ¢ or
frequency), and number of topics to compute the means of the normalized held-out

likelihood and CBES, which is explained in chapter 3.2.
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3.4 Results and Discussion

Results

We first describe the overall picture of the results to show the similarity among
all corpora in all languages and then discuss individual languages later about the

unique behaviors they have which are different from the majority.

In general, the retokenization based on ¢ and frequency significantly improve
the normalized log-likelihood per token for English, German, Chinese, Japanese,
Korean, and Arabic for all text collections and the number of topics except EN-Yelp,
TH-BEST, and TH-TNC (Table 3.3). Among these two measures, frequency-based

retokenization performs slightly better than ¢ retokenization.

The x%retokenization does not perform well in most languages, except for
Japanese and Korean. This result is counterintuitive since y?is a wildly used mea-
sure in finding collocation. It shows that y?based collocation might not be suitable

for merging input of the LDA model.

The retokenization based on ¢ and frequency also improves the coherence of
the topic-keys (Table 3.3). After applying the retokenization to the input, topic-keys
become more semantically coherent, and topics become more distinct. We see the
improvement across all number of topics in English, Japanese, Korean, and Arabic

corpora.

Similar to the results in normalized log-likelihood, we see the improvement
across all types of collocation measures for Japanese and Korean. There could be
some quality in morphology or typology of the two languages that make them ben-

efit from the retokenization.
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English

English is the language that yields the results that agree with the overall re-
sults. y?based retokenization doesn’t significantly improve both the normalized log-
likelihood per token and the coherence of the topic keys, if not make them worse.
One of the results worth mentioning is that the ¢ and frequency based retokeniza-
tion improve both the normalized log-likelihood per token and the coherence of the
topic keys for all number of topics over all corpora except only for the 100 topics of
Yelp. This exception could be because the domain of the Yelp, which is restaurant

reviews, is quite different from that of the Wikipedia used to train the retokenizers.

Chinese and Thai

What happens to Yelp in English can be observed more clearly in Chinese and
Thai. The corpora in both languages contain text from many domains. Prachathai
and Chinanews consist of news, Wongnai and Dianping contain restaurant reviews,
Douban involves movie reviews, and in BEST and TNC there are various types of

text, including novels.

While, in general, 7 and frequency based retokenization improve the normal-
ized log-likelihood and the coherence of the topic-keys, they fail to increase the
topic coherence in Dianping and Douban in Chinese over almost all number of top-
ics. In Thai, They worsen the normalized log-likelihood of the 10 topics of BEST
and TNC. The frequency based retokenizer also performs poorly over all topics of
Wongnai. This is worth mentioning because in the languages with many corpora
from various domains, we can clearly observe that the # and frequency based reto-
kenizers do not perform as expected in corpora having content diverge from that of

the Wikipedia used to train the retokenizers.

Japanese and Korean

The results stand out in Japanese and Korean. While y?based retokenization

doesn’t significantly increase, if not decrease, both the normalized log-likelihood
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per token in most languages, it performs well across the board in Japanese and Ko-

rean. Some characteristics in these languages could be the reason for this exception.

German and Arabic

There are some results in German and Arabic worth mentioning. In Ara-
bic, while y?retokenization worsens the log-likelihood per token over all number
of topics, it improves the topic coherence across the board. It is almost the opposite
in German, where the same retokenization improves the log-likelihood per token
over all number of topics but decreases the topic coherence in 10 and 50 topics of
the German corpus. We do not see any clear explanation for this behavior. The
x’retokenization doesn’t help in general, so it can introduce some noise to the data,
but some characteristics in these languages may help support its performance in

certain metrics.

Discussion
Chi-square Strategy

We observe different improvements from collocation measures, and y2does
not perform well in most languages. This could be due to the percentage of merged
tokens during the retokenization (Table 3.1). The percentages of merged tokens us-
ing x?’measure are about one percent or below for many corpora, including English,
Chinese, German, Arabic, and Thai corpora. This could generate the noise into the

data that makes the results worse than the baseline in some cases.

On the other hand, we can see significantly higher percentages of merged to-
kens using ¢ and frequency-based retokenization. They merge similar tokens across
languages as demonstrated in Table 3.2. We see about 8%-15% of merging in En-
glish, German and Chinese, The highest percentages of merging, which is about
26%-27% are in Arabic. Japanese and Korean see about 20% of merging in all

three types of retokenization strategies. All of these higher merging percentages
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The reason why y?retokenization merges fewer tokens than other measures
could be the truncation of the top bigrams list. We limit the number of top bigrams
to 50,000 for all three measures. However, the number of the bigrams that pass the
hypothesis testing is relatively large, so many of the bigrams from the y?measure are
left unused. For example there are 3.73 million y2collocations, much more than the
231 thousand ¢ collocations in Thai for the same significance level a = 0.005. The
list of bigrams that pass the y?testing also includes all of the top bigrams obtained
from the t+ measure. Therefore, we could get at least the same percentage merged
if we use all the bigrams that pass the y2hypothesis testing. In addition, we also
observe that the top 50,000 bigrams from y?measures mostly contain rare words.
These words don’t appear frequently, but they make the list because they co-occur
much more than they should do randomly. So when the percentage merge is very

low when we use these rarely occurred top 50,000 bigrams from y?measure.

The writing system or the morphology of the language can also account for
the different merged percentages. For example, in English, we see specific named
entities in the top 20 x2collocations and see compound nouns and common phrases

in the ¢ and frequency-based retokenizers (Figure 3.2).

Influence of Merge Percentages

The models with higher merge percentages produce better normalized log-
likelihood and CBES scores. That means they are better regarding the goodness of
fit and topic-keys coherence. When considering merging strategies, ¢ and frequency
measures give better merge percentages, and when focusing on each language, the
news corpora see higher merge percentages over other types of data, such as restau-
rant and movie reviews (Table 3.1). This could be because the news corpora are in
a similar domain to that of the Wikipedia, which we use to build the top bigrams

list.

There is a positive correlation between merge percentage and the improvement

of the PTLL over the baseline word model. The correlation coefficient is 0.41, 0.77,
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x”: dvenadsat apostolov, jormp jomp, malwae tweep, aboul gheit, achduth vesholom, adavari matalaku, adeste
fideles, afforementionede oughtt, agoraf drws, aht urhgan, akanu ibiam, aksak maboul, alberthiene endah, alfava
metraxis, alfonsas eidintas, allasani peddana, alteram partem, amantes clandestinos, amarin winitchai, amel oluna
t: united states, new york, world war, km h, take place, miles km, los angeles, united kingdom, first time, high school,
tropical storm, new zealand, war ii, video game, mph km, h mph, north america, air force, two years, peak number
frequency: united states, new york, world war, km h, take place, miles km, first time, los angeles, united kingdom,
high school, tropical storm, new zealand, video game, war ii, mph km, two years, h mph, north america, air force, peak
number
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Figure 3.2: The top 20 collocations from each strategy. (Cheevaprawatdom-
rong et al., 2022)

and 0.68 for all models with 10, 50, and 100 topics respectively. There is also a
positive correlation between merge percentage and the improvement of CBES over
the baseline word model. The correlation coefficient is 0.73, 0.76, and 0.79 for all
models with 10, 50, and 100 topics respectively. This means the retokenizers that
generalize well and recognize many collocations in the target corpora can better

improve the result of the LDA models.

Topic-keys

We found merged topic-keys in almost all topics when the models are merged
with the r or raw frequency measures. We can also see that the meaning of the
topic-keys from the merged models is more precise. For example, the meaning of
the collocation “social security” is much more precise than the individual meaning
of its components, which are the word “social” and “security.” In some cases, the
meaning is totally different when breaking up the collocations. For example, the

meaning of the collocation “Au L& LA [khons ad 1], which is a specific political
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Figure 3.3: PTLL improvement vs. merged percentage. (Cheevaprawatdom-
rong et al., 2022)

group in Thailand, can be totally lost when the collocation is broken into words,

which are “Au” [kPon] (people) “L?;a” [s a] (shirt) “ums” [d n] (red).

However, some might feel that the topics from the merged and unmerged mod-
els look similar. That is because we look through the human perspective. We un-
derstand the language and understand the context of the topics. The computer and
algorithms may not have this privilege, and they need explicit collocations to per-

form well in search and classification tasks.
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Figure 3.4: CBES improvement vs. merged percentage. (Cheevaprawatdom-
rong et al., 2022)

X3t | x*-freq | t-freq
English 8.90 7.78 | 74.87
German | 0.00 0.00 | 83.06
Chinese | 0.00 0.00 | 86.48
Japanese | 29.06 | 22.60 | 73.34
Korean | 10.56 7.34 | 71.95
Thai 0.22 0.06 | 67.25
Arabic 1.22 1.20 | 66.89
Table 3.2: The percentage of overlapping merged tokens between two meth-

ods of retokenization computed on the retokenization training data. (Chee-
vaprawatdomrong et al., 2022)
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10 topics 50 topics 100 topics

Word| x? t | freq |Word| x2 t freq | Word | X2 t freq
EN-NYTimes |.3646| .3675|.4119|.4386|.5214|.5225| .5766| .6128| .5588| .5533| .6050|1.0492
EN-SOTU 2699| .2660(.2967|.3145|.3809|.3809| .4122| .4430| .4135| .4101| .4367| .4705
EN-Yelp .1597| .1607|.1833(.2021|.2589|.2599| .2893| .3169| .3357| .2822| .3130| .3412
DE-10kGNAD |.4982| .5001|.5233|.5251|.7272|.7272| .7622| .7651| .7784| .7809| .8122| .8188
CN-Chinanews |.5033| .5046|.5510|.5592|.7647| .766| .8170| .8344| .8427| .8394| .8847| .9044
CN-Dianping  |.2557| .2574|.2644|.2659|.3899(.3906| .3965| .4013| .4188| .4212| .4255| .4263
CN-Douban 2966| .2955(.3076|.3092|.4048|.4073| .4144| .4173| .4294| .4301| .4332| 4374
JA-JapanNews |.4540| .7803|.5942|.6342|.7173|.9268| .9339| .9926| .8088|1.0325|1.0316|1.1003
KO-KAIST .2901|1.0315|.4589|.5442|.6446|.6833| .7152| .8390| .4755| .7437|1.3443| .9221
TH-Prachathai |.4367| .4331|.4756|.4743|.7052|.8458| .7699| .7719| .7854| .7854| .8537| .8548
TH-Wongnai 2048 | .2013(.2225].2192.3237|.3222| .3472| .3399| .3467| .3463| .3720| .3636
TH-BEST .6995| .6995|.6704|.6838|.9148|.9190| .9279| .9389| .9812| .9819| .9967|1.0100
TH-TNC 7420 .7422(.7079.7239(.9969|.9952|1.0079|1.0219|1.0508 | 1.0473 | 1.0608 |1.0758
AR-ArabicNews |.3183| .3152|.4676|.5663|.4923|.4913| .7175| .8742| .5417| .5409| .7681| .9355

10 topics 50 topics 100 topics

Word | X2 t freq | Word | x? t freq | Word | 2 t freq
EN-NYTimes .0143| .0153| .0246| .0453|-.0582(-.0625|-.0544 |-.0487 |-.0876|-.0875 |-.0783 |-.0780
EN-SOTU .0034|-.0013| .0070| .0100|-.0602 |-.0597 |-.0595 |-.0527 |-.0812 |-.0823 |-.0793 |-.0743
EN-Yelp -.0634|-.0548 |-.0465(-.0337 |-.1117|-.1085|-.1023 | -.0952 | -.1299|-.1290|-.1179| -.1153
DE-10kGNAD |-.0209 |-.0244|-.0190{-.0134|-.0804 |-.0860|-.0785 |-.0680|-.0753 | -.0730|-.0655 | -.0599
CN-Chinanews | .0002| .0018| .0152| .0162|-.0523 |-.0559|-.0456|-.0388 |-.0699|-.0712|-.0665 | -.0620
CN-Dianping  |-.0708|-.0854|-.0714|-.0744|-.1278 |-.1316|-.1317 |-.1339 (-.1373|-.1439 | -.1446 | -.1439
CN-Douban -.0226(-.0140{-.0078 |-.0095 | -.0847 | -.0854 | -.0864 |-.0850 | -.1037 | -.1041 |-.1073 | -.1053
JA-JapanNews |-.0925|-.0655]|-.0562(-.0133|-.1503|-.1010|-.0977 |-.0716 |-.1644 |-.1120|-.1106 | -.0915
KO-KAIST -.0608|-.0315|-.0317|-.0191|-.0895|-.0691 | -.0664 | -.0503 | -.0868 | -.0698 | -.0726 | -.0592
TH-Prachathai |-.0039{-.0092|-.0040| .0160|-.0806|-.0797|-.0684 |-.0623|-.1137|-.1121|-.0939-.0896
TH-Wongnai -.0667|-.0672|-.0733|-.0726 |-.1468 |-.1530|-.1462 |-.1505|-.1761 |-.1709 |-.1738 | -.1767
TH-BEST -.0278|-.0187|-.0248|-.0095 | -.0987 | -.0977 | -.0987 | -.0927 |-.1145|-.1153 | -.1086 | -.1007
TH-TNC -.0284(-.03241-.0133 |-.0271|-.1079|-.1053 |-.1332|-.0964 | -.1281|-.1274|-.1297 | -.1175
AR-ArabicNews | -.0695|-.0673 |-.0496 | .0124|-.1255|-.1129|-.0834 |-.0434 |-.1355|-.1309|-.1010|-.0735

Table 3.3: Normalized unigram log-likelihood per token (top) and

Concatenation-based Embedding Silhouette (CBES) scores (bottom) for be-
tween the baseline and retokenization models: y?, textitt, and raw frequency.
(Cheevaprawatdomrong et al., 2022)



Chapter 1V

CONCLUSION

In this research, we show that merging input tokens of the LDA can improve
the statistical fit of the model, and results in the topics that are more coherent and
more distinct. We also found that the percentage of merging has a positive impact
on both goodness of fit and coherence results. The study shows that ¢ statistics and
raw frequency strategies are better than the y>’measure when we want to merge LDA
input because the y?measure focuses on rare named entities which do not merge well
in general documents. By retokenizing with ¢ statistics and frequency measure, we
get the input with noun phrases in the topic keys that could help better understanding
of the topics and make these topics more semantically precise for the downstream
tasks. We also found different merging behavior, and thus varying results, among
types of languages. This may be due to their unique morphological typology and

writing system.
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Appendix I

TOP BIGRAMS

united states, new york, world war, km h, take place, miles
km, first time, los angeles, united kingdom, high school,
tropical storm, new zealand, video game, war ii, mph km, two
years, h mph, north america, air force, peak number, number
one, years later, music video, year old, km mi, york city, inch
frequency |mm, follow year, days later, next day, positive review,
become first, prime minister, final fantasy, civil war, also
know, metres ft, new jersey, york times, long tons, take part,
tropical depression, three years, studio album, two days, san
francisco, tropical cyclone, first two, television series, science
fiction

united states, new york, world war, km h, take place, miles
km, los angeles, united kingdom, first time, high school,
tropical storm, new zealand, war ii, video game, mph km, h
mph, north america, air force, two years, peak number, music
video, km mi, year old, years later, inch mm, york city,
t-statistics  |number one, days later, follow year, positive review, next
day, prime minister, final fantasy, civil war, metres ft, new
jersey, york times, long tons, also know, tropical depression,
become first, studio album, san francisco, tropical cyclone,
three years, two days, take part, science fiction, television

series, hip hop

dvenadsat apostolov, jormp jomp, malwae tweep, aboul gheit,
achduth vesholom, adavari matalaku, adeste fideles,
afforementionede oughtt, agoraf drws, aht urhgan, akanu
ibiam, aksak maboul, alberthiene endah, alfava metraxis,
alfonsas eidintas, allasani peddana, alteram partem, amantes
clandestinos, amarin winitchai, amel oluna, anaganaga
dheerudu, analysin infinitorum, anemer bangkong, angraecum
sesquipedale, anjaana anjaani, annamaria pinazzi, anquan
boldin, antikes seewesens, antthrushes antpittas, anubhavam
pudhumai, archinome jasoni, arly singou, arsens miskarovs,
aschwin wildeboer, athisaya piravi, athous lavrensis,
athrotaxis selaginoides, atikaya akshayakumara, audemars
piguet, austinograea rodriguezensis, avata nirodhana, ayaan
hirsi, ayoub odisho, bachao andolan, bacospora myosura,
baldrs draumar, barang tiada, bathys ryax, beauveria bassiana,
belajske poljice

Chi-square

Figure A.1: The top 50 collocations from English Wikipedia. (Cheevap-

rawatdomrong et al., 2022)



frequency

Im Jahr, New York, In Jahren, Zweiten Weltkrieg,
Vereinigten Staaten, Im Jahre, Familienname Personen, Jahre
spater, University of, of the, Alter Jahren, selben Jahr, Es
gibt, Dariiber hinaus, Der Ort, Die erste, Die Gemeinde, Am
Mai, Am Januar, de la, Am Juli, zwei Jahre, Am Mirz, Am
April, In Saison, Am Juni, Am Oktober, Der Film,
Einwohnern Stand, Olympischen Spielen, Name Personen,
Am September, Der Name, In Zeit, Ende Jahrhunderts, Ersten
Weltkrieg, Jahr spiter, Am Dezember, Am November, ersten
Mal, Die Stadt, Am August, Los Angeles, Mitte Jahrhunderts,
Im Jahrhundert, Im selben, Die Liste, Des Weiteren,
Frankfurt Main, Jahre lang

t-statistics

Im Jahr, New York, In Jahren, Zweiten Weltkrieg,
Vereinigten Staaten, Im Jahre, Familienname Personen,
University of, Jahre spiter, of the, Alter Jahren, selben Jahr,
Dariiber hinaus, Es gibt, Der Ort, Am Mai, de la, Am Januar,
Am Juli, Am Mérz, Einwohnern Stand, Am April,
Olympischen Spielen, Name Personen, Am Juni, Am
Oktober, zwei Jahre, Ende Jahrhunderts, In Saison, Ersten
Weltkrieg, Am September, Der Film, Die erste, Der Name,
Am Dezember, ersten Mal, Jahr spiter, Die Gemeinde, In
Zeit, Am November, Los Angeles, Am August, Mitte
Jahrhunderts, Im selben, Des Weiteren, Frankfurt Main, Jahre
lang, Im Jahrhundert, Hilfte Jahrhunderts, Am Februar

Chi-square

Budleigh Salterton, dagestanisch punjabisch, punjabisch
sikhistisch, thesen temperamente, AAORRAC OARC,
AARNLPNICK IPAVGRCQFT, AARNLPNICN
IPNIGACPFR, ABACABA Kettenrondo, ABBATIAE
LUDGERI, ABBYY FineReader, ABDAC Alkylteil, ABFF
Studiopremicre, ABGESCHIDEN IHRES, ABGEW ENDET,
ABOREA Heredium, ABSCONDITE ELEMOSINAM,
ABSDORF ALBERNDORF, ACEP Lehrgangskonzept,
ACOL Adeguamento, ACOMA Volksfrauen, ACRS
Proliferationsfragen, ACTOR UNDERGOER, ADCs DACs,
ADDUI SUBUI, ADFECTUS VULNERE, ADMIRABILE
OPVS, ADOLF FRIEDRICHS, ADOLPH KOHUT, ADRW
Naturpower, ADST Kantenblocke, AELIVS SEVERINVS,
AENEAS ORESTES, AENK Dimoulas, AEPB LRVF,
AFErosol RObotic, AFDRU Minensuchhunde, AFFINOMICS
CAGEKID, AFIL Systemherstellers, AFYHW KXAXF,
AGADF AAADG, AGITATED SCREAMS, AGOK
AGOFF, AHENEUS BONA, AICTO Elgazala, AIIMS
Gursaran, AIRAC AMDT, AIRNORTHWEST
NAVNORTHWEST, AIUS Agroresurs, AJK
Programmtagung, AIMER Ajaymeru

48

Figure A.2: The top 50 collocations from German Wikipedia. (Cheevap-

rawatdomrong et al., 2022)



frequency

WAR TR, AR SRR, A D A, i AR, AH
NA,HEESFAAR, B, 2 E, #EK s, =K,
e RE, PE KR, 1778 XKH], i 8, 1o B, B
B AW, B A0, AR AE], R ANA,H - R, AL
T [, BUT X, 5 26, 1780 AL, 05— IR, 284 1TEL,
T S8, AR Mk, Ok A0, A0 EE, 'K,
e AR, Ak EoR, AR Tk, TR BUR, AR A&
e, AR &, TE L5, X0 7R3, R 8407 AL
T, RS, AR R, PY A, AR BOR, AR fffk
F,=E AA, BT R, Bk L, L

t-statistics

mAR AR, AR EFE, A0 SE, e AR, BE
VO E, NB AND, B, 2 [E, R S, mE K,
rhig RFE, thE KRR, 778 KR, it 2, o, B
B A, BB AF, B A[Q,EHAR O, 65— &k,
T [E, LLF X, 5 2, 178 07, 28k 178, T 2
PR, B R, AR W, AN R, b BOR, K
ANB, mA ST, T LUT, & W, Af 41k, 1E
NE, AR B IE L7=ar, et B0 B,
71 £, R KRER, W R, AR #LE, AR EBUH,
M R, R B, B Lotk il rhde fEEE &

Chi-square

IR 20, — 2T PIRE R, —2 i =% & ik, —
RMZEWIRE BINEHAE, — 0K Zkn, — - ——
-, - TFE R, - TURME R, Stk =
#, —théa =, B HEH, -+ e, —fF
#OEE, —E REe, —\EFEFE —NWEFE, —NE
JELZ TR B WS, U0 BORE, % ek, R
[t W — PO Gk RSy LR, —5ER Bk, — 4K
ok, A TECR, A T8, Ak riliE, —
B R, —408 ThE, —4 2 W R, 4 KE
i, —4 Fd SRR, —0k BREAREES, —WO\ JHEH S,
—hns Juan s, e e 2, oK HRES, R
X, —ZHd AR, —A0bE FEY, — 1 2 SR S 14k
i, —5H SR s, —F R TR, — 5K 5
5y, B W] FEA T, B HTARHT ISR ARHT, — ROSST
ghih i, —iEEE B, — R S, — I &S
— M, —EIE AR
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Figure A.3: The top 50 collocations from Chinese Wikipedia. (Cheevap-

rawatdomrong et al., 2022)



B D, B, A% E, A5 R KD ED,
5 AR, o 1%, F AL, BRI AR, A% %, 5% Ho, &
1%, B0 HSES, 4F WAL, 5 4F, KE 1k, i 5%, i<

feaneney |02 10 FiB, B IO, 2% W, TFHE 5%, T4, BB T,

QENCY Wty #%, [\, R 4E, 4 TR, FAE B AE R, R A

%, 475 A, 5 W, B o, I %, B 4F, &5 =5,
B KR Gk BB, B O, 55 D, Bl A5, S8
[, F5E &%, BIE 4F, 55 B, BAfE &%, A% Hh
R, B ES, A B, B85 F, KO &, 15 b, B
o D, A BER, A D, AR AR B D, A D, B
%%, i 2%, ¥ B D, F1E 55, TR 4, 5 6, 55
AR TR, RAE R, A% A, JBA AR AR R I A, B

t-statistics |3 A5, (b &5, &% E, 179 85, TAVh &4, HIR F,
BT M, B0 Ho, i SRR 8 BRI AhE — B
%, Bl A%, B 2, ED o, i 2, g %
:% Sei BB, D B, o i, N R, B2 ko, B O

Chi-square

VI L, T A [ EoTo, S CBY, s
oSS T LA — VA IR RARG A TR r—t Ty
NN Ty TT N, TRIAL TR 7
RUT Ly TRIT ALy, TIssg W50 7O
A, ATVYE~T FUud®A vV TR, 7T
Y WFuy, I ) oy, TANI ARTF
TANGY AN, A2 HINTRIERR A ) THT AR
BT a— AT B R YT I VT
7, 7afy ey =g, Jal 7 assIR JUSRCII3R
YANT =) HI—=R ARG I F 2T A —F ALK
ATAT /X )Fay =/xVFay, Faugy ~\rXxay,
VroX To=—F, TR xx A, ey Tty s
A, (A FFea, Nrae L 2R Avay KA Ko
T, FTHALFT gy = A F)Tay, =g U
D, NIE Ty TFe—F ), NI — Ly r—
IN—=F3I— TURY TNARayLFS s Tal T T
NG HFh, TV F'F A AT A, RT AAHR
Vo V=mamy, w)b—all T—RUVA VY 4 7a

F w7 a4, LW — b 7ali —#8 TR, —81 [, A8
Z [\ W RIS, jis %05, AbhE g
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Figure A.4: The top 50 collocations from Japansese Wikipedia. (Cheevap-

rawatdomrong et al., 2022)



frequency

4 21, St} 47, 310} atu, @ o}, AL ek, @ e, Al
2 sl vy, aje} 9, 9 @, % alv), & glv), 914 &, 3
o Slal, she} =, AL8 ST}, 71 s, S ek, e
g}, 7% s}, 8% s}, sk ol v}, £4) i}, 9 &
o, s &, 744 3, & g@na, & s, A A, s
o=, Zof 51}, 8t} o] &, o] & a}t}, s}tt 9, 0 v
= 54 st Abg ey, =, 9 o)t ¥ &, e %)
ofth, WAl B}, L s}, 914 v}, 54 e, 17
% 2, 24 s, 29 stk S ol W ol

42l shek 5, & o}, 9] &, @k}, A% S}, AL 6t

o}, 3 ateh, = glek, 914 g, sk gk, ARE = gt
91af, 7HA AL, 7)1 % shol, ARk A s e}, S skt
715 shrh, & W@, & stk s v =, o] 8

tstatisties | o}, ¢ ¥, % Stek, o) & Shh, A sk, F sk, =
®, 9 ot} Sl =, WA Sk, 5 s, ul ol h,
& W steh, )4 Hofh, w2 stk A4 B, B
Sk}, W olck, 9 sk}, #7b shek, o)/ % ek, # &,
#4 steh, A7 sk, olv] sheh, Gt ol ok, H7 A
s R T EE O e N e
W, B AR, gebe e, g 4n, g A g
@21, %% 341, A A%, B9 3L, AEY R
S, AEN BE,AY AL, A2 ARG, A2
Eoul, Ao [ @), A2 H@KCUA, Aol
Ao AgdE dil, A% S Ao, A2 3E,
AR A3 A AR, A RO, A RE B, 2

Chi-square | 2110, AQ AR, A9 230, Azv] 2rgz, 2 o
A, Aaehs ofulis, A7F ¢4 AF ko], A 2
S, AFA AR AL, AR B2, A4 A0, A
o sl o), AAHE Qe A A AA AL A4,
AL SR AT A, 9oke) Ehe.s]of, w74l
DA G, TAAE PR, DFAA AL, 18
il el 178, A NAdH, 171 ATl e Al
A
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Figure A.5: The top 50 collocations from Korean Wikipedia. (Cheevap-

rawatdomrong et al., 2022)



frequency

M, 16 5y, w1, Tu n1s, 78, vin W, & nns, sia w0, ag
Tu, 71 @271, Wa Tu, 7 9, Wav 210, G99 11, 910 s, Su

=] L = L= =] s
N9, W o, 11 370, 2= 4, T 8, Tu ansg, Tu o, Tu u,
du 7, 713w, 910 1w, A1s fAne, wae 8, uan 7, 1 16,
A5 W, Lilas 910, wax 113, 31 11, Tee §, 1 16, uas
161, uaz 1tu, ag9 usn, du 9, du u, i 9u, 9= 11w, A58 1,
161 11, 11w ln, @en Au, 619 9, vin vu, wile u

t-statistics

16 Su, Ju i, Tu 11, vin W, sia wn, f a1s, 7 81, W nns, da
AU, ¥a 10, ag lu, 1 A2, 5u NS, &9 1Tlu, T 299, 17
270, 11lu i, #i 2z, uan 970, Wi §i, n1s Anwn, Lilav 970, 970
A9, 970 1w, N5 waivde, 9z i, du 9, A%9 usn, Tu Ju, 1in
g, @en fu, e q, ¥i1 97w, 1 16, Bun 91, Hea Ay,
AETU D8N, WA 91U, $19 atl, 199 13, 69 nana, 1t i, A
Qu, 11N A7, AS 7, 11 990, ezt en, Teo 3, aan u,
WD 12

Chi-square

Aaawsy ilAaa, niau Add, Asdd uavTwssnil,
UVNAW 9Ny, 57U DINEY, AN UNA, AnuNd weula,
ANYIINSIU ASUN, DAL LLATYdnanal, LaAIA
w1, lad aawug, nnns Wwayandna, nnna uainANL,
nAnUnvian Arraug, NNNNG aUUNEUINUIU,
Andunasiiagl ¢1, nne 8815, NA UKW, NASIAINTU
dafaan, nalda ﬁ‘ﬁ’u, AATANT yMAaULN, Nvaiilnaing
AANIUNN, NI FLALD, NNAN Lol naaa Lsau, nexln
Aawlin, neddavduvie 1use, nagadiuls wavaged, nen
ulael, naagiiled siiud, naTusd e lo: AF, nvlaren
a1'lag, noouar LHEUTUIFT, NTEFINA SUL6N, AU
@154, NI Buil, ndadnan aniusWdd, na daiuidu,
NN 3asznel, ngasenalna wlaTe, npaaWu
Tuanauu, NANA NNSUITATFIU, NHN UUASENIAN, NHNA
USRI WA, Nu wasdns, nayoyTey
Iounnniiiing, na Aok, NAYYA FuSaUATWIA, naly
AlAaTa, nduall uif
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Figure A.6: The top 50 collocations from Thai Wikipedia. (Cheevaprawat-

domrong et al., 2022)



frequency

(B e e e Sl ase ade Al e dile AV 8 Al aala )Y

A a2 A oY b GB808 a0 (S el 3 (el 58 e
‘;,m&’%#&’?ﬁsﬁD&h‘;?‘;éj5"3"&-)35‘5'.'_\;»;@
ﬂlhlg ‘; ,t:ﬂ "_‘E‘J 5&;! ﬂL“ﬂ] Sd:di L;‘." !‘; ‘; EJ]‘J;_,:‘ \__L;.Ii‘; 9""4 f‘;a") ,2\51:3@
elad) i el G G &A% e (8| jhe e A0l B aa0l 281G
o0l e o (B et e ale B Sl e e i G KA

b oe onAals cd8 8 ATV oSl 380G

t-statistics

e m e s ek vie gl AV, b 8 ik A
G ea Al oY S ) (Soal G858 B e 3028 ol 3K
&M,c_aud josl) ABLa) a1add s u..,.si YA (e e.\sa_)S,L;
Os elan) cua 381 3 06l G uut—'bd,u‘ef-J,gﬁcﬁj i
O ,UAJ-‘-‘S Sl o2 e G (RA 3l o ke (e 038 )8 Jlal
nyt).\c a_)m‘n)u{ ds.la.muﬁ QJJLLJ“',U‘Y! fan.]:ujm,umh
ST S IT IR SPLR Jalga e 8 Al A s e Jias

Chi-square

Jalinge dlawge ale Glalisge sl pse o se | stre (ule (ule 2le
i) a5 il }LLUJES_;;! JlS_quﬁ Slae e ,_)Lu__)y; O s
g‘,—’ng"‘A‘ \_!J.JJAI_IJ}Jl @“JJEJ}A ._‘.@_A._\AmLshl nlSu;h_p..aLuﬂ
L8 5 el 5012958 Ol (s 5341 om0 5 AT ila g
Blal 2560 851 i) 4l s oS o 5 S gl
GAJJIS'u ?ﬁ_ﬂ sl al ?ﬂ_uﬂ.i‘ La slac | ,03 545 @..,.1 A dadaul ,dalass
g;ﬂ .J)e_l ‘-;e_ﬂ }uL\LA r’:é.ulij‘ JJ}mHj l_LILA.H ?‘g_“umj fa@_ﬂ_ﬂ] ,uphﬁ
:_r'u.f.ﬁi Ll A Sy i) LS jlalgs o il o) claybal
0 S 2] Bl o ST s 5 0¥ Gl Lialad) B2 Lyans Y
w55, b 8 bl e A3 il (53 &1 Ly Sl g a gy
Al s Al i) A S
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Figure A.7: The top 50 collocations from Arabic Wikipedia. (Cheevaprawat-

domrong et al., 2022)
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Appendix 11

TOPIC KEYS

EN-NYTimes

55

word

- like one city go street around park long get even day look build
come room avenue know home new call

- say police two people kill man today charge years three
yesterday last former city fire los find officials angeles woman

- new york marry son yesterday daughter john church perform rev
ceremony robert james university david officiate late richard die
paul

- first win world last two time open year years television week
second women three ago race one lead take show

- today united say states government washington american war
officials military country president april force south soviet union
nations minister march

- game season last team national league first night play coach san
score one second two run leave players start football

- new work one music art book film show theater american play
make like even write time york museum dance life

- appear would provide could use make many information stand
paper new people photograph find alone years may caption item
drug

- say company million percent yesterday year corporation would
share billion market price stock last new bank sell rise offer
business

- new washington state president city york today school house
court would federal public campaign say vote national article bill
republican

t-statistics

- say yesterday police today former charge man case two kill drug
find judge arrest die authorities woman court shoot federal

- like one even look come make go call new get little use know
home place house food room old day

- show work theater program dance art new_york music play even
american new street open museum present two make hall concert
- new_york yesterday marry daughter son rev perform ceremony
appear john paper photograph robert caption item david
information_provide stand_alone james officiate

- today say united_states washington government american april
president country may march july meet officials military
officials_say moscow united_nations group report

- say company yesterday million corporation percent share market
business billion bank report price trade offer plan stock group base
sell

- one city people build two first near water town start take small
begin strike home three last drive day early

- washington today state say campaign city new vote program
would plan may new_york_city march bill house school federal
mayor issue

- one book life time like seem write world live love think see list
come new whose get read know much

- team yesterday game victory play win today lead tonight players
coach season ap yankees may race last_night last go beat

frequency

- city build town near water house leave park ago home small
outside one morning streets travel set day air still

- yesterday victory win team lead tonight east play coach players
game today ap yankees sport race beat giants season open

- today say appear united_states paper american photograph
government april caption item information_provide stand_alone
country president march military may officials_say july

- say company yesterday million percent corporation share market
billion business price bank rise stock trade buy offer report group
sell

- say today yesterday police charge former man drug case federal
judge kill arrest authorities court find trial los_angeles hospital
friday

- washington today state campaign say vote plan new nation
march president mayor bill would house call may union program
federal

- like seem even get come look much make might one go
something time know call always think little see good

- life article book editor page write list woman whose live years
family name read new_york america love story die world

- yesterday marry daughter son new_york perform rev ceremony
john robert late david officiate james rabbi thomas michael even
richard saturday

- theater show program work dance play street american art even
music museum night sunday open present hall concert broadway
ballet

Chi-square

- one like make time go get come many seem much even look
know could new would think find way might

- say company million percent yesterday year would corporation
share billion market price stock bank last sell business new offer
service

- book life television last article week write editor years news two
list family show page die time woman story whose

- appear music work art information show theater new stand
provide new_york street play paper photograph night american
alone hall open

- washington state today president city would house say federal
school public new campaign new_york plan may national vote
year bill

- city build park one street like room home long around day
summer take back come new water small town leave

- new_york yesterday marry son daughter church perform rev
john ceremony university david robert late officiate michael
announce james william even

- today say government united_states american washington
military officials force country march president war may april
united july nations would international

- game team last win first season second two national league night
play yesterday lead victory time run coach players score

- say police two people kill charge today man former yesterday
three last years city find drug one fire federal officer

Figure B.1: The topic keys from the New York Times with different retok-

enization measures. (Cheevaprawatdomrong et al.. 2022)



EN-SOTU

56

word

- states united government treaty american claim two mexico
make last relations citizens governments countries great minister
convention receive britain subject

- people us one nation country men american know america say
come every time let go live work life great good

- year amount increase treasury fiscal pay public last expenditures
bank revenue estimate present government debt end per sum
money june

- world nations must peace war free america new continue
freedom security people nation economic force international
progress us defense strength

- new program work need tax federal help job years health make
must year budget education school care economy congress million
- congress make department service report upon attention present
recommend public subject may consideration legislation
commission session necessary time provision measure

- war land force make navy army military ship officer service
naval indian men line number territory indians vessels new coast
- states government law power state right would laws constitution
united act upon congress shall court case people may without one
- business government labor national increase must trade price
would country need market production great industry many
system foreign large make

- country may interest would great upon people government every
power peace policy time condition without war good us present
public

t-statistics

- must people great government business men nation one need
labor action country work good way matter man would condition
deal

- country peace interest people nations government may great us
every policy power citizens upon nation war national time good
cause

- states power law laws congress shall government constitution
right would may state upon act case subject without people duty
authority

- program must need new economy job federal congress work
budget help tax administration education economic plan provide
increase energy continue

- trade country commerce american great tariff foreign duties
increase upon commercial manufacture market produce value
industry price export advantage would

- united_states government treaty claim last mexico governments
convention th question make subject upon minister receive
great_britain spain two international republic

- amount year public expenditures treasury government increase
bank present estimate pay debt fiscal_year revenue sum make
interest receipt money note

- america world us people nation know freedom americans must
tonight every let american nations free today new peace future live
- congress make report recommend present subject department
service consideration work land attention upon commission
legislation message necessary system last important

- war force military service navy time army vessels officer require
peace ship number arm one defense necessary enemy country
troop

frequency

- country business labor trade price great increase tariff market
industry foreign benefit american manufacture condition farm
system produce value agriculture

- nation people america world us must peace freedom great
country free know stand men american fight live future life every
- law states power laws constitution government right shall upon
congress people case act authority exercise would without
question prevent purpose

- united_states treaty government claim mexico governments th
convention subject citizens make receive minister relations
question upon spain great_britain act republic

- job americans america help tax education budget children must
work reform congress economy families every need ask program
tonight let

- must program continue economic need new world nations
administration security nation national defense development
progress policy strengthen support action cooperation

- amount year expenditures treasury government increase present
bank public estimate debt pay revenue sum fiscal_year money
receipt interest expense millions

- congress report recommend subject present make legislation
consideration department upon commission attention session
service necessary provision message system last view

- country interest government upon peace may great every without
citizens people nations policy war power us would condition
national good

- land service navy war territory indians army vessels military
force ship make line indian necessary construction islands
united_states place carry

Chi-square

- world people us nation peace nations america must free freedom
war american one time force men great come together live

- year amount increase treasury public bank fiscal last
expenditures pay estimate debt government present end revenue
money years june sum

- country may interest government upon would great power people
every policy peace without time citizens us condition good cause
foreign

- land war force navy army military service make ship line officer
naval indian men number territory vessels indians one two

- congress make department report service public subject attention
recommend may present upon consideration necessary provision
session law legislation commission time

- program federal new national need must economic government
continue provide development increase energy administration
resources economy private policy develop budget

- united_states government treaty american claim two make
countries mexico last relations citizens governments minister
convention subject th britain receive great

- would country business labor great trade system market price
public commerce increase foreign tariff upon condition national
large result must

- government power states state right law constitution would
congress people shall laws united_states act court upon case one
union exercise

- work people make job americans every america tax american
new help children care health must need one years year go

Figure B.2: The topic keys from the United States State of the Union

Addresses with different retokenization measures. (Cheevaprawatdomrong



EN-Yelps

57

word

- time go get take service work would call make need say back tell
give ask experience never staff car care

- place sandwich good coffee breakfast get love great lunch go try
always like time make ice food egg friendly one

- order get food go us come time wait would table back take
service say ask one minutes give could sit

- great place bar good food drink go beer service happy nice night
love hour time atmosphere really patio wine always

- food good place chicken roll sushi dish eat like order try
restaurant rice great service lunch soup go taste menu

- salad order taste menu cheese bread delicious try dish flavor
meal restaurant dessert make also sauce good dinner side serve

- like get place know go say think one people really want make
look see time could star review would way

- store find price shop like go buy one place get love great always
look selection need location really lot also

- good pizza food fry place burger get like cheese order eat
chicken sauce go mexican try taste really chip best

- room park get phoenix area one nice stay lot see hotel pool free
walk also great around time day go

t-statistics

- store shop price find one buy get like selection go look need
location stuff items love place use always see

- room nice park phoenix area stay little hotel pool seat outside
great free also clean beautiful inside scottsdale small place

- food order service table us wait come restaurant get sushi server
go time ask dinner experience sit eat good seat

- get work go call time need car take staff service experience
would give even tell come use dog new wait

- flavor taste delicious try mexican cheese chip salsa bean menu
chocolate like good dessert tacos make sweet eat cake food

- place bar great drink beer happy good go like hour get night
pretty wine cool fun crowd love music friends

- place great food good service always love friendly staff best go
coffee price try amaze awesome time location atmosphere nice

- like go say place get one know think bad ask people want review
even give look tell see star guy

- sandwich fry good burger order cheese salad get breakfast like
place bread chicken eat lunch side food come egg try

- pizza food good chicken place sauce order dish like eat taste
soup try rice lunch restaurant spicy thai menu fresh

frequency

- great food place good service always love friendly beer staff
price nice atmosphere lunch awesome happy go get bar drink

- food chicken good dish sauce eat order place rice like taste
restaurant soup spicy meat lunch try thai roll beef

- bar room nice park place area seat drink fun phoenix crowd stay
walk great hotel pool get cool night outside

- pizza sandwich salad bread cheese flavor good fresh like try
sauce taste chocolate delicious order get sweet eat love little

- store shop price find buy location selection look items like
always go need stuff love great mall everything one see

- restaurant menu wine dinner sushi food order service great drink
table happy meal bar experience enjoy server hour us dish

- get dog car go need staff work recommend clean experience call
take friendly would give service care even find tell

- place get coffee like love know go drink oh think good say make
try review ca yes thing let well

- fry food good burger breakfast cheese order eat get mexican
place chip salsa like chicken egg tacos taste bean try

- wait get ask order go food table say come us service minutes bad
place tell sit even experience think leave

Chi-square

- menu wine restaurant dinner great salad order dish delicious
meal dessert also us make enjoy bite taste well good cheese

- good coffee breakfast place like get mexican ice food try flavor
cream chip make salsa egg taste tacos love one

- bar place drink great beer park good like night nice go area
people music fun see play game lot pretty

- get take time go would work room need call car staff service
make clean dog day use great stay hotel

- food good place chicken roll like sushi order dish eat rice
restaurant sauce taste try lunch soup really spicy come

- like know one say think go get make place would review star
time people give want see could look something

- place great food good service pizza love always go time friendly
staff best price get really try happy atmosphere lunch

- go get order us come time would wait food back take say ask
service table minutes tell one could give

- good fry sandwich like get burger cheese order chicken sauce
salad go eat bread side try really place come lunch

- store find shop price go like one get buy love look always
selection location need great place items lot stuff

Figure B.3: The topic keys from the Yelp Dataset with different retokeniza-

tion measures. (Cheevaprawatdomrong et al., 2022)
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word

- Die Wien SPO sei OVP Der FPO Wiener Partei Das Griinen
Wahl ORF Hofer Prozent Er Auch Van Biirgermeister Kandidaten
- Die Der Bis of New The Im Wien Welt Jahren In Jahre Ein ORF
Grad Film Uhr Geschichte Mit Am

- Die Der worden sei Polizei wegen Das Er sagte Ein Mann In
zwei laut gewesen Nach Frau Jahre seien Staatsanwaltschaft

- Die Fliichtlinge sagte Osterreich sei Deutschland EU Das
Regierung Menschen In Griechenland Der Fliichtlingen Europa Es
Land Grenze seien Wir

- Die Das Apple neue Nutzer Google Der gibt neuen Facebook
Windows Mit Microsoft Unternehmen So Internet Daten
Hersteller Fiir konnte

- Die Der worden Menschen sagte USA Regierung Russland IS
Syrien In seien Prisident Angaben sei getdtet Nach Staat zwei
vergangenen

- Sie STANDARD Das Es Ich Und Wir gibt Aber sagt Wenn gut
geht ganz Er Was Man Wie Zeit Die

- Die Wien Das Menschen In Diese Forscher sagt gibt Jahren
Kinder sei Osterreich Studie Eine Universitit Bei So kénnten Sie
- Der Die ersten zwei In Spiel drei Platz Salzburg Sieg FC zweiten
Saison sagte Minute Punkte Nach vier Austria Trainer

- Prozent Euro Die Millionen Der Jahr rund Milliarden Das
Osterreich Jahren Unternehmen Dollar Tm Wien In zwei sei Geld
drei

t-statistics

- Die Forscher Wien Der In Wissenschafter Menschen Grad Das
Studie Erde Tiere Uni Bei Diese konnten zwei Ein Experten sagt

- Prozent Die Euro Der Jahr Osterreich Unternehmen Das sei
Wien Millionen_Euro Geld laut Millionen seien Dollar Bei Auch
Milliarden_Euro Zahlen

- Die Der sagte Spiel Wir Ich Sieg Minute Salzburg Sonntag Rapid
Trainer Austria Samstag Es Nach Mannschaft ersten APA gut

- Die sagte Regierung Der sei USA Das Prasident wegen Russland
EU Land Auch Iran Entscheidung Dienstag erkldrte Parlament
Donnerstag worden

- Sie STANDARD Das Ich Und Es sagt Wir Aber Wenn gibt Was
gut ganz Wie geht Man Da Menschen Die

- Die Apple Nutzer Google Das Facebook neuen neue gibt Der
Microsoft Daten Mit Fiir Windows Auch Unternehmen Hersteller
So Smartphone

- Fliichtlinge Osterreich Die sagte Menschen sei Fliichtlingen
Deutschland Grenze Tiirkei EU seien Europa In Das Montag Auch
Land Asylwerber Wir

- Wien Die SPO sei OVP Wiener FPO Der Griinen Das Hofer
Partei In Auch Fiir ORF Strache laut Osterreich Haupl

- Der Bis Die ORF Welt USA steht The In Geschichte Wien Ein
Mit Trump Als Film Das Er Biihne Verfligung

- Die Der Polizei sagte sei seien worden IS Ein Syrien Angaben
Mann Bei In Er wegen zwei laut berichtete Opfer

frequency

- Bis Der ORF Welt In The Wien Die USA Mit Geschichte Als
Ein Film Wiener Musik Das Biihne New_York Buch

- Der Die Partei Hofer sei ORF FPO) Er Wahl Kandidaten
Entscheidung Das Van_Bellen Parteien Strache kannte Wien
wegen Fall Stimmen

- Die Forscher Wien Wissenschafter Grad Menschen Studie In
Erde Das Der Tiere Diese Uni konnten sagt Wasser Fiir Ein Eine
- sagte Die Regierung Tiirkei Syrien Der Griechenland Russland
IS USA Land Montag sei EU seien Prasident Briissel Europa
Sonntag vergangenen

- Der Die sagte Spiel Ich Sieg Wir Minute Rapid Trainer Salzburg
Samstag Austria Sonntag APA Mannschaft Nach Tore Fiir ersten
- Prozent Die Euro Der Osterreich Unternehmen Jahr Das Geld
Millionen laut Millionen_Euro sei Auch seien Zahlen Fiir Dollar
Banken vergangenen

- Die Apple Nutzer Google neue Facebook Das gibt Microsoft
neuen Mit Windows Daten Auch Der Hersteller Unternehmen Fiir
koénnte So

- Die Polizei Der sagte worden sei Ein wegen seien Mann laut Bei
Er Opfer berichtete gewesen zwei Menschen Polizisten In

- Fliichtlinge sei Osterreich Wien SPO OVP Die sagte
Fliichtlingen seien Auch Das Wiener miisse Faymann FPO
Menschen In Fiir Regierung

- STANDARD Sie Das Ich Und Es Wir sagt Aber Wenn gibt Was
gut ganz Wie geht Man Da Menschen Die

Chi-square

- Die Menschen sagte Der Tiirkei worden Syrien Regierung
Russland seien USA IS Angaben In sei Land getétet Nach Staat
Prisident

- Die Der sei sagte Regierung Das EU Er wegen Deutschland
Griechenland worden In Entscheidung Parlament Partei deutsche
Zeitung Auch Merkel

- Prozent Euro Die Millionen Der Jahr Osterreich rund Das
Milliarden Jahren Wien Unternehmen Dollar In Im sei drei zwei
laut

- Die Wien Fliichtlinge Osterreich sei SPO OVP FPO Das Wiener
In Der sagte Fliichtlingen Griinen Auch Faymann seien Fiir Hofer
- Die Der Polizei worden sei wegen Mann Ein sagte Er zwei In
Das drei gewesen Am Jahre Frau laut Nach

- Der Die ersten zwei drei Spiel In Platz Salzburg FC zweiten Sieg
Saison Wir sagte vier Minute Nach Austria Trainer

- Die Das Apple neue Nutzer gibt Google Der neuen Facebook
Windows Mit Microsoft Unternehmen Auch Daten So Internet
Hersteller Fiir

- Sie Das Es STANDARD Ich Und gibt Wir sagt Aber Die Wenn
geht gut ganz Was In Man Wie Menschen

- Der Die Bis ORF New The Wien Das of Welt Geschichte York
In Film USA the Jahre Ein Als Im

- Die Forscher Der Wien Das Universitdt Jahren Menschen In
Studie Wissenschafter steht Verfiigung Tiere Erde Diese Im
Griinden rund Uni

Figure B.4: The topic keys from the the Ten Thousand German News Arti-

cles Dataset with different retokenization measures. (Cheevaprawatdomrong

etal., 2022)
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- 17 L3 T AT BBl FEX 7 3 AL BRF BRPA BR& FA
ZEEEXREHEEA

- 70 1B E #iE BT B &7 £5F R 2 BR S
e AR EEFE ETCE

- PE R i2E B EF B ItRE i PEHP EE & LFE R
FETHXE-LHESFS LB

-% A T E Wk FEEREE MR FIE K RE T
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- bl igE TIEEEM & B 2 ER Ligth Fis Mk iR
ZERSHERLAGEE IR =

- 1RIE BB T & E % 57 B4 B KEEE RE
HEARTR AT EH LMW ER AR

- BB A IZE B h#FHM b E 47 2 it bR BB
[ 7ETh #t AF 1 5 30 iR

t-statistics

-STEBEE WA —EAE §E8 R 7R 2£hH Rk B
E FE BER Bl i ML

- FRE BEX L3R 2 E B AF_BiE 7 HAMN RE L &L
L3 BFER BROX BRIA SR AR 2 2 FE BE

-EER KO REE XN FELSEI NER ER
mEBEEXMA TR S

-FERT AR EROBHFEFERERKEBE XIS
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- bl icE TE B RE LM Lt &k PEFMER B
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- g hE SF &% 8K Bin B 88 EF L3 TE
MEFkNhmRALBIECE HERLS B

- B A IRE £ 08 £ B3 XE HE &EF &5 &2E
EE TS NE PR AR E #HF T SH

-BIE PHF bR P E_RPE ST LB BB
JETh EF 8iE 4 S0t A R ek _#\_ER ARE

TR REE LT RITERETLRRESERS ™
& B Bl A 28 k17 PE £E

frequency

- FER ] L& R 4F AbR_BE PE R 5 58 (A FEiR
FIR BOX BRPA 52 B4 T8 R BE HF

- B 10E M it bR B_E b 357 3L F itis
RE &3 il R &1 iS5 — Heik_m_E

- T SFEK BB &% PE EF I8 ES bk
HA TBE R 8dE 2 HE R B m

- HR W AL EE MR B BER RN ES B RE
IR B TR BE KR

- EimidE il TE R AH Bl 55/ EBh KBRS &
B ER w5 KX 58 15E Wil 55

-HE S5 RBE ER AR X0F O ROk BUE R A E A
ASWEN A EE AR EREBS

-SEMRBE AR K 9 1ER IR BH N 5 248
a3k W4 1L B B RiR AR

- A B RIE & 8 4 B HE BE MK REEA
rhR KE EE RR 8 B &= SO0k

- BB piR i pE bR R EfE B AT TN PRt
TR FEER A LEEEBRSE
-EERXNMEHEY BB ERSEREER
BRI IRE TR XS TR AR

Chi-square

-ERAPEREEFRIERETHFER P EERESER
iR &1F K2 # 3k 7&5h Bt 35

-HE S5 2R RT i dE Al HE TF E B ER P
REX RGN EME LR

- T D E 5 FF R X LR EF #HF 1 i g
ARIT PR BREE BROA B B PA

-BE R WA WA i EPEE LR SF £FH Bl
XY HFHEH B EE K &S

- HMREEEXEIAVBRAMHXEAE A EETR R
TR —E MRS a8

-PFAEEES AERELHE R MR BEER
Hl B RE Bl # 57 R

-icE PE Xt HE B — B ER ZA ER BYE
324 i R 4 B HIRK R fRiP

- BB RiE XE PEM B4 EiF 7 PE AR L 2 ER
EERTEMNE EERXERE

-RERBE EER T KE ML REBI IENXBRH
B HEE 22t AR BE 2

- 75 1B i RE s BiE BR £5F [ &7 12 S
2% A BR E& £ 2 I®RE LK

Figure B.5: The topic keys from the Chinanews with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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¥ SE Zul Bfia) BB —TF

-5 BE R BEwE E i ¥R 0E B3 B RN 8h
M7z bR B E & EN M0
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N B K S T AR

- 3% RS R %A RS SE £ 8 &5 HE MUE X EE
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frequency
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Figure B.6: The topic keys from the Dianping with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.7: The topic keys from the Douban with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.8: The topic keys from the Webhose’s Free Datasets with different

retokenization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.9: The topic keys from the KAIST Corpus with different retok-

enization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.10: The topic keys from the Prachathai with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.11: The topic keys from the Wongnai with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.12: The topic keys from the BEST Corpus with different retok-

enization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.13: The topic keys from the Thai National Corpus with different

retokenization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.14: The topic keys from the Antcorpus with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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