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CHAPTERI

INTRODUCTION

1.1 Background

Natural language or human language possesses many types of ambiguities. One
of them is word sense ambiguity — a phenomenon in which a word can have more
than one meaning or sense. However, human usually neither notices this type of
ambiguity nor has problems when facing with the ambiguity. He can determine the
correct sense instantly almost every time the ambiguity occurs in a context. This
language competence of human is supported by the work of Hirst (1987:84) in
psycholinguistic research on word sense ambiguity resolution that “In general, people
did not notice occurrences of word sense ambiguity, and seem to disambiguate without
any conscious effort.” Hirst (1987:85) stated further that “Many researches or even
intuition suggested that ambiguities are always resolved by the end of the sentence,
with a good guess being made if the information provided is insufficient.” Thus, an
important key to human's ability of ambiguity resolution, besides his language
competence, is that he can make use of necessary information provided by a context
(especially within a sentence) for disambiguation.

However, word sense ambiguity, like other types of ambiguities (categorial and
structural ambiguities), is a crucial problem for natural language processing (NLP)
systems as stated by Small, et'al. (1988) that “ambiguity is a central problem in lexical
semantics and its resolution determines progress in NLP in general.” NLP systems for
Thai language also face with the problem of word sense ambiguity. Thepkanjana
(1993) explained that word sense ambiguity is one of the characteristics of Thai that
causes a huge problem for Thai language processing systems. When an NLP system,

for example, a Thai-English machine translation program translates a sentence like "1



LﬂMLﬁﬂﬁﬁ?ﬂWﬂﬁN”, suppose that the word %72 /hua4/ has 10 different senses, then the
machine translation program will have at least 10 ways for translating this sentence.
Thus, how to correctly select the right meaning of the word #7 /hua4/ is an important
problem to be resolved for a machine translation system as well as for other NLP

applications to a more or less degree as follows.

(1) Syntactic analysis: WSD is useful for syntactic analysis such as the
analysis of grammatical gender, prepositional phrase attachment (Ravin, 1990). Ide
and Veronis (1998) gave an example of WSD in helping the analysis of grammatical
gender as in French, /ivre can mean "book" or "pound", knowing which sense is
required can help tagging whether livres is a masculine noun or a feminine noun (in

"book" sense, livres is maseculine, in "pounds" sense, it is feminine).

(2) Text processing: WSD is necessary for text processing tasks because
knowing the correct sense of a word can help editing the word correctly. For example,
in spelling correction in French, the system can correctly change comte to comto when
the correct sense of the word in a context is "county" (and not "count"). In accent
restoration in textual medium where accents are missing, as in French cofe, the system
can put the correct accent to the word when it knows the correct sense of the word in a
context (cofo means "coast" and cofo means "side") (Yarowsky, 1994). In changing
case, as in HE READ THE TIMES, knowing that TIMES is the name of a newspaper,

the system can correctly change this sentence to He read the Times.

(3) Speech processing: WSD is required for such speech processing tasks as
correct phonetization of words in speech synthesis, word segmentation and

homophone discrimination in speech recognition.



(4) Lexicography: Sense-annotated information from a corpus-based word
sense disambiguation (WSD)1 reduces the considerable overhead task for
lexicographers in sorting large-scaled corpora according to word usage for the

determination of different senses of words. (Kilgarriff; 1997)

(5) Information retrieval (IR): WSD is useful for IR in that they can supply
the correct sense of the ambiguous words so that the IR system will return its finding
which is relevant to a query. However, Kilgarriff (1997) argued that it is not clear
whether WSD has the potential to significantly improve IR performance. There are
two reasons. First, if WSD program is inaccurate, it will cause a huge trouble to the IR
system more than the ambiguous word itself. Second, in longer queries, different
words in the query will tend to be mutually disambiguating, so WSD is probably only

relevant where the query is very short.

(6) Natural Language Understanding (NLU): According to Kilgarriff
(1997), WSD is not much important to NLU because NLU applications such as
message understanding and man-machine communication deal only with very specific
text types, so only the sense of an ambiguous word that is relevant to this specific
sublanguage will be likely to occur. However, there is a tendency that NLU systems
will become more sophisticated, with richer domain models and less limitations in the

varieties of text they can analyze. These will make WSD to be more relevant to NLU.

In conclusion, WSD is a necessary tool for most NLP tasks. It is very important
for a machine translation system, very benefit to lexicography, required for some tasks
of text and speech processing and helpful for syntactic analysis. For IR, WSD is

necessary in some moderate degree because problems can be resolved by using longer

! See detailed explanation about a corpus-based WSD
approach in section 2.5.2.



queries. NLU seems to require very little help from WSD because its applications are
mostly domain specific. However, with the recent trend of NLU applications towards

more general and unrestricted domain, WSD becomes more important.

1.2 Previous Researches on Word Sense Disambiguation and

Focuses of this Study

NLP systems have difficulties when facing with ambiguities because they do
not have an ability to exploit necessary information from a context for disambiguation
like a human. Therefore, most of the works on WSD, like other works on ambiguity
resolution for NLP systems, tried to imitate a model of human language processing of
ambiguity by using information from a context as argued by Ide and Veronis(1998:18)
that "context is the only means to identify the meaning of polysemous words."” There
are two kinds of contexts’ involved in the disambiguation. The first is micro context or
local context (the open- and closed-class items that occur within a small window,
usually a sentence, around a word). The second is macro context or global context
which can be subdivided into topical context (the open-class words that co-occur with
a particular sense, usually within a window of several sentences) and domain (context
or script activated by the general topic of the discourse). Several issues regarding the

use of context for WSD have been addressed in WSD researches as follows:

2 For disambiguating homonymous words (another type of
word sense ambiguity), beside context, information from a
homonymous word itself is another useful information. See
section 2.1 for the different between homonymous and
polysemous words and section 2.4.1 for the explanation about
information from an ambiguous word itself.

3 More details about context are explained in section 2.4.2.



(1) Does the combination of various kinds of context yield a better result

than using one of them alone?

Leacock, Chodorow and Miller (1998) tested a statistical classifier, TLC
(Topical/Local Classifier) which is a Bayesian classifier’ that uses topical context,
local context, or a combination of them. The results suggested that local context is
superior to topical context. Whether combining both local and topical contexts yields
a better result, according to Leacock, Chodorow and Miller (1998), depends on
syntactic categories. For example, there is a substantial benefit for a noun line, a
slightly less for a verb serve and none for an adjective hard. This is because several
senses of verb and adjective tend to occur in more general or unrestricted domain
discourses or texts, while different senses of noun tend to occur in different or
restricted domain discourses or texts. Beside syntactic categories, the existence of
nontopical senses (senses that are not limited to a specific topic and appear freely in

many different domains of discourse) also limits the use of topical context.

The results of these works as well as the current trend towards disambiguating
senses of words with parts of speech other than noun in unrestricted domain texts are
reasons why current WSD tasks make use of information from local context only (Ide
and Veronis; 1998). Based on these findings, since we are interested in WSD of not
only noun but also verb in unrestricted texts, we will use only local context for WSD

in this study.

See section 2.5.2.1 for more details about Bayesian classifier.



(2) Does the combination of different sources of information from local

context’ yield a better result than using only one source of information?

Ng and Lee (1996) considered multiple knowledge sources including parts of
speech of nearby words, morphological forms, unordered set of surrounding words,
local collocations, and verb-object syntactic relations, for WSD. They found that all of
these information contribute to disambiguation, however, the result suggested further
that local collocations yield the highest accuracy. Ng and Lee explained that this
finding agrees with the past observation of Choueka and Lusignan (1985) that humans
need a narrow window of only a few words to perform WSD. However, McRoy
(1998) combined the strongest, most obvious sense preferences drawn from knowledge
sources including, parts of speech, word frequencies, collocations, semantic context,
role-related expectation, syntactic restrictions. The results suggested that the
combination of all sources of information yields a better result than using only one
source of information alone because each of them has its own limitation. For example,
normally the collocation wait on means "serve" (as in "Mary waited on John."), but
role-related expectation, such as that the BENEFICIARY be inanimate (as in "Mary

waited on the steps.") indicates that waif on does not mean "serve".

Therefore, based on the findings from these previous researches, there still be
no unified conclusion to this issue. However, since this study is the first step of
research on WSD 'in Thai, we will follow Ng and Lee (1996) and Choucka and
Lusignan (1985) in considering only local collocation. This study will reveal whether

the use of local collocation alone is sufficient for WSD in Thai.

> Local context can be divided into two groups: (1)
collocation and (2) restriction. See section 2.4.2.1.1 for more
details.



(3) "What minimum value of N will, at least in a tolerable of cases, lead

to the correct choice of meaning for the central word?'", which is a question

raised by Weaver (1955).

This question arises because collocation does not need to be immediately
adjacent (Haliday, 1961; Ide and Veronis, 1998). Choueka and Lusignan (1985) found
that 2-contexts (the context of two words to the left and to the right of the ambiguous
words) are highly reliable for disambiguation, and even 1-contexts are reliable in 8 out
of 10 cases. Leacock, Chodrow, and Miller (1998) used a local window of =3 open-
class words, arguing that this number showed the best performance in previous test.
Yarowsky (1993, 1994a, 1994b) examined different windows of context, including 1-
contexts, k-contexts, and words pairs at offsets -1 and -2, -1 and +1, and +1 and +2,
and sorted them using a log-likelihood ratio to find the most reliable evidence for
disambiguation. He found that the optimal span when considering local context is k =
3 or 4, and k = 20-50 words for global context. However, since Yarowsky also used
other information (such as part of speech, global collocation), his result does not

suggest the impact of window size alone.

In this study, we will focus only on the impact of window size by exploring
different spans of local context and determining the optimal span (the distance from
an ambiguous-word to. its-sense indicator) for WSD in Thai without considering any

other information like parts of speech or global contexts.



(4) Does the process of feature selection (considering the strongest feature
of only one context word) yield a better result than the process of combining
evidences from all features (considering features of all words surrounding the
ambiguous word)?

WSD algorithms that use Baysian classifier or dictionary-based approach6
are examples of statistical classifiers that perform no feature selection. Instead, they
combine the evidence from all features, that is, they rely on the information from all
words in the context as the sense indicators (Manning and Schetze; 1999). For
example, in considering a window span of &5, all features (of words within this span)
will be combined together as the evidence for disambiguation. The advantage is that it
has high efficiency and accuracy because its ability to combine evidence from a large
number of features. However, Manning and Schutze (1999) argued that its strength lies
its weakness. It ignores the structure and linear ordering of words within the context
when the evidence are combined (this is referred to as a bag-of-word model). This
bag-of-word model leads to the assumption that the presence of one word in the bag is
independent of another which is opposite to the real piece of language, for example,
president usually occurs in context that has election rather than in a context that has
poet.  So, the algorithm does not make use of this useful information for
disambiguation.

Yarowsky's decision list-algorithm (1994) and Brown et al's information-
theoretic approach7 (1991b) are examples of another approach that try to rely on just
one reliable piece of evidence instead of combining all available pieces of evidences.
For example, in considering a window span of +5, only one feature (of @ word within

this span) that is the strongest sense indicator will be selected. The features that are

® See section 2.5.2.2 for details about dictionary-based
WSD

" See section 2.5.2.3 for details about information theoretic
approach and 2.5.2.4 for details about decision list algorithm



considered by Yarowsky are word forms, part of speech, and lemma (morphological
root). The features that are considered by Brown et al. are syntactic relation such as
object; grammatical category such as tense; co-occurrence such as word to the left.
Yarowsky (1994) reported that "relying on only the strongest feature yields the same
or even slightly better precision than the combination of evidence approach when

trained on the same features."

This study will apply decision list algorithm (Yarowsky, 1994) for WSD in
Thai with the assumption that relying on only the strongest feature, which in this study,

is a word form can yield the high accuracy.

Following these arguments, we shall propose a WSD model for Thai -- a
decision list algorithm using local collocations as clues for disambiguation -- which

will be presented in the chapters that follow.

1.3 Hypotheses

@)) Local collocations provide necessary and sufficient information for indicating
the correct sense of Thai noun and verb, which are #7 /hua4/[Jand iy /kepl/ in this
study.

2) The span of x5 is sufficient for sense disambiguation of 2 /huad/ and 1Ay
/kepl/[]

3) Sense indicators of #7 /haud/ are words to the right and sense indicators of 11

/kep1/ are both words to the right and to the left.
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4) The optimal span for the disambiguation of each sense of #7 /hua4/ and Y,

/kepl/is £1°.

1.4 Objectives

(1) To develop a Thai WSD program using decision list collocations, using a noun,
#7 /hua4/ and a verb, i /kepl/, as case studies.

) To find the span of collocation that is sufficient for sense disambiguation of %2
/huad/ and 1AV /kepl/.

3) To find the optimal span or distance of sense indicators of each sense of #2
/huad/ and 1A /kepl/.

4) To analyze the possible meanings of #7 /hua4/ and AU /kepl/ from Thai

corpus.

1.5 Scope

(1)The program will disambiguate senses of #7 /hua4/ that isa noun’ and disambiguate
senses of (AL /kepl/ that is a verb. All other parts of speech of #7 /huad/and Y, /kepl/

are excluded from this study because they can be disambiguated by a

* In this fourth hypothesis, £1 means the immediately adjacent word, whether to the right,
to the left or both directions of an ambiguous word. Thus, following the hypothesis (3), the
optimal span for the disambiguation of each sense of %7 /hua4/ is the immediately adjacent word
to the right, and the optimal span for Y, /kep1/ is both the immediately adjacent word to the right
and to the left of an ambiguous word.

’ The noun includes the classifier -- a part of speech in Thai that is included in a noun.
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part of speech (POS) taggerm. This is in according to the argument of Brill (1992),
Cutting et al. (1992), cited in Ng and Lee (1996:2) that "POS taggers that can achieve
accuracy of 96% are readily available to assign parts of speech to unrestricted English
sentence.” Thus, it is assumed in_thjs study that POS tagger can help disambiguate
senses of words with different parts of speech by disambiguating their parts of speech.
(2) The program will deal only with the senses that derived direcﬂy or
metaphorically from the word form, which is in the scope of lexical semantics. Senses
that must be inferred from the context are excluded. For example, #7138n can be
considered as consists of two adjacent lexicél constituents #2 /hua4/ "hair" and wven
/yookl/ "g_fay" or can be considered as one lexical unit #2¥98n "old man" depending
on its surrounding context. Only the first type, which is #3 /hua4/ "hair" and #ven
/maok 1/ "gray” that sense of #73 as "hair” is considered.

(3)  Only %2 /huad/ and 17U /kepl/ will be tested as a representative of noun and
verb in Thai. Noun and verb are chosen because they are content words which tend to
occur with other content words such as adjective (which fnodiﬁes noun) and adverb
(which modiﬁes verb) which are good indicators of senses than function words such as
preposition, conjunction, etc. Thus, it is easier to begin the research with noun and
verb than other parts of speech. The words #2 /hu4/ and iy /kepl/ are chosen because
of their high frequency of occurrence in a corpus and their highly ambiguous senses,
thus they are good representatives for testing the ability of the algorithm in dealing
with such difficult cases. Moreover, the reason that this study uses only two words is
to lessen the problem of preparing manually sense tagged corpus which will require a
lot of time and effort and seem impossible at all in this thesis if evefy word 1n the

corpus has to be manually sense tagged.

" POS tagger will tell that #2 /huad/ is a noun or a verb, if it tells that #7 /huad/ is a.
verb, it also indicates that the meaning of #2 /huad/ is "to laugh". Thus, by disambiguating parts

of speech of #7 /huad/, its meanings are also disambiguated.
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4) Different senses of the words 13 /hua4/ and Ay /kepl/ will be analyzed based
on the Thai dictionary of "The Royal Institute" and a corpus of "Bangkok Business"
newspapers. At least 1,000 examples of each word will be extracted from the corpus of
about 132-MB from "Bangkok Business" newspapers for the semantic analysis. Then,
these examples will be manually sense tagged for the word %7 /hua4/ and iy /kepl/

and used as a training and testing data for this study.

1.6 Required Data

Sense-tagged corpus is required as training and testing data. The data for

manually sense tagging must be word segmented.

1.7 Benefits

(1) This study gives benefit to the knowledge of Thai syntactic structure.
(2)  This study is a prototype for the further development of word sense

disambiguation program for Thai language.

1.8 Methodology: An outline

(1) Collect the data from Thai texts, which in this study are collected from the
machine-readable corpus of "Bangkok Business" newspaper.

() Analyze data to establish all senses of #7 /hua4/ and Y, /kepl/ based on Thai
dictionary of "The Royal Institute" and the additional evidence from the corpus for
preparing the manually sense tagged training data.

3) Create the sense-tagged training data by manually assigning the sense to the

ambiguous word in a given context.
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Train the algorithm by applying "decision lists algorithm" proposed by

Yarowsky (1994), which involves the following steps:

For 20 spans, which are the combinations of different numbers and location of

context words trained including

word

One-word-to-right (IWR) to five-words-to-right (SWR) of an ambiguous

One-word-to-left (1WL) to five-words-to-left (SWL)
One-word-to-right-and-left ~(IWRL) to five-words-to-right-and-left
(5WRL), giving priority to words to the right

One-word-to-left-and-right (IWLR) to five-words-to-left-and-right

(5WLR), giving priority to words to the left

perform feature selection by

Step 1: count the frequencies of co-occurrence of word forms, co-occurring

with different senses of an ambiguous word (C(S,W,)) and the frequencies of

occurrence of word forms C(Wk).

Step 2: compute the probabilities of co-occurrence of word forms and different

senses of an ambiguous word to obtain discriminated weight or strength of each co-

occurrence as follows:

P(S. [W,) -

C(Si,Wy)

C(Wy)
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(P(S, W)
Weight(S,, W,) = Log ( )
(X P(S; [W))
J#1

where, S, is the senses of an ambiguous word, and W, is the word forms co-
occur with different senses of the ambiguous word.

After training the algorithm for 20 spans, there will be 20 decision lists for 20
spans. Each decision list consists of the co-occurrences between word forms and
senses of the ambiguous word and their weights. Collocational patterns that receive
higher weight are more statistically significant than those that have lower weight.
Therefore, they should be better sense indicators.

(5) Test each decision list of each span separately with new (unseen) texts by, for each
span, comparing whether word forms occur in the test data match the word forms in
the decision list. If they match, the algorithm will choose the sense that co-occurred
with a matched word form that has the maximum collocational weight.

(6) Compare the tested results with the result from manually disambiguation to
determine the performance of each span. Then, compare the performance among these
spans to obtain the optimal spans.and. the location of sense indicators for WSD of
#1/huad/ and 1AV /kep1/.Then, evaluate the optimal spans for WSD of #7 /hua4/ and
Y, /kepl/ to know how best the algorithm can perform against the lower bound and

upper bound performances.

1.9 Outlines of the Coming Chapters

Chapter 2 explains the tasks involved in WSD by, first exploring what word

sense ambiguity is (section 2.1) and what WSD is (section 2.2). The second part of this
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chapter elaborates the four steps involved in WSD tasks: (1) the analysis of word sense
ambiguity (section 2.3), (2) the assignment of word with sense by exploring to useful
cues to WSD (section 2.4), (3) exploiting these cues by using several WSD methods or
algorithms (section 2.5) and (4) the evaluation of the performance of WSD (section
2.6).

Chapter 3 presents the details methodology of this study. The methodology
consists of four processes. (1) The process before training and testing (section 3.1)
which consists of data collection (section 3.1.1), word segmentation (section 3.1.2),
word sense analysis (section 3.1.3) and word sense tagging (section 3.1.4). (2) The
training process (section 3.2). (3) The testing or the disambiguation process (section
3.3). (4) The evaluation process, which involves the calculation of the performance of
the algorithm for the evaluation against the lower bound and upper bound
performances (section 3.4).

Chapter 4, in section 4.1 and 4.2, reports and explains the results of the
disambiguation of #7 /hua4/ and i, /kepl/ at different spans and the optimal spans for
disambiguating %7 /hua4/ and i /kep1/ and each sense of %72 /hua4/ and 1Ay /kepl/.

Chapter 5 is the discussion, conclusion and further suggestions of this study.
Section 5.1 discusses the important issues from this study. Section 5.2 summarizes the
main points of this study. Section 5.3 suggests the way to increase the algorithm's

performance and to further develop. WSD program-in Thai.



CHAPTER II
LITERATURE REVIEW

In this chapter, we explain the tasks involved in
WSD by first, explaining the meanings of word sense
ambiguity and WSD. Then, we elaborate four steps
involved in WSD tasks. The first step is the analysis of
word sense ambiguity. The second step is the assignment
of word with sense by exploring to many useful cues to
WSD. The third step is exploiting these cues by using
several WSD methods or algorithms. The last step is the
evaluation of the performance of WSD. The details are as
follows.

The following two sections explain the terms word
sense ambiguity and WSD. Section 2.1 explains what
word sense ambiguity is, how it differs from lexical
ambiguity in general, and what Is focused in this study.
Section 2.2 explains what the task of word sense
disambiguation is all aboult.

2.1 Word Sense Ambiguity

When discussing about a phenomenon in which a
word can have more than one meaning or sense, two
related terms, namely word sense ambiguity and lexical
ambiguity often cause ‘a confusion on which term should
be .used to.address this phenomenon . as both of them
often 'used “interchangeably 'in many researches. This
section discusses similarity and difference between these
terms and points out that the relevant term for this study
IS word sense ambiguity.

According to Hirst (1987), there are three types of
lexical ambiguity:
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(1) Polysemy is a phenomenon in which a word has
more than one related meanings (or fine-grained senses)
which derived from the same word form and listed in the
same lexical entry in a dictionary (Saeed, 1997).

(2) Homonymy is a phenomenon in which a word
has completely different meanings or senses which
accidentally has the same form and listed in different
lexical entry in a dictionary (Saeed, 1997).

Both polysemy and homonymy can have the same
or different parts of speech. The following examples will
show the differences between homonymy and polysemy
with the same and different parts of speech'. Bear (v) is
an example of polysemy with the same part of speech. It
can mean, "to carry" "to tolerate" or "to give birth"
(EAGLE, 1996). Plane (n) is an example of homonymy
with the same part of speech. It is ambiguous between
"carpenter's tool' and "aeroplane™ (Crystal, 1991). Chair
Is an example of polysemy with different parts of speech.
It is ambiguous between "a piece of furniture for sitting"
(n) and "to seat" (v) (Palmer, 1976). Bear (n) is an
example of homonymy with different parts of speech. It
can mean "a large furry animal” (n) or "to carry" (v)
(Crystal, 1991).

(3) -Categorial ambiguity -is. a -phenomenon in
which a word has more than one' part of speech or
syntactic category. For example, the word sink which can
be a noun ora verb (Hirst, 1987).

' The general criteria for distinguishing between

homonymy and polysemy are (1) related or closeness of
meanings (2) the historical evidence. See more detailed
discussion about the different between homonymy and
polysemy in Apresjan (1974), Buitelaar (1998), Lyon (1977),
Kilgarriff(1992).
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Words that fall into the first two phenomena are called
semantically ambiguous words as they map more than one
sense (Allen, 1995). Words that fall into the last phenomenon are
called categorial ambiguous words which are words that have
more than one syntactic category (Hirst, 1987), and the latter
does not exclude the former.

However, the confusion occurs as some works (Allen,
1995, Jurafsky, 2000) used lexical ambiguity and word sense
ambiguity interchangeably to refer to homonymy and polysemy,
and lexical category ambiguity to refer to categorial ambiguity.

To avoid confusing, we will use the term word sense
ambiguity (and not lexical ambiguity) to address a phenomenon
in which a word can have more than one meaning or sense
(which can range from coarse-grained sense in case of
homonymy (as in the example of plane (n)) to fined-grained
sense in case of polysemy (as in the example of bear (v)). In
other words, our word sense ambiguity will be specific to
homonymy and polysemy with the same part of speech because
they are ambiguous only in their several meanings. This is to
contrast with lexical ambiguity because lexical ambiguity
includes homonymy and polysemy with different parts of
speech, which are ambiguous in their several meanings as well
as their several parts of speech, thus their ambiguities intersect
with the categorial ambiguity. . Besides, in many researches,
lexical ambiguity often includes not only word sense ambiguity
and _categorial ambiguity - but also. other Kinds of related
ambiguities such as accent ambiguity ' (a word'can have more
than one accent, as in Spanish or French, in textual medium
where accents are missing), capitalization ambiguity (in the
medium of all-capitalized (or case-free) text such as news
headlines (for example, AIDS is ambiguous between "disease"
and "helpful tools™)) (Yarowsky, 1994).
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2.2 Word Sense Disambiguation

Many researches on word sense disambiguation
(WSD) often define the task of WSD before the beginning of
the task. For example, Ide and Véronis (1998:3) explained
that “In general, WSD involves the associations of a given
word in a text or a discourse with a definition or meaning
(sense) which is distinguishable from other meanings
potentially attributable to the word”. In Karov and Edelman
(1998:41), “WSD is the problem of assigning a sense to an
ambiguous word, using its context.” In Fuji (1998:7), “The
task of a WSD system is to resolve the lexical ambiguity of a
word in a given context. For SchUtze (1998) , WSD is the
task of assigning sense label to occurrences of an ambiguous
word.

However, in specific, WSD task can be divided into
two sub-problems: sense discrimination and sense labeling.
(SchUtze, 1998) SchUtze (1998:97) explained that “sense
discrimination divides the occurrences of a word into a
number of classes by determining for any two occurrences
whether they belong to the same class or not. Sense labeling
assigns a sense to each class, and, in combination with sense
discrimination, to each occurrence of the ambiguous word.”
Kilgarriff (1997:3) explained that “sense discrimination
involves identifying. - distinct . -senses . and classifying
occurrences of the word as belonging to one‘of those senses.
It does not-involve labeling the senses. or associating them
with any external knowledge source such as-a dictionary.”

In conclusion, WSD involves the resolution of word
sense ambiguity by assigning sense label to an ambiguous
word in a given context (which involves semantic analysis),
while sense discrimination may be considered a subtask of
WSD involving the classification of senses of an ambiguous
word by identifying whether the occurrences of a word in
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different contexts belong to the same class (sense) or not.
Thus, this study involves both distinguishing one sense from
the others and assigning each occurrence of an ambiguous
word with appropriate sense label.

The next section is the elaboration of steps involved in WSD.
According to Ide and Véronis (1998), in general, WSD task takes
two steps, namely the analysis of word sense ambiguity (section
2.3) and the assignment of words with senses (section 2.4 and
2.5). In this review, the evaluation of the algorithm performance
Is also included as it receives equal consideration as the first two
steps in many researches such as Resnik and Yarowsky (n.d.) and
Fuji (1998) (section 2.6). They can be explained in details as
follows.

2.3 The Analysis of Word Sense Ambiguity

This step involves the determination of all possible senses of
the ambiguous words relevant to the target text. Many questions
arise at this step. First, "How can we know how many senses does
a word have?" The lexicographers are persons who can answer
these questions well and everyday dictionaries are the products of
the lexicographers' researches that provide a huge information on
word sense listings especially those of polysemous words.
(Kilgarriff, 1992)

Second, then, "What are criteria used by lexicographers in
determining ~which - senses - of words - are -worth listing in a
dictionary?" - According 'to Kilgarriff, 1992, lexicographers use
Sufficiently Frequent and Insufficiently Predictable (SFIP) as
criteria for determining which senses of words are ‘worth listing in
a dictionary. Sufficiently frequent criterion means only senses
occurring frequently are listed in a dictionary entry due to the
commercial constraints on the size of a dictionary.

As for insufficiently predictable, according to
Kilgarriff (1992:52) "Sense is predictable if language
learners or users familiar only with a core sense for the word
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in question could, on hearing the word in a context
demanding some other reading, correctly interpret it and
draw appropriate inferences." To explain this argument,
firstly, the different between usage and sense should be
addressed. Usage is a particular meaning of a word occurs in
a particular context. This means that if a word occurs in two
different sentences or even occurs in the same sentence with
two different occasions, it has two usages. For example,
brick red and pillar-box red give the word red the two
usages. For usages of words to become senses, all their
members must have some aspect of the meaning in common
to say that they all mean the same thing. Thus, usage is
considered as a token while sense is considered as a type
and only sense or type Is to be listed in a dictionary. So, brick
red and pillar-box red fall into the same cluster, and only
"red" will be listed as a sense of the word red in a dictionary
(and not "red as a brick" or "red as a pillar-box" sense).
Then, a criterion to decide that two senses are so distinct that
they are listed as different sense in a dictionary is that they
must be unpredictable from each other. For example, for the
senses of newspaper as “copy" or “corporation”, even though
they are dissimilar and seem to be listed as different senses in
dictionaries, but they will not be listed separately because
they can be predictable from each other. - The distinction of
sense using predictability criterion can be used to explain the
determination. of the senses of 3. related kinds. of words as
follows (Kilgarriff, 1992).

(1) Homonymy: The different senses of homonymy
must be listed in a dictionary certainly because their different
senses cannot be predictable from each other.

(2) Collocation: The sense of collocation will be listed
as a whole because it is opaque -- each constituent of
collocation cannot be divided into semantic constituents, and
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thus, considering the predictability of sense of each word for sense
distinction is side step. However, it should be emphasized that, in
this case, collocation means idiom, which is a special kind of
collocation as their senses are opaque?

In Thai, content or open-class words usually co-occur and
seem like idioms or phrases. They are called compound words.
However, the senses of these compound words can be opague or
transparent. If their senses are opaque, they will be like idioms, so
their senses will be listed as senses of whole words (their senses are
non-compositional). For example, s /huad/+ wi /naa2/ means

"leader” which its sense is changed totally from the original senses
of both > /huad/ "head®" and mi/naa2/ "face". If their senses are

transparent, their constituents only simply co-occur and the senses
of each constituent will be listed separately, then the predictability is
considered. For example, the sense of s /huad/ that co-occurs with

such open-class items as w1 /kaol/ "old", 1w /mail/ "new", Tusm
/booraan/"old-fashioned™, as in swwum, vl walusia IS compositional.
It can be divided into two semantic constituents, in which s /hua4/
means "viewpoint". Besides, this sense of s> /huad/ cannot be

predictable from the existing sense, thus it should be considered as a
new sense of % /hua4/.

(3) polysemy: the senses which are highly predictable from
the existing senses will not be listed, as Iin the example of
newspaper. But if the two senses are not predictable from each
other, they will be listed as distinct sense. For example, the sense of
dog as "a species” and as "the male of that species”, even though
they seem similar, but they are not predictable from_ each other.
Thus, they are listed separately.

The third' question “is' "Are 'senses listed in a dictionary
workable for WSD task or other NLP system?" The
criterion that only listing sense but not usage is questioned

2 See the explanation about opaque meanings of idioms
and phrases and transparent meanings of collocations in section
2.4.21.1.1

* See section 3.2 for the analysis of senses of #2 /hua4/ and Y, /kepl/.
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by many lexicographers (such as COBUILD project, 1980) as they tum to the corpus-
based lexicography which consider not only sense but also usage. The predictability
criterion is cited as only human can have the ability of ﬁredictability and not a
machine. Kilgarriff (1992) suggested that the system need generalization for having
predictability like human and dealing with this 1ssue is one of the important tasks of

computational lexicographers.

In this study, the dictionary is used as the main source of sense listings, even
though its criteria of sense listings (only senses but not usages, and SFIP criteria) are
questioriable. Additional senses that do not exist in a dictionary will be added when it
is found from the training corpus. For example, #3 /hua4/ When co-occurs with #71
/dam/ "black”, uav /deen/ "red", wven /mookl/ "grey", as in WAl HIAN, Handen
whe_n substituting 7 /huad/ with w /phom4/ "hair" the meéning remains the same.
: Thus, #7 /huad/ refers to a new sense as "hair"" becauée this sense is not yet listed in

the dictionary.

The next two sections involve the assignment of words with senses. How to
correctly assign the words with the right senses requires knowledge about useful cues

~ to WSD (section 2.4) and knowledge about the ways to use these cues (section 2.5).

2.4 Cues to Word Sense Disambiguation

Cues to WSD can be the information provided by an ambiguous word itself
~ (section 2.4.1), the information from its surrounding linguistic contexts (section 2.4.2)

and the information from non-linguistic contexts (section 2.4.3), which are explained

 in details as follows.

* See section 3.2 for the analysis of senses of #2 /hua4/ and iy fkepl/.
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2.4.1 Knowledge of an ambiguous word itself

As stated earlier in this study, context is the most
important cues to WSD, however, the information from
an ambiguous word itself also plays a role in WSD. It has
been used by many researches as follows.

2.4.1.1 Morphology and syntactic tags

McRoy (1992) considered information from
morphological analysis (an analysis of each word into its
root and affixes) as the first indicator of sense of an
ambiguous word. The information from morphological
analysis will be used for tagging part of speech
(determining the correct part of speech for the word)
which in turn, help determining the correct meanings of
an ambiguous word.

2.4.1.2 Frequency or dominance of meanings

Counting the frequencies of senses and considering
a preference for the common interpretations of senses
over the rarer senses is another useful information. Allen
(1997) gave the following example.

Assume that there ‘are 5845 uses “of bridge in a
corpus, in.which there are

5651 uses of STURCTUREL

194 uses of DENTAL_DEV37

from this data, bridge will occur in the
STRUCTUREL1L sense almost every time. If a training
data is representative, this information would give the
right answer 97 percent of the time.
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e Knowledge of the ambiguous words and WSD

Although these cues are helpful to disambiguation,
they have never been used alone without any
consideration of context because of their several
limitations. First, morphology and part of speech are
useful only when disambiguating senses of words, which
have different part of speech. When disambiguating
senses of words, which have the same part of speech, this
information is not useful. Besides, information from
morphological analysis is useful only for inflecting
language, for isolating languages like Thai, this
information is not applicable.  For the information
provided by the frequency of sense, even though it is
simple and in according to the human storage and
retrieval of senses (senses of an ambiguous word will be
stored in human memory according to their frequencies,
with the highest will be retrieved first (Simpson, 1981)),
it has very low accuracy, only 70 percent of the time for
a broad range of English (Allen, 1997). Thus, if we want
more accuracy, we have to consider the effect of context.

2.4.2 Knowledge of the Context®

*In Lyon (1977), there are two kinds of lexical relations:

(1) paradigmatic relation (2) syntagmatic relation. Paradigmatic
relation is a relationship between a word and other words that
can replace it (e.g. homonymy, meronymy,etc.) Syntagmatic
relation is a relationship between a word and other words that
occur in the same context. So, syntagmatic relation corresponds
to context of words.



26

This section discusses the use of contexts for WSD,
which can be divided into two types, namely linguistic
and non-linguistic context.

In Palmer (1976), non-linguistic context, which he
called context of situation conveys the meaning of a
word in term of the context in which language is used,
while linguistic context conveys the meaning of a word
in term of the context in which language occurs.

2.4.2.1 Linguistic context

"Interpretation of natural language is inherently
context-sensitive.  Most words in natural language are
ambiguous and their meanings are heavily dependent on
the linguistic context in which they are used. The study
of lexical semantics cannot be separated from the notion
of context. In different situations or contexts, the same
sentence may be resolved in different ways." (Zhali,
1997:1)

Palmer (1976) gave the following example as an
illustration why context is necessary in distinguishing
between different meanings of an ambiguous word,
especially-polysemous word such-as chair.

(i) “satinachair

(i1).. -the baby’s high chair

(i) the chair of philosophy

(iv) has accepted a University chair
(V) the chair of the meeting

(vi) will chair the meeting

(vii) the electric chair

(viii)condemned to the chair
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We may not notice that there is any ambiguity in
these sentences because we are presented with contexts,
so we can interpret the meaning of chair by knowing its
contexts. The effect of context to the interpretation of
sense, then, is the most important consideration in WSD.

In the early studies of contexts, namely Firth, 1953
(cited in Palmer, 1976); Palmer, 1976; Lyon, 1977,
Cruse, 1986, only the term collocation, collocation and
grammar (or syntactic restriction) have been proposed.
However, in later works, namely Hirst, 1987; Ide and
Véronis, 1998; Buitelaar, 2000, contexts included such
notions as scripts, discourses, domains, etc. We have
studied these works and found that, beside the different
terms used by different authors, these terms can be
arranged into 2 groups namely, local or micro context,
and global or macro context. Local context refers to
words occurring in the same sentence as the ambiguous
word while global context refers to words occurring in
other sentences. Both local and global contexts can be
divided into sub-groups, which are explained in details as
follows.

2.4.2.1.1 Local or micro context

"Local or micro context is generally considered to
be some.small window .of words surrounding a word
occurrence in a text or discourse, from a few words of
context to the entire sentence in which the target word
appears.” (Ide and Véronis; 1998:19) For Ng and Lee
(1996), "Local context is the open- and closed- class
items that occur within a small window around a word."
In conclusion, local context is the open- and closed-class
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items® that occur within a small window, usually a
sentence, around a word.
Local or micro context can be subdivided into two
groups:
2.4.2.1.1.1 Collocation

The term collocation has been explained from two
different perspectives as follows.

From linguistics perspective, the degree of what is
called collocation can be ranged from the strongest
degree as idiom which is a special kind of collocation
(Palmer, 1976; Cruse, 1986) to bound collocation
(Cruse, 1986; Buitelaar, 2000) to usual or habitual
(Firth, 1953; Palmer, 1976; Lyon, 1977; Cruse, 1986),
and to the lowest degree as simple co-occurrence
(Buitelaar, 2000). Opague meaning -- non-transparent
meaning where each constituent cannot be a semantic
constituent (Cruse, 1986). -- and mutually selective --
the semantic integrity or cohesion where its constituent is
highly restricted contextually (Cruse, 1986) -- are used as

*In English, open-class words consist of nouns, adjectives,

verbs and adverbs. They are four main classes of words that are
necessary to form sentences and also contribute to the meaning
of sentences. Close-class words consist of articles, pronouns,
prepositions, particles, quantifiers, conjunctions, etc. They are
also necessary to form a sentence, however, contribute little to
the meaning of sentences. Nouns, adjectives, verbs and adverbs,
are called open-class words as new words in these classes are
regularly introduced into the language, while close-class words
are fixed as new words in these classes are rarely introduced.
(Cruse, 1986; Allen, 1995)
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criteria to differentiate among these terms. They can be
showed in table as follows.

Mutually selective | Not mutually
selective
Opaque Idioms, phrases
meaning
Transparent | Usual, habitual co-|Simple CO-
meaning occurrence, Bound | occurrence
collocation

Table 1. Different degrees of collocations with opaque
meaning and mutually selective criteria.

Palmer explained idiom as a special kind of
collocation because the meaning of its combination is
opaque. This means that its combination gives a new
meaning as if it is a new and single word and that
meaning Is not related to the old meaning of each
individual word. Such idioms are kick the bucket, fly off
the handle "to become suddenly or violently angry or
excited", spill the beans "to divulge secret information",
red herring etc. So, in kick the bucket, the combination
of kick and the bucket not only give a collocation but also
give the new meaning of  its -collocation "to die".
Besides, idioms can be defined 'in terms of non-
equivalence-in- other languages. - For example, kick the
bucket or red herring are idioms because they cannot be
directly translated into French or German.

Cruse (1986) and Buitelaar (2000) has a concept of
bound collocation which is similar to idiom such as kick
the bucket in which two constituents cannot be separated
as in foot the bill. Consider these sentences,
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(i) I’ve just got the bill for the repairs.
(i1) ?1 hope you don’t expect me to foot it.

However, it is also un-idiom-like in that some of its
constituents can be freely modifiable, thus we can have
to foot the electricity bill but not to kick the red bucket.

For Firth (1953), Lyon (1977) Palmer (1976),
collocation means habitual or usual co-occurrence.
Firth’s famous example is the word ass which occurred
in “You silly ass”, “Don’t be such an ass” and with a
limited set of adjectives such as silly, obstinate, stupid,
awful and egregious.  However, unlike idiom, the
meanings of habitual co-occurrence are fully transparent
as each lexical constituent is also a semantic constituent
(Cruse, 1986).

Buitelaar (2000), collocation is co-occurrence of
strings or sequences of words with simple structure. Thus
involve neither mutually selection nor opague meaning.

From computational perspective, the degree of
collocation can be ranged from significant co-occurrence
(Ide and Véronis, 1998; Yarowsky, 1994) to simple co-
occurrence (Haliday, 1961 Yarowsky, 1994; Ng and Lee,
1996). The - probability. of  grater-than-chance co-
occurrence  Is 'being used-as-a criterion. From WSD
perspective, distance is involved because. collocation is
not necessary limited to immediately adjacent words.
Hirst (1987) use the concept of collocation by stating that
nearby words are useful for WSD. These terms can be
explained in details as follows.

Ide and Veronis, (1998:20), based on Haliday's,
defined significant collocation as "a syntagmatic
association among lexical items, where the probability of
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item x co-occurring with itemsd a, b, c... is greater than
chance."

Haliday's (1961), cited in Ide and Veronis (1997:20)
definition of collocation as “the syntagmatic association
of lexical items, quantifiable, textually, as the probability
that there will occur at n removes (a distance of n lexical
items) from an item x, the items a,b,c...” imply simple
co-occurrence and that co-occurrence iIs not necessary be
iImmediately adjacent.

Yarowsky's (1994), Ng and Lee (1996) use the
concept of collocation in their WSD researches in which
collocation implies words frequently adjacent to or near
each other (literally, in the same location) and does not
imply idiomatic or non-compositional associations. This
Is also the definition of collocation used in this study.

According to Haliday's definition, which implies the
distance between collocational words, the concept of
distance or span is being considered in WSD. Weaver
(1955) is the first person who raised a question
concerning the optimal span or distance for WSD. If X is
an ambiguous word, the optimal span is the distance
from X to its sense indicator either on the left or on the
right. For-example,.if a context of X-is-...bz b, b; X a; a;
as..., If the sense indicator of X-is‘a,, the‘distance from X
to a, is the optimal span for the disambiguation.

Evidences from many researches (Yarowsky, 1994;
Leacock, Chodorow and Miller, 1998) suggested that +3
open-class words is the optimal span for WSD in
English. However, the optimal span for other languages
may be different because of different structure of
language. The optimal span or distance of collocation
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consists of two factors namely, the numbers of words and
the sides of words.
In Thai, we usually find the structure like s

_fhuad/"head" + 1/a1 /plaa/ "fish", in which it takes only 1
word to know the meaning of > /huad/This is because in

Thai content words, which can be used to disambiguate
the word senses, are usually immediately adjacent to the
ambiguous word’.  The immediately adjacency also
implies that a word and an ambiguous word are in the
same syntactic construction, such as in the same
compounded unite, phrase, or sentence. Thus, they are
semantically related. This is the reason why the
hypothesis of the optimal span for WSD of s /hua4/ and

wy [kepl/ in this study is set to be one.

When considering the location of collocated word
for WSD, the indicator in the example s> /huad/ + 1as

/plaa/ is on the right. Thus, we expect the syntactic
structure of head and modifier to play an important role
in the disambiguation of ##4 /huad/. In Thai, the head

noun is usually on the left of the modifier (adjective or
noun, which are content words that tell something about
its head). However, for a verb, we expect that both words
to the right and to the left are useful indicator in both
English and Thai. This is because both Thai and English

] Many researches of WSD in English, which do not consider the close-class or function
words in the disambiguation, suggested that £+ 3 is the optimal span for the disambiguation. In
this study, even though we include the close-class words in the disambiguation, we still expect
that the optimal span for the disambiguation in Thai is one word. This is because we expect to
find more usage of content word that immediately co-occurs with another content word, as in #72
/hua4/ + /a1 /plaa/ "fish" the use of content + function + content, as in #27 /huad/ + vey

/kn N4/ "of" + 1/a1 /phaa/ "fish".
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are in the same language typology, that is, SUBJECT-
VERB-OBJECT where both SUBJECT and OBJECT
play an important role in disambiguation. This is the
reason why the hypothesis of the sense indicator’s
location of s> /huad/ is set to be on the right_ whilethe

sense indicator’s location of «iu /kepl/ is set to be both on

the left and on the right.
Therefore, the optimal span for disambiguation of
each sense of % /hua4/ should be one-word-to-right

(IWR) and v /kepl/ should be one-word-to-right-and-
left (1WRL) according to the reasons explained above.

The concept of collocation is applied to WSD by
Hirst (1976) which stated that a semantic association
between one sense of the ambiguous word and nearby
words gives rise to the determination of an appropriated
meaning. For example,

(i) The dog’s bark woke me up.

Just know the meaning of dog without considering
the global context, we know that bark does not mean
"surface of tree".

There may be a case when-nearby word is itself
ambiguous.  ‘For example, deep pit, deep can mean
"profound"” or "extending far down" and pit can mean
"fruit stone" or "hole in the ground". However, there
will be only one combination of meanings that fits
together, this is called mutually disambiguating. So,
when deep is near pit, the "extending far down" sense of
deep and the "hole in the ground" sense of pit is selected.
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e Local collocation and WSD

In sum, local collocation provides very useful
information to WSD as explained above. Besides, local
collocations can be easily captured, especially in Thali, in
which we usually find content words (which are better
sense indicators than function words (Allen; 1997)) to be
immediately adjacent to another content word. For
example, in 55 /huad/ + 1/ar /plaa/'fish™, we easily know

that s> /hua4/ means "head" because the immediately
adjacent word is /a1 /plaa/.

2.4.2.1.1.2 Restriction

This type of local context refers to rules that restrict
the combination of words. These restrictions can be used
to disambiguate the meaning of word. Restriction can
be divided into two subgroups as follows

2.4.2.1.1.2.1 - Syntactic restriction

Syntactic restrictions are the rules that specify or
restrict the combination or co-occurrence of syntactic
elements or features. The syntactic elements can be
syntactic cues such as grammatical SUBJECT,
OBJECT, COMPLEMENT, grammatical cases like
AGENT, PATIENT, INSTURMENT and dependency
structure like head and modifier or argument. The
applications of such rules with WSD are explained as
follows.
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Hirst (1987) gave the example of the restriction on
syntactic cues, which are useful for selecting the correct
meaning of an ambiguous word kept.

(i) Ross kept staring at Nadia’s decolletage.

(i) Nadia kept calm and made a -cutting
remark.

(ilf) Ross wrote of his embarrassment in the
diary that he kept.

Knowing that the word kept in the sense of
"continue to do" requires its object to be a gerund,
"continue to be" sense requires adjectival phrase and
"maintain” sense requires a noun phrase, these three
meaning of keep can be disambiguated by these syntactic
CUes.

According to Buitelaar (2000), dependency
structure is an analysis of the semantic structure of
phrases and sentences. For example, the verb run takes
one argument as a direct object that is business. This can
help in WSD, for example, in "He run a private
business"”, the head (run) that takes an argument as a
direct object (business) gives the meaning of run as "to
operate" (and not other meanings-like "to-go rapidly").

Hirst (1987) gave the following examples showing
case . slot  flags . and. restrictions  .as . cues for
disambiguation.

(i) Ross played with his toys.

(i) Ross played his guitar.

(ili) The baby played with the guitar.
(iv) Ross played football.
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In (i) and (iii), we can easily know that the word
played is used in the sense of "recreation” because its
PATIENT is flagged with the word with. In (ii), played
Is used in the sense of "music-making" because its
PATIENT is flagged with OBJECT a musical
instrument. This is easily distinguishable from (iv), its
PATIENT is flagged with OBJECT football, so played is
used in the sense of "sport-playing".

2.4.2.1.1.2.2 Semantic restriction

Selectional restriction is a rule that restricts the
combination of certain semantic categories (Dijk,1977).
A sentence like "The table was laughing" is semantically
deviant because it violates the selectional restriction rule,
which indicates that the verb laughing requires a
HUMAN subject.  Selectional restriction provides
information for WSD in the same way as in this example.
For example, in "The dishwasher reads the article", from
selectional restriction rules, we know that the dishwasher
iIs a HUMAN sense, not a MACHINE sense, because the
verb read requires its subject to be HUMAN (Allen;
1997). Semantic restriction differs from syntactic
restrictions in- -that it is. the. restriction about the
combination ' semantic categories such as HUMAN,
ANIMATE.

e Restriction and WSD

Though syntactic and semantic restriction can
provide a lot of useful information for WSD, there are
some limitations. First, semantic restriction cannot deal
with the deviance (the violation of restriction) caused by
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meaning extensions like metaphor, metonymy etc.
Second, before these syntactic and semantic features can
be used for WSD task, they must be manually coded into
the lexicon. This process is time-consuming and hardly
developed. These are the main reasons why we exclude
information provided by both restrictions from this study.

2.4.2.1.2 Global or macro context

Global contexts can be ranged from several
sentences to several discourses to the whole document,
which can be explained as follows.

2.4.2.1.2.1 Topical context

According to Ide and Veéronis (1998), topical
context includes substantive words that co-occur with a
given sense of a word, usually within a window of
several sentences. Ng and Lee (1996) defined topical
context in a similar way as "the open-class words that co-
occur with a particular sense.” From both works, we can
conclude that topical context are the open-class words
that co-occur with a particular sense, usually within a
window of several sentences.. Topical context provides
the topic “or knowledge - of ‘several sentences or
discourses.

Hirst (1987) gave the following example of topical
context involved in WSD.

(i) The lawyer stopped at the bar, and turned to
face the court.
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Here, Bar could refers to "the railing in a
courtroom™ when court refers to "the judiciary assembled
in the court room", or it could refer to a "drinking
establishment™ when court refers to "courthouse across
the street", or a "tennis court". Inference on the preceding
context (within a paragraph or the preceding paragraph)
would be the last resource when other cues fail.

2.4.2.1.2.2 Domains or scripts

Although a word can refer to different senses, when
it is occurs in a specific domain, it tends to have only one
meaning.  For example, in the context of restaurant
setting

(i) The waiter served the lasagna.

In a restaurant script, other meanings of serve such
as in tennis script will not be noticed.

Buitelaar (2000) gave an example of abbreviations
such as Al, which can means "artificial intelligence" and
"amnesty international”. He stated that it is unlikely to
find both meanings in the same corpus or document. So,
iIn a science script or domain, only “artificial
intelligence™ is likely to occur.

However, Hirst' (1987) explained there are cases
where scripts cannot be used as.a cue for disambiguation.

(1) When there seem to be more than one'script in a
sentence, as in the following sentences.

(i) The lawyer stopped at a bar for a drink.
(if) The waiter served in the army.



39

In (i) there are two scripts, lawyering and restaurant
scripts. In (i) there are restaurant and army scripts. So
the problem arises as to which scripts should be chosen
in order to determine the right meaning of ambiguous
words.

(2) Even when there is only one script, an
ambiguous word, especially polyseme may not be
disambiguated. For example, in the lawyering script, the
word bar could mean "the physical bar of courtroom" or
"the legal profession”.

e Global context and WSD

Information from topical context or discourse seems
to be useful for WSD with the assumption that the larger
the context, the better the performance of WSD.
However, many researches (Agirre and Rigau (1995,
1996) revealed the opposite results that too much context
can reduce the performance of WSD. Domain is useful
for WSD tasks, when disambiguation is carried out in a
restricted domain text based on the assumption of one
sense per one domain. However, with the current trend
of NLP applications towards unrestricted domain text,
the usefulness-of information from domain is limited.

2.4.2.2- Non-linguistic context

Non-linguistic context refers to inference and world
knowledge. It seems to be the last resort for WSD when
the information from context is weak or not useful.
Levow (1997) gave the following examples to explain
why inference and world knowledge are important for
WSD. In Hebrew, the word hagira is ambiguous between
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"immigration” and “emigration”. In this sentence
"According to the new hagira bill every Soviet citizen
will have the automatic right to receive a passport valid
for five years", knowing the right meaning of hagira
requires some reasoning that a bill about passports for
Soviet citizens must be a soviet bill, so passport issuing
should be related to leaving rather than entering the
country. Another example is that, n Chinese, Gou chi ji
can be translated wvariously as "Dogs/ Dogs
eat/ate/eats/have eaten chicken/chickens." Chinese has
no surface inflection related to singular/plural or tense
distinctions and all of these combinations are valid. Only
general inference from knowledge about the event can
resolve this ambiguity.

e Inference and WSD

From the above examples, we can see that inference
and world knowledge are very useful when contexts like
surface co-occurrence and global context provide no
cues. However, this sort of meanings is beyond our
scope because the interpretation of them required some
reasoning beyond what the machine can get from a
linguistic context.

From the strengths and. weaknesses of these cues to
WSD discussed ‘above, we choose local collocation as a
cue to WSD in this study.

2.5 Previous Researches on Word Sense
Disambiguation
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After exposing to several useful cues to WSD, the
next concern is how to make use of such information for
disambiguation. This section presents several methods of
disambiguation.

2.5.1 Word sense disambiguation methods

According to Wilks and Stevenson, 1997; Mihalcea
and Moldovan, 1998, WSD methods can be divided into
two types according to the processes and the lexical
knowledge sources which the algorithms rely on. They
are corpus-based method and knowledge-based method.
The first method can be further subdivided into 2 types
namely supervised learning and unsupervised learning

2.5.1.1 Corpus-based method

A method that involves training process and relies
on information from a training corpus. This method can
be further subdivided into two types as follows.

2.5.1.1.1 Supervised training

This method needs to be trained on sense-tagged
(disambiguated)  corpus.. Supervised training is a
classification task in that there is a training set of
exemplars where each occurrence of the ambiguous word
w Is annotated with a semantic label (usually its
contextually appropriate sense sy). The task is to build a
classifier which correctly classifies new case (sense)
based on their context of use c¢; (Manning and Schiitze,
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1999). Yarowsky's decision list algorithm (1994, 1994a,
1994b), Gale et. al. 's Bayesian classification (1992b)
and Brown et al. 's information theoretic approach (1991)
are examples of researches that used this method.

This method has the prominent advantage in that it
yields high accuracy because its decision is based on
choosing the sense with the highest conditional
probability. However, the need for training with sense-
tagged corpus which is usually done manually lessen its
advantage. This is because creating disambiguated
corpus is time-consuming and costly. This leads to the
problem of knowledge acquisition bottleneck due to the
lack of sense tagged corpus. Besides, it usually tested
with restricted domain text and with other kinds of
ambiguity resolution such as homograph disambiguation
(Yarowsky, 1994), accent-restoration (Yarowsky, 1994)
rather than polysemy.

2.5.1.1.2 Unsupervised training

This method does not need to be trained on sense-
tagged corpus. This is an attractive method proposed by
Yarowsky (1995) that can solve the problem of creating
manually -sense -tagged .corpus. -The -basic idea is that
instead of training with' the whole ‘evidence of senses
from manually sense-tagged corpus, it trains with seed
collocations (whichtend to occur in'a multiple‘'times in a
corpus) representative (indicative) of each sense. For
example, the examples of seed collocation for the word
plant are plant life (occurs 82 times in a corpus or equal
1%) which indicates sense A and manufacturing plant
(occurs 106 times or equal 1%) which indicates sense B.
These small set of seed examples, then, be incrementally
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augmented with additional examples of each sense, using
a combination of two properties of human language, that
are, one sense per collocation -- "nearby words provide
strong and consistent clues to the sense of a target word"
(Yarowsky; 1995:1) -- and one sense per discourse --
"the sense of a target word is highly consistent within
any given document" (Yarowsky, 1995:1).

This method receives much attention recently.
However, its major disadvantage is that its senses are not
well defined -- "sense disambiguation is not carried out
relative to any well defined set of senses, but rather an ad
hoc set" (Wilks and Stevenson, 1997). This is because it
uses only small seeds of example not the whole evidence
form sense-tagged corpus. Besides, if the seed
collocation is wrongly chosen in the first place, the rest
will be effected.

2.5.1.2 Knowledge-based method

This method involves no training process from a
large corpus but employs information form external
large-scaled lexical knowledge sources which usually are
in the form-of machine readable dictionaries (MRDSs)
such as WordNet® (Miller, 1990), Longman Dictionary of
Contemporary English (LDOCE) (Procter, 1978).

2.5.1.2.1 WordNet and WSD

* “WordNet is an on-line lexical reference system whose design is inspired by current
psycholinguistic theories of human lexical memory. English nouns, verbs and adjectives are
organized into synonym sets, each representing one underlying lexical concept. Different

relations link the synonym sets.” (Miller ,et al., 1993:1)
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The examples of researches using WordNet are
Agirre and Rigau (1996), Mihalcea and Moldovan
(1998). The basic idea of using the information from
WordNet is that the words that fall into the same
semantic class and have the same concept will have
closely related relationship. So, one meaning of an
ambiguous word will be chosen over others because it
has semantic closeness (which can be determined by
measuring conceptual distance among concepts®) with its
contextual word. By this way, the system needs to know
how words are clustered in semantic classes and how
semantic classes are hierarchically organized. The
lexical knowledge that provides this information is
WordNet, which 1s a broad semantic taxonomy for
English.

2.5.1.2.2 LDOCE and WSD

Subject-filed codes provided in LDOCE can be
used for WSD. The LDOCE MRD contains subject-field
codes that indicate the semantic field (network or
taxonomy) to which the senses of a lexical item belong.

> The factors that has to be considered when measuring

conceptual distance are : (1) The length of the shortest path that
connects the concepts involved : the shorter the path, the closer
the relationship among concepts between that path (2) The depth
in the hierarchy : the deeper the hierarchy, the closer the
relationship among concepts in that hierarchy (3) The density of
concepts in the hierarchy : the denser the hierarchy, the closer
the relationship among concepts in that hierarchy (4) the
measure should be independent of the number of concepts that
are measuring (Agirre and Rigau, 1995)
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For example, from the definition below, the relationship
of COUP ISA CAR ISA VEHICLE can be known.

coup (n.) “an enclosed car with two doors and a
sloping back.”

car (n.) “aroad vehicle with usually four wheels
which is driven by a motor.”

The examples of ‘subject-field codes’ are
ZOOLOGY, BOTANY, SPORTS, RELIGION, etc. The
main subject fields also contain subfields. For example,
SUBSTANCE has the subfileds LIQUID and GAS.
These information are useful for sense disambiguation.

Knowledge-based = method  attracts  several
researchers because of its advantage that it needs no
large manually sense-tagged corpus, instead it relies on
the lexical knowledge sources that already exist.
Besides, it can be tested with unrestricted domain text
and fined-grain sense like polysemy. However, the
results from many researches suggest very low accuracy
(55% accuracy (SensEval-1).

In this study, we . choose -supervised training,
however, not because it is the most attractive but because
it Is. the best. suit with. this study . for. the following
reasons. First,, MRDs ‘are not ‘publicly “available in

" SensEval-1 is a project held by Association of Computational Linguistics with the

purpose of evaluating the strengths and weaknesses of WSD programs.
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Thai**. Though, sense tagged corpora are also not
available in Thali, creating our own sense tagged corpus
on two words is easier and more possible than creating
MRDs. Second, even though unsupervised method
seems to be the most attractive because of no sense-
tagged corpus is required, we choose to follow the
traditional corpus-based supervise training method for
this first step of WSD in Thai because it is more
understandable and easier for implementation.

2.5.2 Corpus-based WSD: supervised training

This section discusses four theoretical supervised
learning algorithms namely, (1) Bayesian Classification
(Gale et. al., 1992b) (2) Dictionary-Based Approaches:
Disambiguation Based on Sense Definitions (Lesk, 1986)
(3) Information Theoretic Approach (Brown et al, 1991b)
and (4) Decision List Algorithm (Yarowsky, 1994,
1994a, 1994b), which is the algorithm applied in this
study. The first two are similar approaches in that they
perform features combination, which consider all
possible features of all words surrounding an ambiguous
word as cues to WSD. The last two perform feature
selection, which. considers all possible feature of context
words in dictionary definition as cues to WSD.

2.5.2.1 Baysian classification

" NECTEC and KMIT developed MRDs in Thai for the

purpose of NLP researches, however, they are not publicly
available.



47

The basic idea of applying Bayesian classification to
WSD is that Bayes classifier will explore every content
word surrounding an ambiguous word (which has
already been sense tagged) in a large context. Each
content word will provide features useful for
disambiguation. The classifier will not choose only one
feature, instead, it will combine evidence from several
features for decision making. The Bayes' decision rule is
as follow:

Bayesian decision rule: decide s' if P(s|c) > P(sic) forsg ne s 12

P(sk[c) 1s the probability of being sy after knowing
c, which can be determined by the following formula:

P(sk|c) = [P(c|sk)/P(c)] P(sk)

where, P(sx) is prior probability of sense sy (the
probability of being sy before knowing c). P(sx) will be
updated by P(c | sk) / P(c) and results in P(s | ¢) which is
the posterior probability (the probability of being s
after exposing or knowing the evidence provided by c).
The value of P(c | sk) can be estimated as

P(c|sk)=—C(c,s) = total occurrence of ¢ with-s,
C(sk) total occurrence of sy
P(sk) = C(sk). = total occurrence of sy
C(w) total occurrence of w

12 . . . . . . . .
The followings are symbols and their meanings which are used in this section: w is an
ambiguous word , s ,...,S,,...,S, are senses of the ambiguous word (w), ¢,,...,C,,....c, are contexts

of win a corpus, v,.. +5Vjpe..V; are words used as contextual features for disambiguation.
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To simplify the task, the classifier P(c) will be
eliminated because it is constant for all senses, thus does
not influence the answer. The log is added to make the
computation simpler.

derivation of formula: s' = arggmax P(sg[c)

= args max [P(c | si) / P(c)] P(sk)
= argscmax P(c | sk) P(s)
= argy max [log P(c | sx) + log

P(sk)]

This classifier (Gale et al. 1992b) is an example of
Bayes classifier called Naive Bayes Classifier. Naive
Bayes assumption explains c in term of v; in ¢, where v is
features of context words. This means that the context of
w is the sum or the combination of features of context
words (v;) in the context.

Naive Bayes assumption: P(c|sk) = P({vj|vjinc}|sk) = ITyjinc P(vj| Sk)

Naive Bayes assumption leads to two consequences.
(1) All the structure and linear ordering of words within
the context are ignored. This is why this model is often
referred to as a bag of words model. (2) The presence of
one word in the bag is independent of the others.

Naive Bayes decision rule: decide s' if s' = arg maxsk [log P(sk) + Ilyjinc 10g P (vj| s)]

where, P(vj|sk) =C(vjsy) = total occurrence of v; with sy
C(sx) fofal occurrence of Sy
P(sk) = C(sk) = total occurrence of sk
C(w) total occurrence of w
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e Strengths and weaknesses of Naive Bayes
classification

Strengths:

1) It yields high accuracy because its decision is

based on choosing the sense

with the highest conditional probability.

2) It can deal with longer distance or wider context
as it can catch cues from topical context.

3) It is efficient because of its ability to combine
evidence from a large number of features for decision
making.

Weaknesses:

It ignores the structure and linear ordering of words
within the context when the evidence are combined. This
leads to the consideration that the presence of one word
in the bag is independent of another which is often
opposite to the real piece of language. Thus, it cannot
exploit the powerful information from local sequence
and sentence for disambiguation.

2.5.2.2 Dictionary-based disambiguation

Lesk (1986) proposes-this method with the basic
idea that the definition in a dictionary. can. be exploited
for choosing the correct sense of an ‘ambiguous word.
The algorithm will explore whether in a context, there is
a word form that matches with word form in the
dictionary's definition. If there is, that definition will be
chosen as the definition of the correct sense. For
example, assume that in a dictionary, there are 2
definitions for the word ash



50

1. A Tree of the olive family.
2. The solid residue left when combustible material

IS burned.

The first definition suggests sensel, which is "tree"
and the second suggests sense2, which is "burned stuff".
If there is a sentence "This cigar burns slowly and creates
a stiff ash.” Sense 2 "burned stuff* will be chosen
because the word form burn (only lemma is considered)
in this sentence matches with the same word form burn
in the second definition. While, In this sentence "The ash
Is one of the last trees to come into leaf." Sense 1 "tree"
will be chosen because the word form tree in this
sentence iIs matched with the same word form in the first
definition.

e Strengths and weaknesses of Lesk's algorithm

Strengths:
Its basic idea is simple and easily understandable.

Weaknesses:

1) Since the algorithm is a bag-of-word model, it
cannot make use. of -powerful -local - sequence for
disambiguation.

2) The-definition. in. a dictionary-may-not provide
enough information-that is ' word form in the dictionary's
definition may not match with word form in a context of
an ambiguous word. So, there will be no decision. This
Is why the algorithm's accuracy rate is only about 50 -
70%, which is very low (Manning and Schitze, 1999).

2.5.2.3 Information-theoretic approach
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Instead of trying to use information from all words
in the context window in the disambiguation decision,
the information theoretic approach finds a single
contextual feature that reliably indicates which sense of
the ambiguous word is being used. Features considered
are syntactic role relation such as object; grammatical
category such as tense; co-occurrence such as word to
the left.

Table 2 is an example of the highly informative
indicators for three ambiguous French words. The basic
idea can be illustrated by using the following example.
Assume that prendre has 2 sense, that are "to take" and
"to make" , the best indicator of the correct sense of
prendre is its object. If its object is mesure, the sense "to
take" will be chosen as a correct meaning of prendre. If
its object is décision, the sense "to make" will be chosen.

e Strengths and weaknesses of information theoretic
approach

Strengths:

This method avoids the independent assumption
when features- are. combined. by using- only the best
contextual feature.

Weaknesses:

In considering only a single contextual feature of
one word in a context (which usually near or occur in the
same location with an ambiguous word), the algorithm
cannot efficiently deal with the indicator that is in a
wider context or a context that does not have any single
best indicator.
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Ambiguous word Indicator Examples: value = sense
prendre object mesure > to take
décision = to make
vouloir tense present > to want
conditional - to like
cent word to the left per 2%
number = c. [money]

Table 2. Examples of single best features selected as
sense indicators.

2.5.2.4 Decision list algorithm

Decision list algorithm proposed by Yarowsky
(1994, 1994a, 1994b) is based on Rivest (1987) but
narrow its complexity by restricting only to word and
class trigrams. The algorithm combined the advantages
of corpus-based approaches, namely decision trees, N-
gram tagger and Bayesian classifier in that it can deal
with both local syntactic patterns (part of speech) (which
Is the advantage of N-gram tagger) and more distance
collocational evidence (which is the advantage of
Baysian classifier). The features that are considered by
the algorithm are part-of-speech, lemma-(morphological
roots) and word class. ‘However, the algorithm does not
combine all the features but select only one single best
feature to perform WSD. For example, in French accent
restoration (Yarowsky, 1994a), in context of cote
containing poisson, ports, and atlantique, if the adjacent
feminine article la is present, only this best evidence
(which is la) is used as a single best sense indicator
(indicating that cote means "the coast" and will be
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assigned the accent as c6té) and the supporting semantic
information (which are poisson, ports, and atlantique)
are ignored. If no gender agreement constraint were
present in that context (if la is not presented), the first
matching semantic evidence would be used (which may
be poisson, ports or atlantique).

e Strengths and weaknesses of decision list algorithm

Strengths:

1) It combines the advantages from corpus-based
approaches so that it can make use of information from
both local syntactic patterns (part of speech) (which is
the advantage of N-gram tagger™) and more distance
collocational evidence (which is the advantage of
Baysian classifier)

2) The algorithm is significant simplicity and ease
of implementation

3) The result of the training -- a decision list -- is

clearly understandable.

4) The algorithm is easily adaptable to new domains
or tasks like lexical ambiguity resolution such as accent
restoration, - capital. restoration, - recovering vowels in
Hebrew text, etc.

5)-The- algorithm -achieves -high. accuracy (In
Yarowsky 1994a, the algorithm “achieve' the accuracy
about 96% on the average.)

. N-gram taggers are used to tag each word in a sentence with its correct part of
speech, thus, help resolving categorial ambiguity and also ambiguity with different parts of

speech.
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Weaknesses:

The decision list algorithm when testing whether it
works for fine-grained sense distinctions (such as
WordNet senses (Miller et al., 1990)) is less accuracy
(70% vs. 99% reported earlier) (Martinez and Agirre,
2000)

From the strengths and weaknesses of these four
theoretical methods discussed above, we choose to apply
Yarowsky's decision list algorithm (1994), however,
without taking the advantage of the algorithm's ability to
exploit information from wider context and part of
speech to help disambiguation. This is because we want
to know to effect of local context alone, and will use
word form as the only feature for disambiguation.
However, we take the advantages of performing feature
selection, easily implementation, easily understandable
decision list and high accuracy result.

The decision list algorithm proposed by Yarowsky's
(1994) research on lexical ambiguity resolution, which is
the homograph disambiguation iIn text-to speech
synthesis;-involved the following steps.

e The Decision list algorithm

Stepl: Collect and label training data

Collect all samples of the target homographs
observed in a large text corpus. Then, label each sample
with its correct pronunciation in that context.
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Step 2: Measure collocational distributions

Count the co-occurrences of features and the target
ambiguous word. Then, measures the collocational
distribution of each co-occurrence, which is the
probability of the co-occurrences of features and the
target ambiguous word. The features that used by
Yarowsky are word form (in the form of lemmas),
trigrams and (optionally) verb-object pairs.

Steps 3: Compute likelihood ratios

Measure the discriminating strength of each co-
occurrence by using log-likelihood ratio:

( P(Pronunciation; | collocation;)
Weight = Abs(Log ( )
P(Pronunciation; | collcoation;)

14

" Computing the ratios may arise the problem when the
denominator, P(sense; | featurey), is equal 0. This problem
occurs when there is no such collocation probability observed in
a corpus while it is clearly that it should not be so, for example,
the probability of seeing cote in the context of poisson is not 0,
but no such collocation is observed in a corpus (Yarowsky,
1994a). Many factors such as the size of the training sample, the
noise in the training corpus lead to such problem. Many
smoothing techniques are proposed for solving this problem.
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The collocation patterns most strongly indicative of
a particular pronunciation will have the most extreme
log-likelihood ratio.

Step 4: Sort by likelihood ratio into decision lists

The weight computed will be sorted in decision list
according to log likelihood ratios from the highest to the
lowest weight. The collocation pattern that has the
highest weight will be the most reliable indicator of the
particular sense.

Step 5: Using the decision lists

The decision list algorithm is tested with new
(unseen) text. During the test, the algorithm will look up
for the target ambiguous words, if found, then check for
the contextual feature that matches with the feature in the
decision list by looking from the highest to the lowest
weight. If the match found, the sense that indicated by
the feature that has the highest weight would be assigned
to the ambiguous words.

Since -the -decision - list. algorithm proposed by
Yarowsky was ‘used for the lexical ambiguity resolution
such. as-homograph. disambiguation, accent restoration
rather than “WSD, in this study, we follow these steps
with some adaptations to suit our case, which is WSD in
Thai. The detailed explanation about the decision list
algorithm used in this study will be presented in Chapter
3.

2.6 The Evaluation of the Performance
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The last step in WSD task, like other tasks, is the
evaluation of its performance in order to know degree of
accuracy or achievement. The evaluation should be done
against both (1) the human performance (the upper
bound performance), which will be discussed in section
2.6.1 and (2) the performance of the simplest WSD
algorithm (the lower bound performance), which will be
discussed in section 2.6.2 below. It should be noted here
that the evaluation of the algorithm’s performance should
consider the degree of difficulty of the task that an
algorithm performs. For example, POS tagging program
for English can easily achieve 90% accuracy while
machine translation system nowadays can not achieve
this level.

2.6.1 An upper bound performance

An upper bound performance is the disambiguation
performed by a human. In case of WSD, if a human
cannot disambiguate correctly, it is expected that a
machine cannot too. The case that human cannot
perform correctly is where there is not enough
informationin- the context.. Gale, et al.- (1992a) found
that in disambiguating words ‘that ‘have no related
meanings (homonyms such as bank) .the upper bound is
95% or higher whereas in disambiguating words-that have

highly related meanings (polysemes such as title, side,
way) upper bound is only 65-70%.

For the evaluation against the upper bound
performance in this study, since there is a lack of unified
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agreement among judges (Ahlswede, 1995)* and there is
no basic research about word sense disambiguation by
human informants in Thai, the algorithm will be
evaluated against the disambiguation manually done by
the author.

2.6.2 A lower bound performance

A lower bound performance is the performance of
the simplest algorithm usually where there is strong
contextual cues and dominant meaning assigned. For
example, assuming that an ambiguous word occurs 1,000
times in a corpus, with 600 times of “sensel”, 200 times
of “sense2”, and 200 times of “sense3”. If choosing the
most dominant meaning in all cases, the algorithm will
achieve the accuracy rate of 60%.

Number of times the sense is correctly disambiguated = 600 =60%

Total number of answered senses 1000

Thus, if the performance of the optimal algorithm
(span) is above this based line (if it exceeds such value)
it will pass the evaluation against the lower bound
performance.

" There is a problem in evaluating the performance against human judgements due to the
lack of agreement among judges. Ahlswede (1995)'s ambiguity questionnaire reported the large

gap between 63.3% and 90.2% agreement among human judges.



CHAPTER III

METHODOLOGY

This chapter consists of three main sections.
Section 3.1 describes the data used in this study. Section
3.2 1s word sense analysis. Both the data and the senses
from the analysis are used in the WSD processes, which
are explained in details in section 3.3. The details these
three main sections are as follows.

3.1 The Data

This section discusses three main concerns about
the data used in this study, which are source (section
3.1.1), scope (section 3.1.2) and size of the data (section
3.1.3).

3.1.1 Source of the data

The corpus of "Bangkok Business" newspaper
during November 1, 1999 to October 31, 2000 is used in
this study. The corpus is kept in-the form of files -- one
file per one day. So, there are total 365 files for one
year, which- has the total size of 132 MB. The data
containing the ambiguous words “and their context are
randomly extracted from this corpus. Only 2,200
examples of i /huad/ and 2,200 examples of v /kepl/

are extracted from the corpus (see section 3.1.3).
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3.1.2 Scope of the data

All occurrences of #2 /huad/ and (A1 /kepl/ as an individual word are the data
of this study. In addition, since we would like to have all possible meanings of #2
/huad/ and 1Ay /kepl/, we include #72 /hua4/ and ifiy /kepl/ that immediately co-occur
with other words, even though they could be viewed as compound words, reduplicative
words or repetitive words. These words are included in the scope of data if the
meanings of these compound words, reduplicative words or repetitive words are
transparent, or in other words, the meaning of each unit does not change from its
original meaning. However, some occurrences of #3 /haud/ and iy /kepl/ are not

included in the scope of data. The followings are the data, which are beyond our scope.
(1) %2 /huad/ and iF1/ /kepl/ co-occurs with other lexical units, which are
(1.1) Idiom, or idiom-like unites.

Example 1

(i) ... aluasAeniugudy sukitilathu it siben. .
(ii).. Mamesioseiiu seedianny. Idded niledenautiulaluvaziuSnu #3

@ A =y
iu'le Sudidun...

In example 1, in (i), we can see that #2 /hua4/ co-occurs with another lexical
unit, namely /1 Ia /bandai/ meaning stairs’, but when consider their context and other
lexical units, namely 111 /baan?/ meaning "home", {3/ /mai2/ meaning "not” and (i
/heen2/ meaning "dry”, they are combined to be an idiom meaning "(a place) that
always have visitors". It has opaque meaning such that each unit does not have its
original meaning. Thus #7 /haud/ in (i) is excluded from our data. However, in (ii), #2

/huad/, which co-occurs with 1/14la /bandai/, is included in our data because the
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" meaning of each word is transparent. The meanings of #3 /hua4/ and 1 I /bandai/

remain the same as "top” "and "stairs" respectively. More examples of the data

excluded by this criterion are shown in appendix A.

(1.2) Compound, repetitive and reduplicative words that have opaque
meaning, that is, they have the new meanings, or the meaning of each part is totally

changed from its original meaning.

Example 2

(i) ...eeyvuIMNMETIVUE Insiuazys sasiynintlouys Inand10ou...

.. = ~ IR 9 ~ ar a yq ¥ 3/ (Y
(i) ... WITMNIHUNS WS dnaudienimsouteas e 13 1dvhudn wszuids. ..

In example 2, in (i), we can see that #3 /hua4/ co-occurs with amﬁy /?alsoo
4ra3pit3/ meaning "snake", but from the context, H28a3WY is excluded from our data,
because it is a compound word meaning "an old womanizer". However, in (ii) Y
/hua4/ co-occurs with 8aswy /?als004ral3pit3/ meaning "snake", from the context, isv

included in the data because the meanings of H2easWy is the combination of the

<"meam'ngs of ¥2 /huad/ - "head" and BaTWY /?a]soo4ra3pit3/ - "snake". More

| examples of the data excluded by this criterion are shown in appendix A.

(1.3) Proper names.

Example 3

() ... 9w R tezees 18 Ivathdvuiunhmsneas .

.o 3 a T Y o 9 d? o <2 [y
(ii) ... SuRanusuilunszyaudaiaddian faedSnuidy. .

' This meaning of #3 /huad/ is extended from its original meaning of "head".
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In example 3, in (i), #72 /huad/ co-occurs with a1 /laan3/ meaning "bald", but
in this context, Wad is a single word because it is the name of a mountain. Thus, it is
not included in the data. However, in (ii), #7 /hua4/ co-occurs with @11 /laan3/
meaning "bald" is included in the data as it has transparent meaning. The meaning of
#2811 is the combination of the meanings of #7 /hua4/ - "head" and a1 /laan3/ -

"bald". More examples of this type of data are shown in appendix A.

(2) s> [huad/ which has parts of speech other than
noun and v /kepl/ which has parts of speech other than
verb will be excluded. For example, s> /huad/ in (i) and
(i1) are excluded because they are verb and 5v /kepl/ in
(ii1) Is excluded because it is adjective.

. o g; Qy Y v 1 d+ SY A ~ Aad ]
(i) ...vihdevziendtIed luladRandile Tnews suds iuye s mumns
(i) ... Weenuiududvsam o aurveamsian luandau

Giii) ...021513 TiTnswddu usan VRwduilaa ey Avualidums. ..

We would like to note here some advantages of including compound, repetitive
and reduplicative words with transparent meaning in our data. First, by doing this, we
would have a large variety of meanings of %72 /hua4/ and 1Ay /kepl/, and have a large
number of data for testing collocational words in this study. . Second, there will be
smaller lexical units in the lexicon. For example, instead of having at least 7 lexical
units (W207%, W2, 1010, W3, @1, Wy and @1n), we have only 4 units (372, 811, i3,
and a1n). However, there is also a disadvantage that some of the senses are not
applicable to some tasks such as human or machine translation. For example, #7210
would better be considered as one word and translated as "trailer" than considered as
two words with #7 /huad/ means "machine part" and a1n /laak2/ means "to trail" and

#9210 is translated as "part which trail the rest of a machine".
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3.1.3 Size of the data

As we define our scope to be at least 1,000 samples
of each word, we collected 600 samples of 4 /huad/ and
600 samples of v /kepl/ as our training data and 400
samples of s /haud/ and 400 samples of .7 /kepl/ as our
testing data. Then, we carried out the pilot study on these
samples. But the precision rate is not so high. Thus, we
collected additional 600 samples of s> /huad/ and 600
samples of .5y /kepl/ as our training data. Then, we
tested at these sample sizes (1,200 samples for each
word). The precision rate is significantly increase.
However, we would like to know whether the precision
rate would significantly increase with the increasing in
training sample size. Thus, we collected additional 600
training samples and got 1,800 samples of s /huad/ and
1,800 samples of sy /keptl/. Then we tested at this
sample size and found that the precision rate is increased
but not significantly (see the precision rates of testing at
600, 1,200, and 1,800 training samples in figure 35 and
figure 36, section 5.1.1). Thus the training data in this
study is set as 1,800 samples.

The number of token classified by senses of the ambiguous words is shown in

table 3 for 113 /huad/ and table 4 for (A /kepl/.

In the training corpus of #7 /hua4/, most of the senses ? found are "head",

"entity", "viewpoint"”, "bulb" and "brain" respectively. In the training corpus of v

? See the definitions of these senses and all other senses of #7 /hua4/ and (A /kepl/ in

section 3.2
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/kepl/, most of the senses found are "to keep", "to charge", "to take", "to gather" and

"to hide" respectively.

Sense of #7 /hua4/ No. of training data | No. of testing data

Head 410 96
Entity 388 72
Viewpoint 202 36
Bulb 145 14
Brain 109 29
Front 7/ 102 31
Intelligence 72 16
Top 66 11
Titles or names " £ & 43 13
Concentrate 42 13
Topics 42 18
Machine part 36 14
Headline 33 8
Hair 32 5
Early hours 30 11
Chief 25 5
Emotion 9 4
Heading 6 1
Talent 4 1
Head of coin 4 2

Total 1800 400

Table 3: Sizes of the training and testing data of %3 /hua4/ classified by senses and sorted by the

number of occurrences of each sense in a training data from the highest to the lowest.
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Sense of 1AV /kepl/ No. of training data | No. of testing data

To keep 672 160
To charge 520 107
To take 276 46
To gather 233 62
To hide W 52 9
To arrange 35 6
To buy /| —15 5
To kill 7 3
To pick up 5 2

Total 1800 400

Table 4: Sizes of the training and testing data of 1Ay /kepl/ classified by senses and sorted by the

number of occurrences of each sense in a training data from the highest to the lowest.
3.2 Word Sense Analysis

The senses used for tagging the training corpus in this study comes from two
analyses, namely the analysis of word sense based on Thai dictionary of "The Royal
Institute" (section 3.2.1) and the analysis of additional word senses based on the
training corpus (section 3.2.2). The reason that we have to analyze additional senses
from the training corpus is because the senses provided by the Thai dictionary of "The
Royal Institute" may not fit in some contexts of a training corpus -- some sense may
not occur anywhere in the data, or the senses provided may not suitable to some
context. Thus, it is necessary to analyze all the senses of %7 /hua4/ and 1Ay /kepl/
before tagging. Figure 1 and figure 2 are flow charts illustrating word sense analysis

of 12 /huad/ and 1AV /kepl/ respectively.

The steps involved in word sense analysis are as follows.
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Dictionary of "The

Royal Institute"

11 definitions of %7 /hua4/

)

Sense labeling

i 11 senses ;

\ 4

Word segmented .
Word sense tagging

data

y \ 4
Sense tagged data / Untagged data / i 10 senses ;
/ ) Semantic
Semantic analysis ~ [—
network

A 4

/ Cluster 1 / / Cluster 2 / --------- Cluster 10

A 4

Sense labeling Sense labeling Sense labeling

A 4

v v
/ Sense 1 // Sense 2 / --------- / Sense 10/

10 additional senses z’ 20 senses ;

v
. Sense tagged
Word sense tagging ———»
data
Sense tagged data H

Figure 1: Word sense analysis of #7 /hua4/.

A 4

v




Dictionary of "The

Royal Institute"

v

6 definitions of A1 /kepl/

.

Sense labeling

:
(=

Word sense tagging

Word segmented

data

Sense tagged data / Untagged data / 6 senses

semantic analysis

Cluster 1 / Cluster 2 / Cluster 3

Sense labeling Sense labeling Sense labeling

Sense 1 / Sense 2 // Sense 3

3 additional senses

P Word sense tagging ———p

Sense tagged data H

Figure 2: Word sense analysis of 1Ay /kepl/.

Sense tagged

data
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3.2.1 Analysis of word sense based on Thai
dictionary of ""The Royal Institute"

Step I: Extract the definitions of #7 /hua4/ and i /kepl/ as stated in the
dictionary. There are eleven definitions of #7 /huad/ and six definitions of iy /kepl/.
Then derives the senses based on these definitions. Table 5 and table 6 contain the

definitions, derived senses and examples of 12 /hua4/ and iy /kepl/ respectively.

SENSE DEFINITION EXAMPLE

Ed

Head Body part which contains the R GIE AL LR R b A1 E L P NGEAVA RN

Y v o
brain. Also used as a classifier. lifiushaae...

v 4 U eaz’ 1

Cwagdsgaudszadneralaniuiing

I ~ v A
Wungnengnlaveninmeu. ..
Esudenmmnannmsviuile ¥ uay

£ QA ] '
W1 ey Wunuuueuale...

A F v

.5 FuAUIMIZANDgN H3az 11 1IN I

dad vualug) 170 1.

Y o

. . 1 <} A A = Y
Head of coin Side of coin where a person's ...fJfJNhliﬂﬁﬂJLiJfJiJﬂ1u1‘i'J"ll@\1!‘I/iiﬂﬂJuLLa?l

Y Y 3 Y A o
profile is represented, opposite of | ATHNVUNADIMFUNU....

4
(%

= A = A Y Y
...Lﬂiﬂﬂlﬁﬂ@umiﬂﬂlﬂllﬂﬂﬂ?u‘l‘i'fluﬁg

tails. °
Y 1 = = o
noy umﬂmmaaﬂmmnu...
. g . . cl v oA ﬂ 3 Ao 1]
Intelligence Ability of a person's brain; S TE R ATS e Nle VTS 1A NS TR NI AR TACT b (e UL
intelligefice nan lugadegun. ..

P
@ 32 v v v Aaa <

...@]’Ji]$aﬂ"lluﬂéﬂﬂﬁ?ﬂiﬁﬂ?ﬂﬂﬂﬁ$ﬂ1ﬂﬂ

(R

w2l Waituda lidufinsonledu ...
. wdsoe szyiined s wale heeons
0.

.. indugnsaziTeneldmnndau

' 9 Y
11 a2l W lauaaney. .

Table 5: Definitions, derived senses of #72 /hua4/ provided by the dictionary and examples of

these senses found in a training corpus.
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SENSE DEFINITION EXAMPLE
View point The way a person views or thinks ATl LGUHﬂL!W?ﬂﬁ'Jﬁ;m!N AUNTI
T ..

about an issue.
4

9
. lumgiinguinauieysnyay
danaeenlgas...

IS o A
~omngaudluauilssnnialusia 0
Heuanuswaeed. ..

4 i
. nniuil desmsauniFaadeInlums

Y
IAMST UBNNI...

E]
J 0

. o J =2 a Yy Ao Y
Talent Talent or spe(;lal ablhty to do ...ﬂa??ﬂQﬁHﬂQHQT !ﬂJTLﬂuﬂuﬂﬂJ AINITAN

4
o 1 d
something. WIPNLAAN INFTIZAABATZUSLIN. ..

1 a

..ovazRaauny InanT o NIHINNEINY

Q

< "o " o A A g
DAY LA ALAATINVINUNUNDALUY. ..

a [ = ] Y o a 1l
_.g3nenseunsd § line ldvhainsngu
SN U 9 Aa
e Inuauglszneumsni

szaunmsel lusea. ..

Top Top part or pointed end of an _Jasdanadie3smsdie 114w e
Tldasldluse...

< o A A A
...Nﬂﬁlﬂuﬂﬂﬂﬂ?ﬂﬂl@ﬁﬂ?ﬁl NIIULUANVY

object.

lunihvesvlaqilas. .

Y 9 4 " o Y}
e ulinwndazridaingsqu
PONMAD 19 1N AT ITIN...

a a A A 2’ A a U
... H1lna 189A1T 01U IMAD VTR IUY

4 A o
wamuanuule...

~ I o v 3 o
Front Front or pointing part of an .. Meenuuuilumoesauaz Wadudadya
. Aunszithde
object. 1
v
.99 AT FUsTAdauAT
1 =29 1 [~ o =
Tsaudame lsuauimil. .
a o o
. TABANAATDOUATING 1892 a3 195 00UA

2 3 ' v 9/ gzl =2
FATHUIAUATIVIANIY IINUUIVY

3

=

un...

=p

o 9 A a v
_anvazadegliseiuriua luneeou

A o Ao Jd
e uazlasamslsuilyaginminaes...

u

Table 5: Definitions, derived senses of #7 /hua4/ provided by the dictionary and examples of

these senses found in a training corpus.
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SENSE DEFINITION EXAMPLE
. ll“j_] a Ao 1 A ﬁ o
Early hours The early hours or part of a time - Ngoy aainNugUAnUBgNUANILA
A & 1w e A hll] =< A A
period. AUAURAHINUIDY LUIUDIUNTIAU. ..
< S S e v e & A
UM IR IAUATIRITU NN
[ 1 o 1 dyd 1 =
daogludmmuationsml...
My ydy A T 1y
...lmhlf‘)!,lﬂﬂﬁ’t‘)\iﬂullﬂﬂﬁﬁ;\‘]ﬂ’lﬂﬂ’ﬂﬂ
szraaleasninaou...
E
FY A A LYY
Bulb Globular base of stem of some . mumsaaavazdilsnariiuas
1 [
plants sending roots downward oongaatai...

v 4 ¥
L umsnaamiua iy 119991NHoNIL AT
and leaves upwards; Bulb. Also

v Py 2

_ FUNI1ZADIM01M5 lideanonviow. ..
used as a classifier. Y oa .o o a o
...maawanuugﬂuamwa ﬁ??llliJ’NWG]ﬂ”i'J
< dy 9 T
mﬂc]uqﬂu"lﬂmﬂﬂmmmnma...

= a a o A o A
L neaaunanidllesanoneuaiin

g1l higney. .

A o 1 QU1 A Y]
Concentrate Congcentrated substance, usually | -..01imsfualdhoie14lumsan

o < o J :’ o a o
to be diluted when used UINFA NI EAANVEIVTHN
¥

UITIUTDAQY. ..

[ a 1 1 v
. Tatemanaaaies iwuraiugile
S A dq vy
sasaTamnunlvae. ..
A o oa a9 2 o  agyy
_ dinyAnfmihmsnAndusiawangin 1
HITININLUIINAD...

Y
%

- ' o Ay v &
...umeJ1ﬂmwmiﬂqammqgﬂw“lﬂmmu@

HYUAL..
Head of Thai The small circle-marking the There is no example because this sense
alphabet beginning of an alphabet in Thai = | occurs nowhere in the corpus.

script.

Table ‘5: Definitions, derived senses of #7 /huad/ provided by the dictionary and examples of

these senses found in a training corpus.
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EXAMPLE

SENSE DEFINITION
. Nyuangannierasusuduauiy e

To pick something up from the

To pick up
v
i@endnduasdusuii...

ground or the floor. ;
_.auT¥nRuInAUMIN ARy 3 VI

@uaiugnuzainauaINAu. .
2’ ] (Y & A
e tazduegiumsHuy
-4 T ] 1 v o 1
yu 39l landludasusenen'ld. .

~ Y A A a k4
L ANVLTYUITDYUDITDIUN BLAYTTUNUAN

iy uiAdB NN TN 1N o

Y
...

v 9 1 o W Y = a o <
. daadvuiial 1dmieullna dauvany

P ~ v Y a 9
NUBULTIVIBY LAUAUDBNUIVINUDN. ..

a cabinet, a closet or a box.
et nud vijuanaglami oy

To arrange To put away; to arrange objects in

nszithynuauilandy qodnFauud .
. Jawshdenszanusiudu 1314 udazild

A o Y] '
aavheonun g lny. ..
dy 1 o A A < [
_nemieuas Tnulavaaney iweniushe

~ < o A < Y _ 9
UINTUNVUAN U UITD LV ULUIUIU. ..

...Home for dying Tuaouisn s lamu

To collect; to harvest, to take
FUBUTOAINAGDYI DU

To take
9 A A o
under one's care. ANNINNIAN

9
W3, ..

9 d' [ 9 1 d‘ - o
~Hatealszaurnuunnni nag lafuesa
Y A a A A
Tanluaounignanioon. .

Ea v v
L msszueing mafuned iy
o A ] o
pouluiuieazuiane Jagiiu...

G a A [
...LWi1$Lﬂuﬁ\13Jﬂ11’iﬁ1EJ lllleJEﬂ"l]i]z 1y

To keep To keep or to store, to prevent
Tasvauunen s, ..

loss or damage.
' 9] o A o &
CHReunaIMssugeaviiuiululn

'
v A

NN

Y Aas < dy Y Y Aay Y
%%@]fNiJ’]ﬁﬂﬁ!ﬂ‘]Jm@lI&’WiW’JLLWQ'ﬂﬂvlﬂ. .

4

2 A ' Y v &
...Qﬂ"h’uﬂ"’lnﬂllllﬁnﬂ ﬂ1!ﬂu1u@'lﬂuﬂ$!nﬂ

1¢uuda 2 onad...
... Tada 200 ansudni lbu13un

YavaserieInaninauan...

Table 6: Definitions, derived senses of /iy /kepl/ provided by the dictionary and examples of

these senses found in a training corpus.
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SENSE DEFINITION EXAMPLE

3 a ' y
To gather To gather; to save .. A21DYATDIN DI 119NN IAY
doya vesauluramsrssunssuli
asomld. ..

v ¥ < ' =&
Cdnniluvasavinadaunaniia uay
Y s o 1 ] )

Idpudedndelimansueasswing. ..
. wueou T Nnvdusiaurasfutu
1dunnwensz@umandylal...
.. fudjauagdnousnudseuiuayay
UAUFOUMNIS lHAaLazU19AUE an

A9,

Y
A = I3 a 1A
To charge To collect or to Charge a fee L CANAVUIRNDAUDYA TN UVINUATNIVYL

] Y
yaresninmeAnIase U Ne1vezna. ..
d‘ 1 1 =3 &3
. Mvgdemsssuien n1anylydaa

= < 1 =3 I
1WaguInmMsHuAIETsuHanu U5
10...
_aaliladewasunatiumuloyew
MBI §AIeNMeY...

d' 9 a 1 a

_..uazial¥ 400,000 W IHVAIVT NS

0.15 VINABUIN. .

Table 6: Definitions, derived senses of iy /kepl/ provided by the dictionary and examples of

these senses found in a training corpus.

Step II: Tag the corpus using the senses provided by the Thai dictionary of
"The Royal Institute" by putting these senses to their suitable contexts. During the
tagging process, we found that the senses derived from the dictionary are not
applicable to all occurrences in the data. There is one sense of #7 /hua4/, namely
"head of Thai alphabet", that is not found in a corpus. Since this study is a corpus-
based WSD, we discard this sense of #7 /hua4/ as it is not found in our training data.
Besides, in some contexts, no senses of #3 /hua4/ and 1Ay /kepl/ provided by the
dictionary are suitable, thus we have to analyze some additional senses that fit these

contexts.
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3.2.2 Analysis of additional word senses based
on the training corpus

The analysis of the additional senses of #7 /hua4/ and Y, /kepl/ are as follows.

Step I: List all the data that cannot be tagged with the senses provided by the

dictionary.

Step II: Categorize them into clusters according to the context in which they
occur. We get ten clusters for #2 /hua4/ and three clusters for i /kepl/. The

examples of the context of #7 /huad/ that fall into the same clusters are as follows.

Cluster 1:

]
=1

A v ¥4 1 F) % J Y oy o a < 1
1 @1 nses N Ju nou 111 #a 9 ”lﬁﬂ'i?N Wi wugu v o N W o8

oua N 1 Usznoudie  ave aass lha %9 We wag Slun 185y Fes

o3|

Wy szuutlesiu ms dnael QU waz ¥ o1u 1ias Tu wies  oon

v
o

a = o dy 1 o Y 1 A o A o A ]
UVIEN N TN, %D 1!l,ll ANAd ¥ U HI N1 AT DUUA I3 h],‘]J Ny

v 1

Y = o 4 U 1 = o)
18 5 ms i Taveaa 60 %3 Tuy w1 umu  Tae § 49 dyan 531y 1

9 9

a 1 a LY 4 [
1T UINIT YU NN !‘ﬁﬂ'ﬂ §3NY I a1 LAy eI ﬂWIi‘?{ i’JiJﬁ\i n13 3794 N

In this cluster, we find that this sense of #7 /hua4/ often co-occurs with some
action or ‘operational verbs such as 811 /?ccv1/ meaning "read", 94 /poN/ , meaning
"to listen, to hear", 91¢ /caail/ meaning "to distribute" and @1 /laak2/ meaning "to
trail". We substituted this sense co-occurred with these contexts with sense "machine
part", which is the suitable sense for these context.

Cluster 2:

o a o J 1 1 LY = g '
YU 13U Tﬂslﬁj WU DITU WY WaTU 1 LY iﬂﬂﬁu Wi 981N AZ 1N A1
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wu uaz swms 1wy aeow du W e duofu uer mez T fueh a
W Susidlmi vea Su Wnm deatin wa 1de maz bl 1 vunils Sudsemu

In this cluster, we find that %7 /huad/ always co-occurs with 1@
/siia4/ meaning "bad". We substituted this sense co-occurred with these contexts with a

suitable sense for these context, which is "emotion".

Cluster 3:

A 1 9 1 % ~ A
a9, e &1y Jou LU 9 #I az 500 VTN M @O A9,
dy a A a [ 1 v 3 = TG
nil szmama e aAa Wy de %I 1 WAY DOANI 1NN AY 58
= A 1 LY 3 1 d? 1 [ o
I 5100 mdy Ao Wi awa 600 - 700 v Iull  dawlve Wu s
sz wuy e M 51w ¥ dsgang mevasnn 5y Ufsl dades @2 duan

Y
Y] < v ] o 1 a 1
Tag @56 UU 9 10U ¥ Az 2 W30 @0 AU @I @17 A2 Aa uA 10

In this cluster, 7 /hua4/ usually co-occurs with the amount of money or the

number. Thus we substituted this sense of #2 /hua4/ as "entity".

Cluster 4:

1 v ad Y o v A A Py = A
UBNIIN NQN GAUATN LA 1u AU NI U INYI WaLN I AU AYI N
= o w LY J @ 1
Tag & wie e nquanana %9 i amy adwassa dga uaz Wi fhedu

Y Y Ao 1 A Y 1 A
VDI LRWIUUINATTIV A1 V] AD -~ Ii]ﬂ Glu nls oay AN WO 1D

In this cluster, %7 /hua4/ usually co-occurs with the word Tan /cook1/ "leader".
When substituting this sense occurred in these contexts with the sense "chief", we got

the suitable sense for this cluster.
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2 '_..‘__Cluster 5:

c:I T by u Q.wq 1 s dy 9

i as'ly 5o 9z dee lnu WI URUiasssy of Tu Ja U wu deq

dyd Y =S ¥ LY as 9/ o o i 9/

WHes Fou U 99N doe Tnu I Uszwa ALl 1NN VBl auiny ABuYN
v 3 3

gl51) 9 flu 909 won s W3 ues A2 9 au eFe Ao waidiee suwes i

Tii 15 @n 1at ge Tno W2 90 oo ande % aw the Tmees swsewn

In this cluster, #7 /hua4/ usually co-occurs with Inu /koon/ "to shave" and
other color terms such as /1 /dam/ "black”. When substituting the sense in these

contexts with "hair”, we got the suitable sense for this cluster.

Cluster 6:

=1 - = a £y e =1 8 ar =
IYetelN n'ju oo 7 s A Al 910 HI g3IN N ‘UE)KI'H’ FIIAY ADYI ¥

=

o o ~ =& as [~ = a o3| @ =
A W3 N WS YD WG U 1 @ﬂu ul@l,ﬂb‘ i ‘lhﬂ Lﬂu MNYIBNNGE U
: ¥

N AUZATIUAIT USHN A9 94U W2 Y9 NUANDI U0 USYN N1 9y ¥ ne IR

b

=he @

£

[ g Qs 3/ = v =1 a 2 o

BRSO Lﬂgﬂﬂ ¥on uay 1059 1a 3 UVWNAYT  UA ABUU YadID U 9N V1 A
- o

Ve Ay 4 o q ¥ i ) ¥ a X2 uy
SAUTL Ade 39 9z Wl 8wt tha Wi i lunsu @ du 1A e

o e

1

In this cluster, #3 /huad/ usually co-occurs with au@v /salmoon4/ "brain”, A
/kit3/ "idea" and some feeling verbs like 1/24 /puuatl/ "to be ached". The suitable sense

for this cluster is “brain”.

Cluster 7:

ar

a o & o A s ar N o A 9 ¥ o
SAUN 24 AUATHUT U B3 YUSH HI TUIND 9 IUN 1') gl L{h‘l Iun 14
o o A a 1 Qs .o' 1

11 UNnT 11 BUEU 1Az A5I9ERY 31 W NTTATH UWAY a9 9In HUYRY @3'15

' & A o o A - & = Yo
M WY WS AU UU I ACATH 531} O ISQLSEJ‘L! M EDY UAY WAL LY Ej@TLl’.}EJﬂH
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In this cluster, %3 /hua4/ usually co-occurs with some printed matters like
nseA1Y. /kraldaatl/ "paper”, and some printed materials like W19@e /nandsumu

4/ "book". The sense "heading” then is the suitable sense in these contexts.

Cluster 8:

w10 20U W Au wie Wa @ Ta fu nSeans1a sz
3 v -~ Y ar o o 5 1
©1YU NINUA M 9T 1 Wa W e o wilsdeniun Wy Fe N
anly 3 wesuil 1 dlu ms wie %2 laes nau Teen a5 @ T 14 de

¥
@ o s a a o a = as t a
~-_wue§faw1m HUT §INT LAY FTHINT WA A ul‘lJ AN RYINU N U

In this cluster, #3 /huad/ usually co-occurs with w14 /paat2/ "to headline".

Thus, we substituted the sense of #2 /hua4/ in these contexts as "headline".

Cluster 9:

<2 o ar 1 o/ o s '
SO 556 UNATNIY HAT €8 UNAIBEN WIA WUI UBY UNAIW 18EINY T"ﬂ‘B Y

Ty v & a o a oA q a oy R v
U Sﬁﬁ BU Iﬂﬂ U AN 89 ¥ 83 A9 1 ABNATT NN HUIANN AU

+ »
s o o

- 4 < % 3/ FY @ T
1w uvuer g @y o lilse F Tilss vhe e fu e N

Y & s o s ar 3/ o a4 a ._—3’ 1Y .
UT T 989 AUV 3T K AU U A07Y 7 IRAYY Tu Gl% YN HAY Hae

In this cluster, ¥#2 /hua4/ usually co-occurs with 92 /cuuai/ "to introduce”
Tf50 fplooy/ "to introduce" (504 /rurwan2/ "subject”. When substituting the sense
occurred in these contexts with the sense "topics”, we got the suitable sense for these

"~ contexts. SIS
Cluster 10:

s/ A 4 @ A Y =3 Y dg [ ] :;I [ =
wl 9z 5 1y Wesu wilsFe W3 @oady Yuut Inad 929 duq ua 0 iy 115 g
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a : a a o Y T A v 1
win g deems dan ud oz dlu W wen  ud die Whun lu dszmalne ud
=Y ¥ @ o ' =4 =Y
finoms vodlny  uow d9 W1 uon Bndle  eewls f uds Ba Ty dszmelne

i 6AYS L HUAN HUA BAO @1 11 3lu ¥ wisde ua 0w 1 aszls

In this cluster, #2 /hua4/ usually co-occurs with printed materials like 14
/mandsur4/ "book", U3 /nitdtal yalsaand/ "magazine",ﬂifdﬁaﬁyw( /nan4surau

4pim/ "newspaper". Thus, we analyze this sense as "titles or names".

The followings are examples of iy /kepl/ that do not have the same meanings

as listed in the dictionary. They can be grouped into three clusters as follows.

Cluster 1:

gla vee nzus lu aues Aoudie iy @3 uay ¥y 90 au duq  Wisla B

v Y e v R =< o a 39
vl?Jvﬂfﬂ ﬂ?ﬂ?'lilmﬂiﬂ 111 13809 1WA ANHT NU Ne AU a8 9T A gﬁﬂ

9 ¥ ¢
o Y < a s o

Y ar Y = 9/ @
VNATY AU Wan i des 1HY fdaau 1) Gnq  d1e Ty udo gow wan dnass AU
: wa oy Y . S o WMy q = 4 o
9z T nd1 we ad1 vaae oen iy & W lu e ez idlu au #1 Shouae
@y 11 £ o S o [ @ o WS A a g
S we ey la asen 1U uad  ud wn A defy a Reu i dlewe Yo daes
augugua o dgm  ee @e 8w i na e 1 015 190w e ge

. v
1 ozls Tamlwu  wionn wie iy na  au Ind%e wwmiv dou §A  duiu

In this cluster, iy /kepl/ usually co-occurs with verb such as na /kotl/ "to
suppress”, 41 /gam/ "to hide", and #17 /tuua/ "person, individual”. When substituting
the sense in these contexts with the sense "to hide", we got the suitable sense of (Y

~/kepl/ for these contexts.

Cluster 2:

=y

. ’ ¥
W1 uen 11 M ww gn siu T 9Seq  Bu 6 A ez dlu Ml ves dszme

o o Y o 3/ 7 < < P 3’ ¥ AR =2
A3 1A A1 NN BUa. ‘YI’!EJ"[W gn Wi an 1 YUTN ‘1JN'L!1!‘1]§U’J gR wan U
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. 9
E Qs 4 o tY o« L%
uf e 9w Ingl vey e @n G Ry dinmndies szAvlssme uaz vin
14 - L4
Ay - WEIE A ABINIS A 9 Y gUU e Mgy 959 WY 119R5Y U
y =} Y o = £ g a d? 9 a @ :
1433 GA ua‘*ﬁu mﬂﬂ DY Wy A3 N NAYU LRI 1R NN
’ s ar a o P U P=1 =1 o =1 :xy 0’: T Y a P e
Y ANTITUNT WU S MU N 99 49 I 910 U M3 9 ﬁﬂ_\? WHU M9 1%131

dy = o v g [ ’ =3 v ] o Y ot 9 =1 L
N3 D WY M 1@ gIn YU Ua NS DY U M Viﬂ Y AN 1&1&‘“33&1@ £in

In this cluster, iy /kepl/ usually co-occurs with gn /thuukl/ "-ed (passive
voice)", 749 /sagl/ "to order”, guyy /khuu2kheenl/ "competitors”, and 1ininisiles /nak
3kaanmurwar/ "politician”. When substituting the sense in these contexts with "to

- kill", we got the suitable sense for these contexts.

Cluster 3:

: a‘ o =1 ] o 91'. as t:y s 9 dy
Ao foszeu 192w ey T M 19 AU du @3 8 oeu Ay e qu du Ty

' ¥ «
Cofw o Aga Tag U oma la iy an ded Tu R 13 fudnew 25 9 s

o 3

¥
AN 1 WHAIW U das 1@ NU D61 MIA BAASY TuFIe I 12 -

Qs v

. 2
T8 gl e F9 du W du Fu o ode 1 Ao edie vuwiu Hey ease 319

t dy a 4 w Y & £ P c‘ 9 aor T - ' .
U@ Glummzu UIYHN N 83 ”i.ﬂ U YU N W VI U Agl N m"lu (32 /0 11

@ L G

Taomwiz n8Inu A1 Ny KU WU 14 5TAU 5191 AINE  5INDS

s a o a 3/ (-] 3/ < o as v A
AU BluInd @l 1l "ia 0nYy yu hlﬁm‘ﬂ zmm‘ls VIUTY U1 01T RDDY

In this cluster, 1y /kepl/ usually co-occurs with Ila /lai2/ and g?’u

- /hun2/ "stock". The sense "to buy" is the suitable sense of iy /kepl/ in these contexts.

Finally, we got ten additional senses of #3 /hua4/ and three additional senses of

' iy /kep1/ as shown in Table 7 and table 8 respectively.
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SENSE DEFINITION EXAMPLE
Fl
Entity Metonyms use of "head" to refer Cimsaueiuderdeslusiaiiag 300-
to an individual; extended 500 L.
. . UONVINITWUNTMIUINIIBIUAIAL
metaphorically to refer to an )
o 50 nudn Sevanuae. .
organization; and used also as a R i 4. . .
.Inalunsditl AemMINgg 50 55 9IWHD
classifier. o ao  de 2q 12
ﬂuﬁ@ﬂ Uﬁyﬂuﬁiﬂﬂyiﬂiyﬂﬂﬂﬂﬂ...
. Y % a va 1 [
Hair Hair on the head of a human or an . 15992ARI INUH) ‘U&]‘U mmfﬂum
<
animal; hairstyle. e
< o o o o
...muﬂﬂnuwunmmﬁmmam U
anfinaulUTugeau. .
_snduwen1d aeu As Tils Tuaesway
A v 4 o a |
yodeslantuthe sarusy waFeaui...
a < J I % v A
AU URD T NWDINUA UK ILAIH IV
£% = £ < A [
HANADNHIVTUG UL NOUANAUANA. ..
. =] [ o < v 9 =
Brain Brain. It also refers to the seat of L nseadeatazini e amitune. ..
a v A 1 £ A
consciousness, thought, memory | -+ 1MENITUMTUTHNADAINNI 15D
. WUANOIVOIVTEN. .
and emotion. o
I A A a v 1 g 4
7/ 4 - Mudenuilsanuaaantiginnve I
Also, refers to a very intelligent - .
FIINUDNLDYIN ...
or intellectual person as the chief - o “ ao g
. higeanansiunasveriissivniule
1zati & v
planner of an organization or e hndunndangy...
enterprise.
. . o A o Y o 1 ' v A
Emotion Emotional and psychological state AT e susingana e

9
WINVU WUOEINIZAL TNUAT WINTUIN. ..
;g o g ~ (] =

Saaiuiuvuilwivesdu ihguileaiin
vde sz ludvupilesulsemu. .
.. nuieilmanad1 nanedeawaden
151103 Temanaziudsouso . .

9 d' [~ 1 3 v A K
. Tyaden lushueniy emsiadeda

a 2 o o ' A A W Y
Ay Aules. iy sgavan@eali'le. .

Table 7: Definitions and derived senses of #7 /hua4/, which are not listed in the dictionary, and

examples of these senses found in training corpus.




SENSE

DEFINITION

EXAMPLE

douantisznoudie aendedlva #a

headlines, titles, and headings.

Machine part Vital part of machine. For
~ Yo A
example, part which pulls the rest uay Tun 1a5uides...
. . _ageginuiie limsusmsvudamase
of an engine or a machine, part
a o 4 2 = 1 @
_ §3NIRIAN HazuesA1ln 39DINITIN YUY
which cuts or emanates sound or .
UTHN. ..
energy.
Chief Top position of leadership, . uennnnguiuain ud luszduiliiiowa
importance and honor, an PNTIAUAYT. ..
o \ L ypamindIwnaeda lanlumsoay
individual holding these
> AnioanueuAY. ..
positions. .
Y Y o A Y S A A
Langliaumeamsiiesdeufail 1 Ao
v a A Yo o <
NAYA taziloiAUNIIANIL. ..
1 2 1
4 wcsd 9 2 L=
Heading Information shown at the top of a ...st10,11%apjuﬂamaWﬂuﬂsmgmmg NI
Fa
v 9o nm Yy a o
pacgftitldf héhdin b remrheat nanuiudiionlildmadaiu. ..
o A 2w o '
Jagdui 1 wa. duinszasninda thihu
a A o A A P
a9 Wavnvisdeiseuseuazasuy lag
Wan...
Headline Headlines in newspapers L UTWHNUNNATUIIAUMATIA AN 1N587)
ns1Insz ...
v A A o [ a ay v U o ]
. misdenunseiuvesdma lamana dalva
" a9 o 9
UAATDNIV I I UIINMTNTL. .
Topics Information represented in e 1wy Tayan lumisdeiuiair 1

Yy 3 a '
Joivasevesmsaarm...

A < a A o o A
- Wadsziauszauanufaisoalon 11509

I 1 I~
Wumwlneuausseneilu. .

Titles or names

Titles or names of newspapers,
book and magazine: Also used as

a classifier.

@

.. Avteenniiadon o) a1e¥l a1y @
NURIUIUNIRA...

A a 9 I o v A Y
L Hnsasan udzdluueauaiiamiulu
Uszimst Insudrgmilon...

o ! ! 2 g ¢ W A A dao
18 i vas iy ledmiiadefinsisi
1879819 www.thairath.co.th. ..

< o o A A
. nnuuthamfnasuududmiisde Ao

o o A ¢ o o
fANAT HUIFDONITAUAINT. ..

Table 7: Definitions and derived senses of #7 /hua4/, which are not listed in the dictionary, and

examples of these senses found in training corpus.




SENSE DEFINITION EXAMPLE

To hide To keep out of sight; to keep . hindwihanudnluSeanadnu ifiu
a 92
hidden from others; to hide. nA ATIUAARINZAN. .. )
L DIEFIOFITHATDNAIY UVNATIAUNIN
gy s oo y= g
Hdeuiudau 13anadhalu. ..
v 9 Y S o Y
= Juind e ndwaaseenmnifiui 13y
< Ao v A
Tovz Wluaunsnuaznisanaos. ..
_Alszaales l)aunivldfuanuidn

%uﬂmmﬂummﬂﬂﬁu...

:: ] < <
To kill To get rid of; to eliminate; to kill ...mqmclwmuuammmﬂ Uy

£ = %
nmswesszavdsemne. ..

A S Y Y o - TR
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Table 8: Definitions and derived senses of iV /kep1/, which are not listed in the dictionary, and

examples of these senses found in training corpus



Figure 3: Semantic network representing all senses of #73 /huad/ and other related concepts
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Figure 3 is a semantic network representing all senses of #7 /hua4/ and other
related concepts. The network shows the polysemic development of senses of #2
/huad/ which starts from "head", and extends to "bulb", to "top" and "front", to "early
hours" and further to other senses.

In the network, a node represents a concept, the darker nodes with oval shape
represent senses of %7 /hua4/ from the Thai dictionary of "The Royal Institute". The
darker nodes with the rectangular shape represent senses of %7 /hua4/ that are not
described in the dictionary. These nodes are connected by different kinds of arrow that
represent the relationships among these concepts. There are three semantic relations in
this network. The first is, IS-A relationship, which indicates that a concept is a kind or
type of another concept. The second is, PART-OF relationship, which indicates that a
concept is a part of another concept. The third is SOURCE-OF relationship, which
indicates that a concept is a source of another concept. The interpretation of this
network is, for example, PERSON is a kind of ANIMATE, which has TOP-PART-OF-
ANIMATE as its part. BRAIN is a part of TOP-PART-OF-ANIMATE, which is a
source of THOUGHT, TALENT, WAY-OF-THINKING and EMOTION.

3.3 Processes in WSD Using Decision List
Algorithm

This study applied the decision list algorithm proposed by Yarowsky (1994)
with some adaptations to suit our tasks. In this study, WSD wusing decision list
algorithm consists of four processes as follows. (1) Data preparation process, which
consists of data collection, word segmentation, word sense analysis, and word sense
tagging. (2) The training process, in which decision lists for different spans of
collocation are created. (3) The testing process, in which each span of collocation is
tested by comparing whether word forms in the test data match with word forms in the

decision list. The algorithm will choose the sense that co-occurs with the matched
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Figure 4: Processes in WSD using decision list algorithm.
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word form that has the maximum collocational weight. (4) The evaluation process, in
which precision rates of the performance in all tests are evaluated against the lower
bound and upper bound performances. These four processes in this study are presented

by the flow chart in figure 4 and are explained in details as follows.

3.3.1 Data preparation process

In a corpus based WSD, a large number of sense-tagged data is required for
training the algorithm so that the algorithm can have sufficient knowledge for the
disambiguation. In this study, the preparation of the data consists of four tasks as

shown in figure 5 and explained in details as follows.
3.3.1.1 Data collection

In section 3.1, we have already explained the details about the source (section
3.1.1), the scope (section 3.1.2) and the size of the data (section 3.1.3). In this section
we explains the method of collecting the data.

Data containing the ambiguous words %32 /hua4/ and iy /kepl/ are collected
using a concordance program3, which randomly retrieves concordance lines containing

the ambiguous words #7 /hua4/ and i, /kep1/ at the center of the lines. For example,

o A o A o v Ao g ' 3| v
DNHINITDANIAU LW’E’]‘LH"’U?J?J“aVI%ﬂ!ﬂ‘lﬂ‘ﬂ‘ﬂizlﬂawaﬂ@uﬂﬂﬂlﬂu’iiﬂﬂuﬂlﬂya

E4 k4
ungiiselades Tasazdumldislumsllaseinmassaz 30 nmminiu

@ 3| 9 A < 1 A A 9y Y
Nﬂﬂglﬂum@yja‘ﬂmﬂ'ﬁ!ﬂlﬁjﬂi'nJIﬂEJcViu')El\j']ui'](’]fﬂ’liﬂlﬂﬂjm@\jﬂ‘Uﬂ’li

9

1 [y} 1 19} | -1 a Y 9 A = ) Y A all
ADIUNTIUY LLamz"hJmuaumﬂwﬂummaaﬂ msem ndesana

o 1 ' 1 <1 9 = a =
D9NVINA NN U ‘H”Iﬂ’JﬂiJﬁﬁJﬁﬂ!ﬂ‘lJ 3 Y59B Y Iﬂﬂllﬂﬁl‘ﬂaflu ey

‘A program that searches for a specified word and usually shows the results in the form

of key-word-in-context (KWIC).
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Since not all the concorded data are fit with our
scope of the data, these concorded data must be manually
chosen according to our scope (which are discussed in
section 3.1.2). Only the data that are in according to our
scope will be chosen and used for the training and the
testing processes.

3.3.1.2 Word segmentation

Since there is no word boundary in Thai written
text, the concorded data must be word-segmented in
order to be used in statistical processing of the algorithm
such as counting, computing the collocational weight. In
this study, the segmentation involves 2 steps as follows.

Step 1: Perform word segmentation automatically
by a Thai word segmentation program.

Step 2: At the lexical level, manually correct any
mistakes based on the context.

For example,
a0 4 is changed to  aoq
nde u is.changed to - wapu
81 M3 is changed to o3
T e is changed to' eids

From the examples above, which are the results
from running the word segmentation program, ae ¢ IS

changed to as¢, even though as /57047 could be a word, but
from the context, aes« /srN4/1S the correct word for
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segmentation. The results, nde u, o1m3, la s, are changed to
naou, 013, leids, respectively for the same reason.

3.3.1.3 Word sense analysis

In section 3.2, we have already explained the details
about word sense analysis, which involves the analysis of
word senses based on the definitions in the Thai
dictionary of "The Royal Institute" (section 3.2.1) and
the information from the training corpus (section 3.2.2).
The results of the analysis are twenty senses of s/hua4/

and nine senses of .5y /kepl/, which are used for sense
tagging.

3.3.1.4 Word sense tagging

In order to be convenient for manually tagging and statistical processing, the
senses of #7 /hua4/ and (AY /kepl/ are tagged in the form of "<number>". The sense of
each number is shown in table 9 for #2 /huad/ and table 10 for (AU /kepl/. The sense-
tagged training corpus of #7 /hua4/ and iy /kepl/ are in appendix A. The sense-

tagged testing corpus of #7 /hua4/ and AU /kepl/ are in appendix B.

We would like to note here that, these numbers do not indicate any hierarchical
relationship between senses. However, they have some relationship to each other as
some senses are extended from the others due to the polysemous development process
(See section 3.2.2 in details). These senses also have some relationship to the other
concepts too. These relationships are shown as a semantic network in figure 3, section

3.2.2.



Tag sets Senses
<1> Head
<2> Entity
<3> Chief
<4> Hair
<5> Brain
<6> Intelligence
<7> Talent
<g> Viewpoint
<9> Emotion
<10> Top
<11> Heading
<12> Headlines
<13> Front
<14> Machine part
<15> Early hours
<16> Bulb
<17> Head of coin
<18> Concentrate
<19> Topics
<20> Titles or names

Table 9: Tag sets representing senses of #7 /hua4/.
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Tag sets Senses
<1> To take
<2> To pick up
<3> To arrange
<4> To keep
<5> To hide
<6> To gather
<7> To charge
<8> To kill
<9> To buy

Table 10: Tag sets representing senses of 1Ay /kepl/.

The next three sections involved the decision list algorithm, which consists of
the training (section 3.3.2), the testing (section 3.3.3), and the evaluation processes
(section 3.3.4). Figure 6 illustrates an overview of these processes. The details of each

process are as follows.
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Figure 6: Training, testing and evaluation processes.




3.3.2 Training process

Comment: Training process (section 3.3.2)

1 for all spans of word do

2 for all line containing an ambiguous word do

3 for all word forms (W,) in a span do #select word forms co-occur with

ambiguous word in a running span.

4 C(S,W,) #count the frequency of occurrences of senses with word forms.
5 c(W,) #count the frequency of occurrences of word forms.

6 end

7 end

8 end

Comment: Computing collocational weight
9 ifC(W,)>=3do #if word forms occurs more than or equal 3 times do...

10 P(S,| W) =C(S,,W,) / C(W,) #compute the probability of co-occurrences, and

after that...
11 ifP<1 # if the probability is less than 1 do...
P(S.| W,)

12 Weight(S,W,) = Log ( ) #compute the weight of co-occurrences.

2_P(S,| W)

jFi
13 else Weight =9 #if P.equal 1, assign value 9 to the weight
14  end # continue ...

Table 11: Decision list algorithm.



Comment: Testing Process: Disambiguation (section 3.3.3)
#continue. ..

15 for all spans do

16 for all lines containing an ambiguous word do
17 for all words (in a testing corpus) (w,) in a span do
18 if w, = W, # check whether word forms in the test data matches with word

form in a decision list, if matches, do...

19 if there is only one maxweight

20 if weight(S,| W,) = maxweight

21 choose S, that has maxweight

22 return ambiguous word with S,

23 end

24 if there are more than one maxweight

25 if word forms are in the different positions

26 choose S, that pointed by the nearest word form

27 return ambiguous word with S,

28 end

29 if word forms are in the same position

30 choose S, that has the highest frequency among these senses
31 return ambiguous word with S,

32 end

33 end

34 if w, ne W,

35 choose sense that have the highest frequency in the corpus
36 return ambiguous word with S,

37 end

38 end

Table 11: Decision list algorithm,
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This process creates decision lists for disambiguation. The "decision list
algorithm" (Yarowsky, 1994) is adapted to suit this study. The algorithm is shown in

table 11, and explained in details as follows.

Since this study wants to find the optimal span for locating sense indicators of
WSD, the algorithm will be trained at different spans to create various decision lists for
the disambiguation. Since sense indicators are hypothesized to be in the span of five
words and they can be found either on the left or on the right side of the ambiguous
word, the total settings for testing in this study will be twenty, as illustrated in Figure
7, where X is an ambiguous word, a, to a, are context words on the right side, and b, to

b, are context words on the left side.

WRL, WLR
e—
PEAL ..
b, b, b, b, b, X a a a, a, a
—)
>
> WR
4—
WL +—
4—

Figure 7: Twenty spans for training and testing.



Word-to-right (WR) consists of 5 spans as follows.

One-word-to-right 1WR) — X a,

Two-words-to-right 2WR) —» X a

Three-words-to-right 3WR) — X

Four-words-to-right 4WR) — X a
X

Five-words-to-right SWR) —»

Word-to-left (WL) consists of 5 spans as follows.

One-word-to-left (IWR) — X b,

Two-words-to-left 2WR) ——» X b, b,
Three-words-to-left GWR)  — X b, b, b,
Four-words-to-left 4WR) = — X b, b, b, b
Five-words-to-left SWR) =~ — X b, b, b, b
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Word-to-right-and-left giving priority to word-to-right (WRL) consist of 5 spans

as follows

One-word-to-right-and-left 1IWRL) —» X a,

—_

Two-words-to-right-and-left QWRL) —> X a,

Three-words-to-right-and-left GWRL)— X a,

—_

Four-words-to-right-and-left 4WRL) —» X a;

—

o c o o o

Five-words-to-right-and-left SWRL) —— X a,

b

2

b,a, b

273 3
b,a, b, a, b,
b,a; b, a, b, a, b,

Word-to-left-and-right giving priority to word-to-left (WLR) consist of 5 spans as

follows

One-word-to-left-and-right 1WLR) — X b, a,

Two-words-to-left-and-right QWLR) —» X b, a, b, a,

Three-words-to-left-and-right SWLR)— X b, a, b, a, b, a,

Four-words-to-left-and-right 4WLR) —— X b, a, b, a, b, a, b, a,



93

Five-words-to-left-and-right SWLR) — X b, a, b, a, b, a, b, a, b, a,

For each span (line 1, table 11), then, for each line containing an

ambiguous word (line 2, table 11),

Step 1: count the frequencies of the co-occurrences of the senses of #7 /huad/
and (A1 /kepl/ and the word forms (C(S,, W,) within the span, and the frequencies of

occurrences of the word forms (C(W,)). The following is the explanation of this step.

Suppose that, we have the following data in our training corpus.

(i) dnwaz ofu Tase wdn Tse g szau #a<l> au @ des IR iFou
v A

wiade  dou
— SR AN W

- v 4 ] 9
(i1) i lesnn wou 1z ae WaSdB> 41 s dea w1 emns il ides

AN vl

»
»

(i11) # eonuun fu ae 5 uaz  1#I<13> dwda. i ga Fu nszdh de

H ] { ng} 1 o o 1<}
(V) wju 9 i By 50 wh aw dud <L5> & A e oh

SRV TG AN

[
»

When training the program at the span of 2WR, in line (l) (Wthh

assumed to-be the first line iof the data), the program will
consider only au /khon/ and % /mii/, then count the

frequency of <1> co-occurred with # /mii/, the
frequency of #»<1> co-occurred with a1 /khon/, and count
the frequency of au» /khon/ and the frequency of & /mii/.

Below are the information after the training algorithm
processes the data.
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S;, W, No. of W, No. of occurrence

occurrence CW)
(C(Si;Wy))

W<l> au 1 AL 1
h<l> i 1 i 1
#i<l16> # 1 %1 1
#<l16> e | NI 1
1#1<13> iy 1 i 1
1#1<13> 11 1 11 1
1wh<15> 1 w1 1
1<15> A 1 i 1

If the data size is increased so that the program further finds a1 /khon/ co-
occurred with #7<1> within the span, it will add one to the frequency of the co-
occurrence of “#1<I> A", henceforth C(#3<7>, Al), so the frequency of C(+1</>,
Au) will equal to two. The program will also add one to the frequency of occurrence of

A, so the frequency will equal to two.

Step 2: compute the probability of P(sense, | word form,), which is the
probability of the ambiguous word being marked with sense. when the word form, is
found in the span, and the probability of P(sensej | word form,), which is the
probability of the ambiguous word being senses other than sense,, when the word
form, is found in the span. The ratios of these two proabilities are used for computing
the weight or strength of co-occurrence between sense, and word form,. The formula

for computing collocational weight is shown below:
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P(sense, | word form, ) = C(sense,, word form,)

C(word form, )

Total occurrence of word form, with sense,

Total occurrence of word form,

(line 10, table 11)

P(sense, | word form, )

Weight(sense,word form ) = Log ( )
Z‘,P(sensej | word form, )
jF i
P(S,| W,)
=Log( )
1- P(S,| W)

(line 12, table 11)

The formula is provided by Agirre, and Martinez
(2000), which is adapted from that of Yarowsky (1994) *
to suit WSD task, in which a word can have more than
two ambiguities (senses).

* See the formula proposed by Yarowsky in section 2.5.2.4, which is used for lexical
ambiguity resolution such as homograph disambiguation, in which there are only two ambiguities

of a target ambiguous word.
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Since the collocational weight is the logarithm of the ratio between the
probability of the co-occurrence of word form, and sense, and the probability of the

co-occurrence of word form_ and other senses (excluding sense), if the weight is

k

'. higher than 0, word form, will has higher probability to co-occur with sense, than other

. senses. Thus, word form, is a better indicator of sense, than other senses.

In this study, the collocational weights are computed under the following

conditions.

(1) The program will compute the probability only if C(W) is greater than or
.equal to 3 (line 9, table 11). This is to lessen the effect caused by the small size of

" training data because using small frequency might result in an unjustiﬁéd decision.

The lelowing example shows that an incorrect decision is the result of the
. computation when C(Wk) is less than 3. In (i), when training at span two-word-to- v
.right-and—leﬁ (2WRL), ﬁﬁu fthii2din/ co-occurs with (Au<4> 2 times and ﬁﬁu

" fthii2din/ oceurs only 2 times in a training corpus, if the program computes its

éollocational weight, PAU<4> | ?cfi;ﬁu) will be equal to 1 and‘ P(Au-other senses | ‘ﬁ'ﬁu)

“will be equal to 0. This makes the co-occurrence of ify<4> and fimu /thii2din/ highly

siéniﬁcant. Thus, when disambiguates the following sentence,

(@) vounuasnT M3 30 31} Hau e iy Fu fu qu F drde dou 753 92 ¥l amu
the.. program will choose sense <4>. But this is not the correct sense. The program is
expected to choose the sense %7>. This sense (<7>) co-occurs with 131 /non/ with the
.-_highest weight .of 0.4214 (excluding the collocational weight.of ifiy<4> and 17)'511).
Since in the corpus, (4% /on/ occurs 132 times, and occurs with (HU<T> 95 times, the

co-occurrence of (AU<7> and 13U /non/ should be more significant than the co-

occurrence of tAU<4> and A9 u /thii2din/.
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(2) The program will compute the collocational weight only if the probability
(P) is less than one (line 11, table 11). This is because, when P is equal to 1, the weight
will equal log (1/1-1) which is infinity, and the program will stop working. So, if P is
equal to 1, the program will assign the highest value to the weight. In this study, the
assigned value is 9 because the highest weight computed from this study is less than 3

(line 13, table 11).

Step 3: Continue training until the last line of the training data, and then,

continue training at other spans till all spans are trained.

After the training process, there are twenty decision lists for twenty different
spans of word. Each list consists of collocational patterns (senses co-occur with word
forms) and their weights. At the time of disambiguation, for each line containing the
ambiguous word #2 /haud/ or iy /kepl/, the program will compare word forms within
the span with the word forms in the decision list, and choose the sense co-occurred

with the word form that has the highest weight.

3.3.3 Testing process

The testing process applies the decision lists created from the training process
to the testing corpus. Since there are twenty decision lists for twenty different
strategies (spans) for disambiguation, the testing process is run twenty times for every

decision list. The process has two steps as follows:

For each span, and then for each line containing an ambiguous word,

Step 1: Check whether the collocational word forms (w,) of the ambiguous

words in the testing corpus are the same as in the decision lists (W,) (line 18, table 11).
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(1) If they are the same, then makes the decision according to the following
cases.

Case 1: In case that there is only one sense that has maximum weight,
the program chooses this sense (lines 19, 20 and 21, table 11). This is the ordinary case
performed by the program based on the statistical view that, collocational patterns that
receive higher weight are more statistically significant than those with lower weight.
Therefore, they should be better sense indicators. The example below shows the use of

decision list for disambiguating.

Example 1: Disambiguating at 2WR

g

A a A Aanaa ~ 1< @ oy 4 Y Vo oA
U QUNA Uag 1eU a3na 3¢ § D17 DY NN U1 Li’]']]l?] 1611 1 AN 1Y N W

Weight Collocational pattern Sense
9 iy ndaelsl <1>
9 (A ( matched) <4>
9 iy fin <1>
< =
2.1106 Y MY <7>
< Y
1.4914 AU AN <6>
0.9700 IR (matched) <4>
-1.0263 i (matched) <7>
-1.4914 L'ﬁ“lJ W1 (matched) <1>

Table 12: Decision list’ for 1Ay /kepl/ at 2WR.

> This decision list and other lists shown in this section are the abbriviated decision lists

and sorted by weight from the highest to the lowest weight.
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In example 1, the program is tested at the span 2WR, it will select word forms
within this span, which are An /kak1l/ "to detain" and L?Bl? /mnaam3/ "water". Then, the
program checks these word forms whether they match word forms in the decision list
of this span, if match, the program will extract these word forms and their
collocational senses (which can be more than one sense) and their weights. In this

example, the program extracts 4 collocational patterns as follows.

Collocational pattern Weight
fin 1fu<d> 9

¥ f<as 0.9700

¥ f<r> -1.0263

¥ f<t> -1.9638

Then, the program compares among these patterns to see whether which one
has the highest weight. In this example, sense <4> indicated by fn /kakl/ has the

highest weight, so the program chooses sense <4> for Y, /kep1/ in this context.

Case 2: In case that there are many maximum weights, and the positions of
word forms are different, the program will choose sense indicated by the nearest word
form to the ambiguous word (line 24, 25 and 26, table 11). If both left and right words
are considered, the nearest word is determined from the priority setting in the span. For
example, in the span 2WRL, b, b, X a, a,, the order of words sorted by the nearness

is a, b, a, b,. This decision can be explained as follows.

Example 2: Disambiguating at 2WR

a A v oo < ' y ¢ a 2 A ¢ @
NN Y3 N 92 1111 BUAIIY 31N N7 DY A 6],6]5 G]ff)V‘llL'Jﬁ T INAUVU LUD Glf’e)“NmL’J‘i



Weight Collocational pattern Sense
9 iy ndae'ld <1>
9 ETRGE <1>
9 Ay An <4>
9 Ay fin <1>
9 Lﬁ‘]J 14 (matched) <7>
9 Ay (matched) <7>

Table 13: Decision list for (A /kepl/ at 2WR.
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In example 2, the program is tested at the span 2WR, it will select word forms

that are within this span, which are fA11/khaa2/[1"cost" and 19 /chai3/("use". Then,

the program checks these word forms whether they match word forms in the decision

list of this span, if match, the program will extract these word forms and their

collocational senses and their weights. In this example, the program extracts 2

collocational patterns as follows.

Collocational pattern weight
A nu<7> 9
1% 1fu<a> 9

Then, the program compares among these patterns to see whether which one

has the highest weight.

In this -example, both patterns have the same weight.

According to this case, the program will choose sense <7>, indicated by the nearest

word form (A7 /khaa2/) to the ambiguous word (71 /kep1/.
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Example 3: Disambiguating at IWLR

a dy A a a 9y & 3’ o a v d o w ' Y
AUNN 111Jfg] WUN DAL 1WA hl‘l”iil N DY HUIUH YD VIEN Ulfﬂﬁlﬂ@ﬂa 1NN N vlﬂ

Weight Collocational pattern Sense

]

9 o NU <4>
1 I~

9 GRNIGIT <4>
= o o/

9 NY UINY (matched) <4>
L " A

9 1NU uasau <4>

9 Ny ANNEY <4>

9 anun 1Hu <4>

9 i 9rlden <4>
@ <

9 09 LNy (matched) <4>

Table 14: Decision list for (v /kepl/ at TWRL.

In example 3, the program is tested at the span
1IWLR, it will select word forms within this span, which
are & /thana/ "ank" and ¥t /naam3man/ "oil’. - Then, the program

checks these word forms whether-they match word forms
in the decision list of this span, If match, the program
will extract these word forms and their collocational
senses and their weights. In this example, the program
extracts 2 collocational patterns as follows.

Collocational pattern weight
iy Rp<a> 9

o d
O NU<4> 9
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Then, the program compares among these patterns to see which one has the
highest weight. In this example, both patterns have the same weight. According to the
span 1WLR, the program will choose sense <4> indicated by o4 [thanay "tank",
which is in the nearest position to the ambiguous word iy /kepl/.

Thus, the difference between right priority, and left priority is that, if it is the
right priority, program will choose word form at the right first, if it is left priority, the

program will choose word form at the left first.

Case 3: In case that the weights are equal and the word form indicate more
than one senses, the program will choose the sense that has the highest frequency of

occurrence. (line 24, 29 and 30, table 11) This decision can be explained as follows.

Example 4: Disambiguating at 1WR

' ] Y] o A = o 1 ' )
1017 (114 ONYU I AUUUNIT LA DU Wﬂﬂi%jﬂ‘]ﬂ«l UHUDU I ‘]Ji%slﬂclfl! IQEJ‘V]’J

»:
'

Weight Collocational pattern Sense
o iy
0.1250 | v e <7>
<3 v A
0.0792 ‘| wiisde <4>
0 Ay matlseleans - (matched) <7>
<3
0 Ny 1 4>
0 1 matlseTeani - (matched) <I>

Table 15: Decision list for (A /kepl/ at IWR.

In example 4, the program is tested at the span
1IWR, it will select word forms within this span, which in
this example, IS wavs=Temi /phondpralyootl/ "benefits".
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Then, the program checks this word form and extracts 2 collocational patterns as

follows.
collocational pattern weight
watlsz Teanl fu<7> 0
watlsz Teanl fu<i> 0

Then, the program compares among these patterns. In this example, both
patterns have the same weight. According to this case, the program will choose

<7>because this sense is found more than sense <1> in the training corpus.

?2) If collocational words of the ambiguous words are not found in the
decision lists, the program will simply choose the sense that has the highest frequency
in the training corpus, which is "top part of human or front part of other animals" for
#7 /huad/, and "to maintain, store and keep" for i /kepl/ (line 34 and 35, table 11),

in this study.

As stated earlier that case | is the ordinary case that the program expects to
find. The reason that there are cases 2, 3 (there are more than one sense with the
maximum weights) and (2) (collocational word is not found in the decision list) is
because of the size of the training data, which may not be large enough to enable a
word form to be a clear distinctive sense indicator. So, there are many word forms that
indicate many-senses,-and there-are also many senses indicated by the same word

form. However, this problem can be solved by increasing the size of the training data

6

° Chapter 5, section 5.1.1 discusses about the effect of the size of the training data, by
testing the disambiguation at different training data size, and found that the higher the size of the

data, the better the algorithm's performance.
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Thus, in this study, case 2, case 3, and (2), are the
problems with their reasonable resolutions. In case 2, the
decision of choosing the sense indicated by the nearest
word form is in accordance to our hypothesis that the
word form that is close to the ambiguous word is the
better sense indicator than words that are in a further
distance. In case 3 and (2), the reason that the program chooses the

most frequent sense is in accordance to the human retrieval of sense, which states that
human always thinks or retrieves the sense that is the most dominant or frequent first if

given a neutral context or no context at all (Simpson, 1981).

Step 2: Return the chosen sense to the ambiguous
word. Thus, in example 1 the program returns sense <4>
to v /kepl/ as follow.

A a A Aaas ~ < [ c;y 2 9y oA A 1
WoU guna taz 1ueu A309 3¢ U NS NU<4> DD U Lf]'lllfl Gl,"lf UIn NI ’1J N AU

iy

Step 3: Continue to disambiguate other lines till the
last line of the testing data, and then, continue to
disambiguate at other spans till all twenty spans are
tested.

3.3.4 Evaluationprocess

In this study, since it is intended to find the optimal
span for locating sense indicators, the performance of
each span ranged from 1 to 5 will be computed for the
precision rate. The precision rate of each span will be
compared to get the optimal span, which will be used to
evaluate against the lower bound and upper bound
performances (the evaluation will be discussed in chapter
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4). The precision rate is computed as follows (Agirre and
Rigau, 1996).

Number of times the sense is correctly disambiguated

Precision rate = ( ) *100

Total number of answered senses

In this research, the precision rate will be computed
automatically as follows.

The program checks whether each sense selected is
the correct sense, if it Is correct, the program will
increase the number of the sense correctly
disambiguated. The total number of answered senses
will be the same as the number of testing data which is
400 for s> /huad/ and 400 for wu /kepl/.

There are 3 precision rates for the evaluation.

(1) Precision rate of the algorithm tested at
twenty spans, which is.computed as explained above.

(2) Precision rate for dlower bound performance,
which'is the performance of the simple algorithm using
highest frequent sense as a cue for disambiguation. This
means that the algorithm always returns the sense that
has the highest frequency in a testing corpus for
disambiguation.
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e The precision rate for lower bound performance
disambiguating > /huad/ is 24%, which is computed as

follows.

Frequency of S_in the testing corpus

Precisionrate =  ( ) *100

Total number of answered senses

Where, S_is the sense that has the highest frequency in the training corpus.
= (96/400) * 100 = 24%

e The precision rate for lower bound performance
disambiguating v /kepl/ 1s 40%, which is computed as

follows.
Precision rate = = (160/400)*100 = 40%

(3) Precision rate for upper bound performance.
In this study, the upper bound performance is the
performance  of the researcher's tagging which is
assumed to be 100% correctly.



CHAPTER IV

RESULTS

This chapter consists of three sections. Section 4.1 and section 4.2 report and
discuss the results of the algorithm's performance on disambiguating %7 /hua4/ and Y,
/kepl/ respectively. The results consist of the precision rates of twenty tests of %2
/hua4/ and 1Ay /kep1/ and twenty tests of each sense of %7 /hua4/ and 1AY /kepl/. The
precision rates of all results are compared to get the optimal spans for disambiguating
both words, and the optimal span for disambiguating each sense of them. The results of
the optimal spans of #7 /hua4/ and iy /kepl/ will be discussed based on three
perspectives, namely computational, syntactic and semantic perspectives. Section 4.3
summarizes the results and further discusses why some senses have high precision rate

and some senses have low precision rate. The details of each section are as follows.

4.1 The Results of the Disambiguation of #3 /huad/

Figure 8 shows that the optimal span for the disambiguation of #7 /huad/ is
IWLR as indicated by the precision rate of 87%, 3.625 times' higher than the lower
bound performance and 0.87 time” lower than the upper bound performance. Since the
precision rates of WLR and WRL are not significantly different, the presentation and
the explanation of the results, from now on, will usee WRL only, whether, in fact, it

refers to WRL or WLR. The poorest span for the disambiguation of #7 /huad/ is SWL

'3.625 times is computed as 87 / 24 (which is the precision rate of the lower bound
performance).
?0.87 times is computed as 87 / 100 (which is the precision rate of the upper bound

performance).
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as indicated by the precision rate of 57.50%. From the evaluation, we can see that the
algorithm's performance is very good. The strengths of the algorithm that enable it to
achieve high performance as well as the limitations that unable it to perform as good as

human will be discussed in section 5.1.1.

90
80
<
=
N 70 —¥—BL
[}
8
= 60 | ——wL
o
Rz
G 04 ——— - - - — W eee—— - - - — - - - —&— WR
[}
a
w0 --- - - - - ST g e e —&— WLR
EYJ IR F FPIE § AN . 0 —&— WRL
.3 H— —X H— X
20 number of span
1 2 3 4 5
——BL 24.00 24.00 24.00 24.00 24.00
—— wL 61.00 60.25 60.00 57.75 57.50
—A— Wr 73.00 72.00 68.50 67.75 6725
—— WIR 87.00 84.00 79.75 76.50 75.50
—@— wrL 85.50 84.00 80.00. 76.00 74.25

Figure 8: Precision rate of disambiguation of #3 /hua4/. BL is base line, WR is word-to-right of
an ambiguous word, WL is word-to-left of an ambiguous word, WRL is word-to-right-and-left of
an ambiguous word giving the priority to word-to-right, WLR is word-to-left-and-right of an

ambiguous word giving the priority to word-to-left.

In terms of the number of context words for disambiguation of #7 /hua4/, the
optimal is one, which is in accordance with our hypothesis. The precision rate
decreases respectively as the number of word increases from 1 to 2, 3, 4 and 5 words.
However, the 2W is also good for the disambiguation, the precision rate at 2WRL span
is only 3% lower than that of 1WRL. These results are supported by the results of
disambiguating on each sense of %72 /hua4/, in which, there are 14 senses that have the
optimal span as 1W, while 2 senses have the optimal span as 2W and only one sense

needs 3W span. Thus, 3W span is sufficient for the disambiguation of #72 /hua4/.
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In terms of side, the optimal side for disambiguating is both right and left,
which contradicts to our hypothesis. However, this is not because both right and left
sides play equal role in the disambiguation. But, because WR plays more role and
with some influence from WL, considering WRL yields a better result than considering
WR or WL alone. These results are supported by the results on disambiguating each
sense of #7 /hua4/, in which, there are 12 senses that their sense indicators are on the

right side, 2 senses are on the left side, and 3 senses are on both right and left sides.

Since different senses require different spans for the disambiguation, the next
section (section 4.1.1) presents and discusses the results of the algorithm's performance
when disambiguating each sense of #3 /hua4/. The results will show the optimal span
for disambiguating each sense of %73 /huad/. The results will be discussed based on
three perspectives, namely computational, syntactic and semantic perspectives.
However, the results of disambiguating three senses namely, "talent", "heading" and
"head of coin" will not be presented because their occurrences in the training data are
too low. Thus, they could not be used as representatives of these senses. The results of
disambiguating those remaining 17 senses will be presented and discussed in according

to the optimal span for the disambiguation as follows.

4.1.1 The results with the optimal span as one

There are fourteen senses presented here that need only one word or
immediately adjacent word for the disambiguation. This is because, from the decision
lists at 1W span, the immediately adjacent words of #7 /hua4/ are mostly content
words including noun, adjective, and verb, which have some semantic relationship
with the word #7 /hua4/. This is in accordance with our hypothesis that, in Thai, the
content word is usually immediately adjacent to another content word without any
function word in between. These content words add some meanings to another content

word it co-occurred with.
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Within these fourteen senses, there are nine senses that the sense indicators are

on the right side, two senses that are on the left side, and three senses that are on both

right and left sides. The detail presentations and explanations are as follows.

4.1.1.1 The sense indicator are on the right side

There are nine senses that the sense indicators are on the right side, namely

"chief", "emotion

nn

, "machine pa

U]

, "early hours", "hair

"non

, "intelligence", "top", "bulb"

and "topics". In fact, WL of %72 /hua4/ play no role at all in indicating the sense

“emotion” and plays very little role on disambiguating the other eight senses.

Figure 9 to figure 17 present the results on disambiguating these nine senses of

#2 /huad/ that the sense indicators are on the right side.

100

90
80
70
60
50
40
30
20
10

precision rate (%)

——wL
—&— WR
—&— WLR

—&— WRL

40.00

100.00

100.00

100.00

0.00

100.00

100.00

100.00

0.00

100.00

100.00

100.00

0.00

100.00

100.00

100.00

0.00

100.00

100.00

100.00

Figure 9: Results on disambiguating #7 /hua4/ "chief".

——wL
—&— WR
—— WLR
—@— WRL

number of span
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100
90
80
70
60
50
40
30
20 —@— WRL
10

——wL

—&— wWR
—&— WLR

precision rate (%)

number of span

—— wL 0.00 0.00 0.00 0.00 0.00
—A— WR 100.00 100.00 100.00 100.00 75.00

—&— WLR 100.00 75.00 75.00 50.00 50.00

—@— WRL 100.00 75.00 75.00 50.00 50.00

Figure 10: Results on disambiguating #7 /hua4/ "emotion".

S
e
) —— WL
E
g —A&— wWR
‘3
2 —— WLR
=
—@&— WRL
1 2 3 4 5
number of span
——wL 35.71 28.57 21.43 7.14 21.43
—&— WR 100:00 92.86 8571 78.57 64:29
—— WLR 78.57 50.00 35.71 35.71 35.71
—&— WRL 85.71 50.00 35.71 35.71 35.71

Figure 11: Results on disambiguating #7 /hua4/ "machine part".



100 g & A

80
70
60 ——wL

I e —&— wWR

40 7 ~ —&— WLR
30 = n

20 —@— WRL
10 +

precision rate (%)

number of span

—— wL 45.45 45.45 27.27 27.27 27.27
—A— WR 100.00 100.00 100.00 100.00 100.00

—&— WLR 100.00 100.00 81.82 90.91 90.91

—@— WRL 100.00 100.00 81.82 90.91 90.91

Figure 12: Results on disambiguating i /hua4/ "early hours".

100
90
80
70
60
50
40
30 +
20 ™ = = = n —@— WRL

——wL
—&— WR

—&— WLR

precision rate (%)

number of span

——wL 20.00 20.00 20.00 20.00 20.00
—hA— WR 80.00 80.00 80.00 80.00 80.00
—&— WLR 100.00 80.00 80.00 60.00 80.00

—@— WRL 100.00 100.00 100.00 60.00 40.00

Figure 13: Results on disambiguating s> /huad/ "hair".
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20 —@&— WRL
10
0
1 2 3 4 5
number of span
—— wL 31.25 31.25 25.00 25.00 18.75
—&— WR 81.25 81.25 81.25 81.25 75.00
—&— WLR 87.50 81.25 75.00 75.00 75.00
—@— WRL 87.50 81.25 75.00 75.00 75.00

Figure 14: Results on disambiguating > /huad/ "intelligence".

100 —
90
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S 704 O
< =
2 O \L = ‘\. -
<
= o— @
g 50 10 e X 1-- - - - —&— WR
‘%
-z 40
3 —&— WLR
a 30
20 - .\l—l/.-—. —— wrL
10
0
1 2 3 4 5
number of span
——wL 27.27 18.18 18.18 27.27 27.27
—hA— WR 63.64 63.64 63.64 63.64 54.55
—&— WLR 72.73 54.55 54.55 54.55 54.55
—@— WRL 72.73 54.55 54.55 54.55 54.55

Figure 15: Results on disambiguating s> /huad/ "top".
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100

0
1 2 3 4 5
—— wL 42.86 50.00 35.71 35.71 28.57
—&— WR 71.43 71.43 78.57 78.57 85.71
—&— WLR 85.71 78.57 78.57 78.57 85.71
—@— WRL 85.71 78.57 78.57 78.57 71.43

——wL
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Figure 16: Results on disambiguating # /huad/ "bulb".
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Figure 17: Results on disambiguating s» /hua4/ "topics".
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Finding the sense indicators of #7 /huad/ at the right side is in accordance with
our hypothesis, as we expect that the modifiers of noun #73 /hua4/ are mostly found at

the right side. This can be explained in details as follows.

® (Computational explanation

In term of computational, sense indicators of these nine senses are on the right
sxde because, from the decision lists of words at the night side, there are many
éollqcational word forms co-occur with these senses. Their co-occurrences are
significant as they have high collocational weights. This statistical evidence indicates

 that the optimal side for the disambiguation of #3 /huad/ is the right side.

® Swyntactic expianation

The | statistical evidence is also in accordance with the explanation of the
si}ntactic structure of Thai language, which the head and modifier relationship plays
dominant role in the disambiguation. This relationship can be explained as follows.

From the decision lists of words at the right side of #3 /huad/, collocations can
| 'Zbe grouped. according to their parts of speech. Their syntactic patterns are shown as

foHows.

Pattern ( I.LHead and modifier relationship.
NP
head modifier

N #7. N; ADJ; V
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In pattern (1), %72 /hua4/ is the head of NP, which can have another noun, a
verb or an adjective as its modifier. The modifier adds some meaning to the head.
Example 1 is the examples of collocational patterns of %7 /hua4/ meaning

"chief", "emotion", "machine part", "early hours", "hair", "intelligence", "top", "bulb"

and "topics" respectively, which are in accordance with the relationship in the pattern

(1).

Example 1:

(i)  NP(Head: N(372)),(Mod: N(Tan))

(ii)  NP(Head: N(+2)),(Mod: ADJ(1d¢))
(iii)  NP(Head: N(#7)),(Mod: V(51))

(iv)  NP(Head: N(172))(Mod: N(#1))

(v)  NP(Head: N(%7)),(Mod: ADJ(#i1))
(vi)  NP(Head: N(3#2)),(Mod: ADJ(1a))
(vii)  NP(Head: N(+2)),(Mod: N(1s/ain |n))
(viii) NP(Head: N(#2)),(Mod: N(#aw))

(ix)  NP(Head: N(#7)),(Mod: N(594))

® Semantic explanation

Beside syntactic relationships, there are also semantic relationship between 7
/hua4/ and word forms on the right side. From the decision lists of words at the right
side of #7 /hua4/, words co-occur with each sense of %7 /hua4/ can be grouped
according to their semantic fields, with different fields indicate different senses. There
seems to be a coherence between the semantic fields of the word #7 /huad/ and its

sense indicators, as shown below.
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Senses Semantic fields of Examples of co-occurred
co-occurred word forms word forms

Chief "leader" (inconclusive) Tan
Emotion "bad" (inconclusive) 1@e
Machine part OPERATION VERB 110 5U 9 iy amn
Early hours HOUR oy
Hair COLOR A1 1A
Intelligence ATTRIBUTE lalh @
Top THING I nsequ un Tdva ln
Bulb PLANT Wou AN 1 tHon
Topics DISCOURSE 504

Table 16: Semantic relationship between #7 /hua4/ and words at | WR.

The relationship of these nine senses of #7 /hua4/ and semantic fields of their
co-occurred word forms on the right side can be explained according to the semantic
network (in figure 3, section 3.2) which presents the relationship of #7 /hua4/ and
other concepts as follows.

%1 /huad/ meaning "machine part" is a part of a machine that perform some
chief operation and it often co-occurs with some OPERATION VERB. For example,
an OPERATION VERB, a1a /laak2/ "to trail, pull" co-occurs with %7 /huad/ as in #73
a1n indicates that %2 /hua4/ means "machine part" and %2270 means "part which pulls
the rest of a machine".

As for #7 /huad4/ meaning "early hours", there seems to be a coherence of
semantic fields, TIME PERIOD, between this word and its sense indicator. As we can
see that 17 /huad/ meaning "early hours" is a part of HOUR or TIME PERIOD, and i1
/kham?2/ "dark, night", for example, is also a TIME PERIOD. Thus, ﬁ'7 /kham2/ "dark,
night", when co-occurs with #72 /hua4/, as in ﬁ?f‘i’v, indicates the sense of #7 /huad/ as

"early hours".



118

The rest can be explained in the similar way. For examples, #a¢ /deeny/ "red"
indicates the sense of 3 /huad/ "hair" because uav /deeny/ "red" is a COLOR and #73
/huad/ "hair" is a part of "head" which can have COLOR or style or can be colored. {2
/wai/ "quick" indicates the sense of #3 /huad/ as ”intelligénce" because 3 /huad/
meaning "intelligence" oﬁeh co-occurs with some ATTRIBUTE, which are words
" used to describe a characteristic of "intelligence” and {2 /wai/ "quick” is an
.ATTRIBUTE. 1379a IW /maai3khiit] fai/ "match” indicates the sense of %3 /huad/ as
“top” because "top” is a part of OBJECT or THING, and T3i9a IW /maai3khiit] fai/
"match", is also an OBJECT. Wen /phuuak1/ "taro" indicates the sense of #2 /huad/ as
o - “bulb” because "bulb” is a part of some PLANT, and INOn /phunrakl/ "taro” is a
PLANT.
As for #72 /huad/ "emotion” and #7 /huad/ "chief”, since there is only one word
“<.:'0-occurred with them, namely (@@ /siia4/ "bad" and T9n /cookl/ "leader”" respectively,

the semantic relationship between them is inconclusive.

The collocational patterns presented above are in the form of the parts of
.:..speech and semantic fields. However, the word forms that are sense indicators for
each sense of #7 /huad/ can be different. Words co-occurred with these nine senses of
7 /huad/ at the right and the left side are shown in the appendix E, from tabie 1 to

table 17, for sense "chief', "emotion", "machine part", "early hours”, "hair",

LU

"intelligence", "top", "bulb" and "topics" respectively.
4.1.1.2 The sense indicators are on the left side
There are two senses that sense indicators are located at the lefi side, namely

. "brain" and "headline". Words on the right side play very little role for disambiguating

“these two senses.



Figures 18 and 19 present the
disambiguating these two senses of 5 /hua4/.
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Figure 18: Results on disambiguating +#» /hua4/ "brain".
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Figure 19: Results on disambiguating s> /huad/ "headline".



120

Finding sense indicators on the left side of #2 /huad/ is opposed to our
hypothesis, as we do not expect that any modifier of noun %7 /hua4/ will be at the left

side. The reasons can be explained as follows.

®  Computational explanation

The left is the optimal side for the disambiguation of these two senses because,
~ from the decision list at the left side, there are many collocational word forms co-
occurred with these senses. Their co-occurrences are significant as they have high

collocational weights.

® Syntactic explanation

From the decision lists at the left side, we found the following collocational

pattern, which has syntactic pattern as follow.

Pattern (2): Verb and object relationship

ver . object
i
' N #73
In pattern (2) #72 /huad/ is the object of the preceding verb. In this case,

selectional restriction between the verb and its object is the reason why the preceding

verb can act as a sense indicator of #7 /huad4/. Example 2 is the examples of
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collcoational patterns of #7 /hua4/ meaning "brain" and "headline", respectively,

which are in accordance with the relationship in the pattern (2).

Example 2:
) S(Verb: V(2/21)),(Object: N(+72))
(i)  S(Verb :V(w1a)), (Object: N(32))

® Semantic explanation

From the decision lists of words at the left side of #7 /hua4/, words co-occur
with each sense of 172 /hua4/ can be grouped according to their semantics fields, with
different fields indicates different senses. These semantic fields of word forms co-

occur with different senses of #7 /hua4/ are shown as follows.

Senses Semantic fields of Examples of
co-occurred word forms co-occurred word forms
Brain PHYSICAL STATE 1ha iu Gy
Headline "to headline" (inconclusive) | WA

Table 17: Semantic relationship between #7 /hua4/ and words at 1 WL.

The semantic relationship between %72 /hua4/ meaning "brain" and its sense
indicators can be explained in terms of semantic coherence above. As #7 /huad/
“brain” is a physical part in "head" which can have some physical state as 1/2a /puuat1/
"pain, ache", thus, 1/2@ /puuatl/, which is a PHYSICAL STATE indicates that #2
/hua4/ means "brain".

As for 17 /hua4/ meaning "headline", since there is only one word form, which
is W1 /phaat2/ "to headline", that co-occurs with it, the semantic relationship is

inconclusive.
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The examples of word forms that co-occur with these two senses are in the

appendix E, from table 18 to table 20, for senses "brain" and "headline" respectively.

4.1.1.3 The sense indicators are on both right and left side

There are three senses that the sense indicators are on both right and left sides

namely, "head", "entity", and "titles or names".

Figures 20 to 22 present the results of disambiguation these three senses of #7

/hua4/.
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Figure 20: Results on disambiguating s /hua4/ "head".
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Figure 21: Results on disambiguating - /huad/ "entity".
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Figure 22: Results on disambiguating s> /huad/ "titles or names".
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Finding sense indicators on both right and left sides
Is contradict to our hypothesis as we expect that only WR
Is sufficient information for the disambiguation.

e Computational explanation

Right-and-left is the optimal side for the disambiguation of these three senses
because, the number of collocational word forms at both right and left sides is almost

equal. Their co-occurrences are significant as they have high collocational weights.

e Syntactic explanation

Sense indicators are on both right and left side
because both pattern (1), in which sense indicators are on
the right side, and pattern (2), in which sense indicators
are on the left side, play almost equal role in the
disambiguation.

Example 3 is the examples of collcoational patterns of #7 /hua4/ meaning
"head", "entity" and "titles or names", respectively, which are in accordance with the

relationship in the pattern (1).

Example 3:

(i) ~NP(Head: N(+7)),(Mod: N(da7))
(II) NP(Head: N(ﬁ’a)),(MOdZ N(/szanaan))
(if1) NP(Head: Naia,(Mod: Noniads))

Example 4, (i) is the example of collocational pattern of %7 /hua4/ "entity" and
(ii), (iii) are the examples of collocational patterns of #72 /huad/ "head" which are in

accordance with the relationship in the pattern (2).
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Example 4:

@) S(Verb: V(53u)),(Object: N(¥#2))
(i)  S(Verb: V()),(Object: N(ﬁ”a))
(i) S(Verb: V(Aw)),(Object: N(32))

In addition to pattern (1), from the decision lists of #7 /huad/ meaning "head",
we also found another pattern that sense indicators are on the right side. This pattern is

shown as follows.

Pattern (3): Subject and verb relationship.

subject

In pattern (3), %2 /huad/ acts as the subject of the verb. The .verb at the right
side can a