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This dissertation is concerned with designing a comprehensive strategy for
supporting the ABR traffic class in ATM networks. The ABR service class has been
defined for reliable data service support in high-speed networks. Since data traffic is
relatively delay tolerant, the use of feedback control schemes is appropriate. Moreover, it
is necessary that the proposed algorithm provides fair resource distribution among
competing connections and exhibits good scalability to many different network scenarios.

Although a number of ABR congestion control proposals have appeared, some
important and critical issues still require further investigation. Some of these include
operation in dynamic environments, containment of transient congestion effects and
provision of MCR guarantees. From our investigation, performance of the well-known
explicit rate congestion avoidance algorithms - the ERICA+ (Explicit Rate Indication
Congestion Avoidance) and E-FMMRA (Enhanced Fast Max Min Rate Allocation) -
depend significantly upon algorithm parameters selected which are affected by network
conditions. The network conditions include a large number of traversing ABR sessions,
network scenarios, traffic characteristics and system propagation delay. This limits both
algorithms from working in the real environments that the network conditions change
continually. Consequently, there is still a need for designing improved algorithm that
addresses the above issues effectively.

The proposed FRACA (Fast Rate Allocation Congestion Avoidance) algorithm is
designed to address limitations of current rate allocation algorithms. The proposed
algorithm complies with the ATM Forum guidelines and implements the MCR plus equal
share bandwidth fairness criterion. Simulation results indicate that the algorithm performs
well in many scenarios. Scalability is good and queue sizes are also properly controlled.
The performance also tolerates to continually change of the network conditions. Hence,
the proposed algorithm should be appropriate to be implemented in the ATM switches
working under real conditions. In addition, our proposed FRACA algorithm significantly
improves the performance of point-to-multipoint ABR connections. As the result, the
performance of a simple consolidation algorithm over the proposed FRACA algorithm is
acceptable.

The convergence behavior of the FRACA algorithm is also analyzed
mathematically. The analytical results indicate that the algorithm converges to the max-
min fairness for the case that all sources are persistent.
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CHAPTER 1
INTRODUCTION

1.1 Asynchronous Transfer Mode (ATM) Networks

Due to a variety of user needs, the trend of telecommunications in the globalization
and information age is to transmit and receive very high speed integrated voice, data
and image (e.g. IP telephony, video conference etc.) with a high quality and
reliability. Towards this end, there are many broadband solutions available.
Nonetheless, Asynchronous Transfer Mode (ATM) has been selected to deliver the
Broadband Integrated Service Digital Network (B-ISDN) carrier service due to its
capability to handle multiple levels of Quality of Services (QoS). Meanwhile, current
and future networking technologies are expected to fulfil the goal of delivering QoS
guarantees across integrated digital service networks. Each kind of traffic, i.e. voice
data and video applications, has specific QoS requirements. QoS requirements are
typically specified in terms of delivery of packets at the negotiated rate with minimal
packet loss, delay and latency across the network. ATM networks have advantage of
capability of multiplexing various data speed for bursty traffic as well as maintaining
QoS guarantees.

ATM uses a point-to-point network architecture and transports data over Virtual
Channels (VCs) using fixed size 53 bytes packets, called cells. As the result, the
transmission time per cell is fixed and small causing low mean delay and low delay
variance characteristics which are. ideal for delay- sensitive traffic such as packet-
based voice and video transmission. In addition, the use of fixed cell size reduces the
overhead of processing ATM cells and reduces the number of overhead bits required
with each cell, thus enabling' ATM to operate at high data rates. In addition, while
setting up a connection on ATM networks, users can specify the following parameters

related to the input traffic characteristics and the desired quality of service.

1. Peak Cell Rate (PCR) is the maximum instantancous rate at which the user

will transmit.



Sustained Cell Rate (SCR) is the average rate as measured over a long
interval of time.

Cell Loss Ratio (CLR) is the percentage of cells that are lost in the network
due to error and congestion and are not delivered to the destination, as defined

in the following

Lost cells
Transmitted Cells

Cell Loss Ratio =

Each ATM cell has a Cell Loss Priority (CLP) bit in the header. During
congestion, the network first drops cells that have CLP bit set. Since the loss
of CLP=0 cell is more harmful to the operation of the application, CLR can be
specified separately for cells with CLP=1 and for those with CLP=0.

Cell Transfer Delay (CTD) 1s the delay experienced by a cell between
network entry and exit point is called the cell transfer delay. It includes
propagation delays, queuing delays at various intermediate switches, and
service times at queuing points.

Cell Delay Variation (CDV) is a measure of variance of CTD. High variation
implies larger buffering for delay sensitive traffic such as voice and video.
There are multiple ways to measure CDV. One measure called “peak-to-peak”
CDV consists of computing the difference between the (1-0)percentile and the
minimum of the cell transfer delay for some small value of Q.

Cell Delay Variation Tolerance (CDVT) and Burst Tolerance (BT): For
sources transmitting at any given rate, a slight variation in the inter-cell time is
allowed. For example, a source with a PCR of 10,000 cells per second should
nominally transmit cells every 100 ps. A ‘leaky bucket type algorithm called
“Generalized Cell Rate Algorithm (GCRA)” is used to determine if the
variation in the inter-cell times is acceptable. This algorithm has two
parameters. The first parameter is the nominal inter-cell time (inverse of the
rate) and the second parameter is the allowed variation in the inter-cell time.
Thus, a GCRA (100 ps, 10 us), will allow cells to arrive no more than 10 Us

earlier than their nominal scheduled time. The second parameter of the GCRA



used to enforce PCR is called Cell Delay Variation Tolerance (CDVT) and
that used to enforce SCR is called Burst Tolerance (BT).

5. Maximum Burst Size (MBS) is the maximum number of back-to-back cells
that can be sent at the peak cell rate but without violating the sustained cell

rate. It is related to the PCR, SCR, and BT as follows:

1 1
Burst Tolerance = (MBS -1 [B— -——
( ) [SCR PCR [

Since MBS is more intuitive than BT, signaling messages use MBS. This
means that during connection setup, a source is required to specify MBS. BT
can be easily calculated from MBS, SCR, and PCR. Note that PCR, SCR,
CDVT, BT, and MBS are input traffic characteristics and are enforced by the
network at the network entry. CLR, CTD, and CDV are qualities of service
provided by the network and are measured at the network exit point.

6. Minimum Cell Rate (MCR) is the minimum rate desired by a user.

ATM distinguishes itself from legacy networking technologies by providing a
framework for various types of services and by specifying end-to-end QoS guarantees
for different service classes. The following service categories have been defined by

the ATM Forum [1]:

1. Real time service
There are various types of service categories available for ATM. The following

will describe each service categories in brief:

1.1 Constant bit rate (CBR)

This category. is used for emulating circuit switching. The cell rate is constant.
Cell loss ratio is specified for CLP=0 cells and may or may not be specified
for CLP=1 cells. Examples of CBR applications are telephone, video

conferencing and television.

1.2 Real time Variable bit rate (rt-VBR)
This category allows users to send at a variable rate. Statistical multiplexing is
used and so there may be a small nonzero random loss. Depending upon

whether or not the application is sensitive to cell delay variation. For real-time



VBR, maximum delay and peak-to-peak CDV are specified during CAC

process. An example of real time VBR is interactive compressed video.

2. Non real time service
2.1 Non real time variable bit rate (nrt-VBR)
This category is similar to real time VBR except that only the mean delay is
specified during connection setup. An example of non real time VBR is real

time reservation system such as air-ticket booking.

2.2 Available bit rate (ABR)

This category is designed for normal data traffic such as file transfer and e-
mail. Although, the standard does not require the cell transfer delay and cell
loss ratio to be guaranteed or minimized, it is desirable for switches to
minimize the delay and loss as much as possible. Depending upon the
congestion state of the networks, the source is required to control its rate. The
users are allowed to declare a minimum cell rate, which is guaranteed to the
virtual circuit (VC) by the network. Most VCs will ask for an MCR of zero.
Those with higher MCR may be denied connection if sufficient bandwidth is

not available.

2.3 Unspecified bit rate (UBR)

This category is designed for those data applications that desire to use any left-
over capacity and are not sensitive to cell loss or delay. Such connections are
not rejected on the basis of bandwidth shortage (no connection admission
control) and not policed for their usage behavior. During congestion, the cells
are lost but the sources are not expected to reduce their cell rate. Instead, these
applications may have their own higher-level cell loss recovery and
retransmission mechanisms. Examples of applications that can use this service

are e-mail, file transfer etc.

Generally, the CBR and VBR service categories are assigned higher priority by
the network switches and get a share of the link bandwidth firstly. The leftover
capacity is utilized by the ABR and UBR services, respectively. Hence, the higher and
lower priority traffic have to be queued separately at the queuing point as shown in

Figure 1.1.
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Figure 1.1: ATM switch modeling

Above queuing methodology simplifies the networks that queue the aggregate
traffic in the per connection/session manner. For the per connection queuing, the
queuing complexity increases linearly with the number of established connections
which is difficult to handle in the real working environments.

This dissertation proposes a novel algorithm to solve the problem of supporting
data applications by the ABR service category. Hence, the next section gives a briefly
overview of the concept of the available bit rate (ABR) service category in ATM

networks.

1.2 Congestion Management

Generally, the network congestion happens whenever the total demand exceeds the

available link capacity:

ziDemandi > Available Capacity

One method to avoid congestion in the network is to route according to the load level
of links and to reject new connections if all paths are highly loaded. This technique is
called Connection Admission Control (CAC). The “busy” tone on telephone networks
is an example of CAC. CAC is effective only for medium duration congestion since

once the connection is admitted the congestion may persist for throughout duration of



the connection. For congestion time shorter than the duration of connection, an end-
to-end control scheme can be used. For example, during connection setup, the
sustained and peak rate may be negotiated. Later a leaky bucket algorithm may be
used by the source or the network to ensure that the input meets the negotiated
parameters. Such methods are open loop in the sense that the parameters cannot be
changed dynamically if congestion is detected after negotiation. In a closed loop
scheme, on the other hand, sources are informed dynamically about the congestion
state of the network and are asked to increase or decrease their input rate in order to

allurate the congestion.

1.3 Traffic Management for the ABR Service

Basically, the ABR service is designed for data applications. ABR service employs
closed-loop for flow control. Initially, there were 2 models proposed for ABR closed-
loop, credit-based and rate-based flow control. Figure 1.2 represents the model of the

credit based and rate based flow control.

RM cell followed by Nrm data cells in forward direction

:’l:ll:ll:ll:l :l:l:l:l.\:mlil-lzlj

Host 1

I DATAcell [ RM cell

b)
Figure 1.2: Models of

a) The credit based flow control and b) The rate based flow control



The credit based flow control [1, 12] is said to be a hop-by-hop flow control. The
model consists of a per-link, per-VC window flow control. Each link consists of a
sender node and a receiver node. Each node maintains a separate queue of each VC.
The receiver monitors queue length of each VC and determines the number of cells
that the sender can transmit on that VC. This number is called “credit”. Basically, the
credit must be large enough to allow the whole link to be full at all times. In other

words,
Credit = Link cell rate X Link round trip propagation delay

After receiving a credit cell, the upstream switch (sender) sends an amount of the
data cells in accordance with the credit field in the received credit cell. Hence, this
method can avoid the networks from the cell loss problem but it cannot guarantee
end-to-end QoS for each connection. Worse still, the computation complexity linearly
increases with the number of established connections as a result of the computation of
each per-VC connection. Hence, it cannot function efficiently in the real working

environments.

For rate based ABR flow control, an ABR source sends control cells periodically.
The corresponding destination sends back the control cells that are used by the
intermediate switches to give the feedback information to the source. In the
framework, an ABR source 1s allowed to send data up to the allocated rate by the
network. Hence, the negotiated end-to-end QoS can be guaranteed across the network.

An extensive study was conducted by the ATM Forum’s Traffic Management
committee to evaluate flow control strategies for the ABR service. Finally, a rate-
based approach was overwhelmingly approved. The major reason for this was the
large implementation complexities: of credit-based schemes, which limited their
scalability. Since the most current network transport technology is based on first-in-
first-out (FIFO) queuing, the added per-connection requirements posed a significant

obstacle to a gradual migratory approach to ABR services support.



1.4 Objectives

The major goal of the research is to design and analyze the performance of a novel
explicit rate congestion avoidance algorithm for ABR service in ATM networks. The
approaches to be considered are strictly at the cell-level. The proposed algorithm
should fit into the specified explicit rate guidelines set by the ATM Forum [1], and
must have significant advantages over existing rate-based proposals in the ATM
Forum i.e. related to performance issues such as queue control, bandwidth fairness,
scalability etc. Furthermore, the proposed algorithm should have an acceptable
implementation complexity and be able to function well in a wide range of network

conditions.

1.5 Scope of work

From our studies, the performance of the existing explicit rate congestion avoidance
algorithms depend on the algorithm parameter settings which are affected by network
conditions such as number of traversing ABR sessions, traffic characteristics and
system propagation delay [11]. In other words, in order to maintain the algorithm
performance the parameter settings have to be modified when network conditions
change which cause the algorithms cannot function efficiently in the real working
environments. Hence, the main goal for designing the novel algorithm is the tolerance
of the changes in network conditions. In other words, the proposed algorithm should
function well, i.e. achieve all designed goals, in all tested scenarios which certainly

exist in the real working environments.

1.6 Thesis Organization

In this dissertation, related works in the area of ABR switch congestion avoidance
algorithm are surveyed in Chapter 2. The drawbacks and limitations of each algorithm
that cause the algorithms cannot function efficiently in the real working environments
are stated. Chapter 3 proposes a novel rate allocation algorithm for point-to-point
connection with zero Minimum Cell Rate (MCR) guarantees. The simulation results
are employed to illustrate the performance of the proposed rate allocation algorithm
compared with the existing algorithms, ERICA+ and E-FMMRA. In addition, the

analytical proof is given to guarantee the convergence of the proposed algorithm.



Chapter 4 extends the proposed rate allocation algorithm to support non-zero MCR
guarantee in ABR service. Chapter 5 evaluates the effects of point-to-point rate
allocation algorithm on the performance of point-to-multipoint ABR connections.

Chapter 6 concludes the dissertation.



CHAPTER 2
SURVEY OF ABR SWITCH CONGESTION AVOIDANCE
ALGORITHMS AND THEIR RELATED PROBLEMS

In this chapter, the existing ABR switch congestion avoidance algorithm proposals are
being evaluated. For each algorithm, the key technique is given. In addition, we will
identify the key contributions and its drawbacks of each algorithm. This will lay a
foundation for comparison with the Fast Rate Allocation Congestion Avoidance

(FRACA) algorithm to be proposed and developed in this dissertation.

2.1 The Explicit Forward Congestion Indication (EFCI) Marking

Scheme

The EFCI marking switch algorithm is the initial stage of the traffic management for
ABR service in ATM networks. EFCI essentially uses a single bit feedback. The
initial binary feedback algorithm used a “negative polarity of feedback” in the sense
that RM cells are sent only to decrease the source rate (no RM cells are required to
increase the rate). On the other hand, a “positive polarity of feedback” would require
sending RM cells for increase but not for decrease. The problem with negative
polarity is that if the RM cells are lost due to heavy congestion in the networks, the
sources will keep increasing their load on the forward path and eventually overload
the networks. The problem was fixed by using positive polarity. The sources keep
decreasing their rate until they receive a positive feedback. However, the positive
polarity was found to have a fairness problem [12]. Given the same level of
congestion at-all switches, the VCs travelling more hops have a higher probability of
facing congestion than those travelling smaller hops. Hence, long path VCs have
fewer opportunities to increase and are beaten down more often than short path VCs.
The problem was called “beat down problem™ [12].

In the next version of the binary feedback, the sources could increase and
decrease their load in addition to the bit information in the received RM cell. The

methodology would be called “bipolar”.
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2.1.1 Key techniques

The methodology defines the binary feedback framework. EFCI is a bit located in the
header of a ATM cell. Initially, the EFCI bit is cleared (set at 0) at the source. The
congested switches set the EFCI bit to 1 (the intermediate switches detect the
congestion via their switch queue level). The corresponding destination maintains an
EFCI state per VC and set the Congestion Indication (CI) bit in the backward RM cell
if the VC’s EFCI state is set. On the other hand, the CI bit is cleared if the VC’s EFCI
bit is not set. The model of EFCI marking switch algorithm is shown in Figure 2.1.

— EFCl—<
: |
: Switch | ———
/A RN
TT~RM—

Figure 2.1: Model of the EFCI marking scheme

The source adjusts their rate in accordance with the information in the CI bit
of the received backward RM cell. The methodology is bipolar in the sense that
sources could increase their load if the CI bit in the received backward RM cells is
clear. On the other hand, sources have to decrease their load if the CI bit is set.

In modern bit-based feedback framework, the “Intelligent Marking” technique
[12] was proposed to improve the performance of the single-bit based feedback. The
additional “No Increase” (NI) bit was included in the RM cell. Thus, there is more
than one threshold of the switch queue length to indicate levels of congestion
(corresponding to the additional NI bit). If the switch queue length is less than the low
threshold (switch-is not congested), the NI -and CI bit in the RM cell are cleared.
Hence, the source could increase its cell rate. On the other hand, if the switch queue
length is between the low and high threshold (switch is lightly congested), the NI is
set while the CI bit is cleared. The source remains its cell rate, respectively. Finally, if
the switch queue length is more than the high threshold (switch is heavily congested),
the NI and CI bit are set. Hence, the source has to decrease the cell rate. However, the

“Intelligent Marking” technique could not able to address the beat down problem.
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2.1.2 Characteristics of EFCI marking scheme

The contributions of the EFCI marking switch algorithm are as follows:

1. The bit-based feedback scheme firstly uses the queue length as a (single)
metric for congestion detection. Using the queue length as a metric is a safe method to
avoid congestion although it is not a principal parameter in the rate-controlled
framework.

2. EFCl is idle for implementation because only one bit is used in the header.

The feedback calculation is also typically simple.

The drawbacks of the EFCI marking switch algorithm are as follows:

1. The use of single bit notification cannot prevent the network from
congestion. The reason is that all sources can send their data up to the negotiated
PCRs if the CI and NI bits of the received BRM cells are clear. For the long
propagation delay scenarios (i.e. Wide Area Network (WAN) or satellite ATM
network), which the BRM cells take a long time to inform the congestion to all
sources,

2. The system may take many round trips to converge to the steady state since
a bit gives only two pieces of information (increase or decrease). Hence, the transient
convergence period is long.

3. The steady state exhibits oscillatory behavior in terms of rate allocations
and queue length. The reason for the behavior is that the control is based upon the
queue length that is not a principal metric in the rate control networks.

4. EFCI is found to have a fairness problem. Given the same level of
congestion at all switches, the VCs travelling more hops have a higher probability of
having EFCI set than those travelling smaller number of hops. Consequently, the
sources that locate near the corresponding destinations can send more data than the
sources that locate far away. The problem is called “beat-down problem [12]”.

5. EFCI is sensitive to the parameter settings, for example Rate Increase
Factor (RIF), Rate Decrease Factor (RDF) and level of QT and DQT at switches. The
parameter settings for optimal response should be further studied.

6. The buffer requirement at switches is large and increases linearly with the

number of traversing sessions.
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2.2 The Explicit Rate (ER) Scheme

The explicit rate scheme is designed to solve the problems of the bit-based feedback
schemes described in the previous section. The schemes attempt to allocate the fair
rate, based on the available bandwidth and per-connection state information, to all
sessions. Hence, the switch has to maintain a connection-based table to store per-

connection information for computation process.

2.2.1 Key techniques
ATM Forum TM 4.0 [1] defined standard for source and destination

behaviors. However, the switch behavior is left for switch manufacturer. When a
source has received a permission, it begins to send user data cells at the Allowed Cell
Rate (ACR). The ACR is initially set at Initial Cell Rate (ICR) and typically bounded
between the negotiated Minimal Cell Rate (MCR) and the Peak Cell Rate (PCR). A
ABR source will continue to send a control cell, named Resource Management (RM)
cell, typically every sending N,,, — 1 data cells into the networks. The source places
the ACR value in the Current Cell Rate (CCR) field of the RM cell and the rate it
wishes to transmit cells (usually the PCR value) in the Explicit Rate (ER) field of the
RM cell. The RM cells traverse across the network in the forward direction, named
Forward RM (FRM) cells, to the destination. After receiving the FRM cells, the
destination turns around and send the received FRM cells in backward direction,
named Backward RM (BRM) cells. The intermediate switches compute the rate they
can handle to prevent the network from congestion and convey the computed rate in
the ER field of the received BRM cells. Upon receiving the BRM cells, the source
adapts its ACR wvalue follows the ER field carried in the BRM cells. Figure 2.2 shows

model of the explicit rate scheme.

 FRMs—___

R 1]
I:’ Switch I

TT—BRMs—

Figure 2.2: Model of the explicit rate scheme
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In addition to providing a solution to the problems of the bit-based feedback
framework, explicit rate schemes are attractive for other reasons. First, policy is
straightforward. The switches can monitor the returning RM cells and use the rate
directly in their policing algorithm. Second, the system converges to the optimal
operating point quickly. Initial rate has less impact. Third, the schemes are robust
against errors in RM cells as well as the loss of RM cells. The next RM cell carrying

correct feedback will bring the system to the correct operating point in a single step.

2.2.2 Design Criteria

Generally, the design and implementation of a rate allocation algorithm should

meet the following criteria:

* Fairness

Ideally, a congestion avoidance algorithm should equally divide the available
bandwidth among sources which can utilize the bandwidth (in the scenario that all
sources MCR are zero). A commonly used fairness criterion is max-min fairness,
presented in [33]. The key idea of the max-min fair rate allocation is to allocate the
fairly minimum rates to all sources causing the maximum utilization of the available
bandwidth. [12] showed the simple procedure for finding the max-min rate allocations

which can be formulated iteratively as follows:

1. Find the equal share for the connections on each link.

2. Find the connections with the minimum equal share.

3. Subtract this rate at the link and eliminate the connections with the minimum
equal share.

4. Re-compute the equal share of each link inthe reduced network.

5. -Repeat procedures 2-4 until all connections are eliminated.

Recall that one of the main aims for ABR service is to fully utilize left-over
bandwidth (from the higher priority service categories) and ABR is designed for
handling data application whereby traffic characteristics are bursty in nature. Hence,

the above procedures have to be modified in order to meet the goals for ABR service.
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* Transient response

The transient response is almost as an important issue because the real world
traffic is bursty. A fair rate allocation should take the minimum round-trip time to get
close to the optimal rate. Hence, the allocated rates should rapidly converge from

overload or underload states to the steady state.

* Steady state response
The steady state of a fair rate allocation is a state that the design goals have been
achieved. The rate allocation should be able to converge to a steady state from any set

of initial conditions with the minimum rate oscillation around the optimal rate.

* Robustness

A fair rate allocation algorithm should operate correctly in dynamic load changes
even in the presence of sudden traffic changes and parameter mistunings. For the
algorithms that rely on the tuning of parameter(s), any parameter that has not been set

correctly may lead to significantly performance degradation.

* Interoperability

A fair rate allocation algorithm should be compatible with the source and
destination rule defined in the standard body [1]. Hence, the algorithm can operate
efficiently even though in multi-vendor environments. The algorithms that are not
compatible with the standard or employ additional field(s) of the RM cell cannot

operate anymore in the networks that other fair rate allocations exist.

¢ Implementation complexity

Generally, the rate allocation process based on a per-connection basis causes high
implementation complexity. Hence, the required computations for a rate allocation
algorithm should be kept to a minimum such that it can be implemented at a

reasonable cost added to the switch design.
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2.2.3 Existing Explicit Rate Congestion Avoidance Algorithm for ABR service in
ATM networks

During a couple year, a number of explicit rate congestion avoidance
algorithms for ABR service have been proposed. This dissertation focuses on the
algorithms that are compatible with ATM Forum traffic management 4.0 standard.
From our survey, the most efficient rate allocation algorithms are the Explicit Rate
Indication Congestion Avoidance Plus (ERICA+) and the Enhance Fast Max-Min
Rate Allocation (E-FMMRA) [4, 12].

2.2.3.1 The Explicit Rate Indication Congestion Avoidance Plus (ERICA+)

The ERICA and ERICA+ schemes were proposed by S. Kalyanaraman, R.
Jain, R. Goyal, S. Fahmy and B. Vandalore [4] at Ohio-State University. The Explicit
Rate Indication Congestion Avoidance plus (ERICA+) was further improved from the
basic ERICA algorithm to achieve the max-min fairness [23]. The basic ERICA
performs unfair behavior [21] if these following conditions are met

1) The load factor becomes one.

2) There are some connections which are bottlenecked upstream and

3) The source rate for all remaining connections is greater than the FairShare.

The detail techniques of the ERICA+ algorithm are shown in the next section.

2.2.3.1.1 Key techniques

The algorithm [4, 23] monitors the forward flow and gives the feedback in
BRM cell. The feedback calculation may be performed when a BRM cell is received

in the reverse direction. The algorithm calculates fair share rate that can be defined as

ABR Target Rate
Number of active connections

FairShare = (2-1)
where ABR Target Rate is the multiplication result of the leftover bandwidth
unused from the higher priority service classes and hyperbolic queue control function

[f(Q)] which is defined as follows [4]:

(b_;’% for 0<Q<Qq

0
:
Ho o e ] O

(2-2)
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where a and b are fixed parameters set at be 1.15 and 1.0, respectively [4]. T,
which is converted into the target queue length (Qo), specifies the target queuing
delay. Queue Drain Limit Factor (QDLF) is the parameter to limit the rate of queue
drain and set at be 0.5. For queuing delays smaller than Ty, the hyperbola is controlled
by parameter b (called b-hyperbola). On the other hand, a-hyperbola determines how
much drain capacity is used for draining out the queues built up. More drain capacity
is allocated when the queue lengths are larger, up to a maximum of (1 — QDLF). The

ERICA+ hyperbolic queue control function is shown in Figure 2.3.

1.0

QDLF

Queue length

»

Qo
Figure 2.3: The ERICA+ hyperbolic queue control function

The algorithm computes load factor (Z) based on ABR input rate and ABR
target rate. Utilizing the load factor Z, the term VCShare is calculated as follows:

VCShare = CCTR (2-3)

where CCR (Current Cell Rate) is derived-from the received forward RM cell
(FRM) to ensure that the most current information is used to provide fast feedback. In
order to guarantee max-min fairness, the terms MaxAllocCurrent and
MaxAllocPrevious are introduced. MaxAllocCurrent is the maximum value of every
computed ER for all sessions during current averaging interval and also
MaxAllocPrevious which is the maximum value of every computed ER for all
sessions during previous averaging interval. Upon reception of a BRM cell, the ER

field is marked down as follows:
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if (Z> 1+9) ... where 0 is a small value, typically set at 0.1
ER in BRM cell = min (ER in BRM cell, max(fairShare, VCShare))
else  ER in BRM cell = min (ER in BRM cell,
max(fairShare, VCShare, MaxAllocPrevious))
(2-4)

2.2.3.1.2 Characteristics of ERICA+

The contributions of the ERICA+ switch algorithm are as follows:

1. The algorithm firstly investigates the use of the load factor to track down
the actual transmitted traffic. Hence, the unconstrained sessions (the sessions that can
utilize higher allocated rate) should be able to utilize the unused bandwidth by the
constrained sessions (the sessions that bottlenecked elsewhere).

2. In the algorithm, the switch queue length is the additional parameter used in
the rate allocation process. Consequently, the switch queue length is maintained in

addition to the congestion avoidance.

The drawbacks of the ERICA+ switch algorithm are as follows:

1. The algorithm performance significantly depends on the parameter settings
which is mainly affected by network parameters such as number of traversing ABR
sessions, propagation delay, traffic characteristics and network scenario. For some
scenarios, for example a large number of traversing ABR sessions or staggered TCP
scenario, the allocated rates by the algorithm diverge from the max-min fair rate.
Consequently, the switch- queue level cannot be conducted to the designed region.
Some researches (from ERICA+ authors) employed different values of parameter
settings. For example, [4] recommends b (one of queue control parameters) to be 1
whereas [5] uses 1.05, [4] sets averaging interval to 5 msec but [21] recommends to
be the minimum of time to receive 100 cells and 1 msec.

2. The use of CCR field in FRM cell in the rate allocation process cannot
function efficiently in the scenario that the CCR filed does not reflect the actual
transmit rate, i.e. source bottleneck and slow start phase of TCP applications. As the
result, the algorithm performance is significantly degraded due to the error of rate

allocation processes.
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3. At steady state, the switch queue level periodically oscillates around the
designed value in stead of conduction to the designed value as a result from the
overload condition during the working region (the load factor is located between 1
and 1+0). The switch queue behavior indicates that the allocated rates are not exactly
the max-min fair rates.

4. In general, a queue control methodology is only an option for controlling
switch queue level in the rate allocation algorithms. Hence, the performance of rate
allocation process (i.e. achieving max-min fair rate) should not be affected by the
queue control function. [9] investigated that the ERICA+ performance considerably
depends on the genre of the queue control functions. Working along with step or
linear queue control function, the ERICA could not converge to the max-min fair rate.
In addition, our studies indicate that the allocated rates cannot converge without the

designed hyperbolic queue control function.

2.2.3.2 The Enhance Fast Max-Min Rate Allocation (E-FMMRA)

The FMMRA and E-FMMRA were developed by Arulambalam, Chen and
Ansari at New Jersey Institute of Technology and Bell Labs. [3, 12] showed that E-
FMMRA outperform the basic ERICA. However, [3, 12] did not evaluate the
performance of E-FMMRA compared to the ERICA+.

2.2.3.2.1 Key techniques

The algorithm computes the rate it can support which is known as advertised
rate (). If a session cannot use the advertised rate, it is marked as bottlenecked
elsewhere and its bottleneck bandwidth is recorded. This implies that there is
additional bandwidth available that can be shared by other sessions. The ER field in
the received RM cell is read and marked in both directions to-speed up the rate
allocation process [2]. The allocated rates to all non-bottleneck sessions are recorded
as the maximum value of ER, denoted as ERpax. The algorithm computes ERgjus

every time the switch receives FRM and BRM cell.

ERadjust = ER (2-5)
ST oad factor
where Load factor is the ratio between ABR input rate and ABR target rate.

The load factor reflects how well the ABR bandwidth is utilized. If switch queue
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length is lower than the high threshold (DQT), the algorithm updates ER,.x according

to the following relation when the switch receives BRM cell.
ERpmax = (1 - 0)ERpmax + 0 max(ER, ERqgjust) (2-6)

where o is an averaging factor and set at 1/8. For the heavy congestion
condition (queue level is greater than the high threshold (DQT)), ER.x is set at the

maximum value between advertised rate and ERgjus;, that is
ERpmax = maX(V, ERadjust) (2'7)

This means that non-bottlenecked sessions are not given any extra bandwidth
(if available) in order to drain the queue to the targeted region. The algorithm updates
the ER filed in a RM cell both in forward and backward direction for fast transient

response [3]. The ER field in forward direction is updated according to
ER in FRM cell = min (ER in FRM cell, max (Y, (1 - B)ERqgjust))  (2-8)

where [3 is a single bit value indicating the session is bottleneck elsewhere. For

backward direction, the allocated rate is updated as one of the followings.

ER in BRM cell = min (ER in BRM cell, max (Y, (1 - B)ERqgjus))  (2-9)
or ER in BRM cell = min (ER in BRM cell, max (Y, (1 - B)ERnax))  (2-10)
or ER in BRM cell = min (ER in BRM cell, V) (2-11)

The backward rate allocation (2-9 to 2-11) 1s employed upon the level of network
congestion (switch queue length and load factor). If the switch is not congested, queue
level is lower than the set low threshold (QT), or switch is in moderate congestion
condition, queue level locates between QT and DQT, and load factor is greater than
one, the switch allocates ER according to (2-9). If switch is in moderate congestion
condition and load factor is lower than or equal to unity, the switch computes ER
according to (2-10). Finally if switch is in heavy congestion condition, the allocated

rate is computed according to (2-11).

2.2.3.2.2 Characteristics of E-FMMRA

The contributions of the E-FMMRA switch algorithm are as follows:
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1. Basically, the use of marking RM cells both forward and backward

direction accelerates the convergence time.

The drawbacks of the E-FMMRA switch algorithm are as follows:

1. The calculation of feedback at the receipt of both the forward and backward
RM cells increases the computation burden on the switch.

2. The source traffic characteristic mainly effects the performance of the
algorithm. In the case of source-bottleneck scenario, source sends its traffic at the rate
below the allocated rate, the algorithm diverges from the targeted working point as a
consequence of setting too short averaging interval (as recommended in [2, 3]) and
updating both FRM and BRM cell every time the switches receive. The reason for
setting short averaging interval in [2, 3] is that the algorithm processes every received
FRM and BRM cells. But setting short averaging interval, itself, cannot average
aggregate input traffic rate correctly resulting in divergence of allocated rates.

3. The algorithm suffers from achieving convergence in parking lot or multi-
link rate configuration as a result of marking both FRM and BRM cell, for example in
the scenario that consists of both non-bottleneck and bottleneck sessions traversing a
bottleneck switch. During startup condition, all sessions are classified into non-
bottleneck grouping then the computed advertised rate is the fairshare among all ABR
sessions. The advertised rate is assigned to all received FRM cells. After receiving
BRM cells of the sessions which are bottlenecked elsewhere, i.e. the ER field in the
received BRM cell is lower than the advertised rate, these sessions are marked as
bottleneck sessions and their bottleneck bandwidth are then recorded. The algorithm
computes a new advertised rate for non-bottleneck sessions. This new advertised rate
is always greater than the old rate, then all sessions (including the expected non-
bottleneck sessions) are marked as bottleneck sessions resulting in incorrect grouping
between bottleneck and non-bottleneck sessions leading to wrongly allocated rates.

4. The algorithm cannot actually conduct the bottleneck switch queue level to
the targeted region, i.e. between QT and DQT. For example, in the scenario that all
sessions are non-bottleneck sessions — all sessions can utilize the advertised rate. In
the scenario, advertised rate is the fairshare among all ABR sessions. If the sources
have high Initial Cell Rate (ICR) compared to the max-min rates then the bottleneck
switch queue level is greater than the high threshold. But the allocated rate to all
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sessions is the advertised rate then the bottleneck switch queue length could not be
conducted to the desired region.

5. Marking FRM cell sometimes causes under utilization in the network
especially in the long propagation delay configuration i.e. satellite ATM networks.
After marking FRM cell, if there is more bandwidth available (left over from higher
priority category) in the network but the switches cannot allocate the higher ER in the

BRM cell.

2.3 Summary

The former rate allocation algorithms were aimed to address the max-min fairness
(beat down) problem in the EFECI switch while the later schemes addressed the speed
of convergence and the implementation complexity issues. From our studies,
however, the well-known rate allocation algorithms, ERICA+ and E-FMMRA, have
some limitations that cause both algorithms cannot function efficiently in the real
working environments. It is, therefore, proposed in this dissertation in subsequent
Chapter 3 a Fast Rate Allocation Congestion Avoidance (FRACA) algorithm to solve
the inherent limitations of both ERICA+ and E-FMMRA.



CHAPTER 3
THE FAST RATE ALLOCATION CONGESTION
AVOIDANCE (FRACA) ALGORITHM

The FRACA algorithm is developed to overcome the limitations of the existing ABR
congestion avoidance algorithms sited in the last chapter. The main design goals are
the accurate average of aggregate traffic and fair rate allocation according to max-min
fairness while exhibiting fast transient response in a wide range of network
conditions, i.e., a large number of traversing ABR sessions, network scenarios,
propagation delay and traffic characteristics. Since real networks are in a transient
state most of the time, hence a rate allocation algorithm deployed in real-world
switches need to perform well under both transient and steady state conditions. This
chapter is organized as follows. Section 3.1 describes the concept of the FRACA
algorithm. The simulation results and performance evaluation of common network
scenarios are described and illustrated in Section 3.2. Section 3.3 investigates the
performance of the FRACA algorithm in the more complex scenarios compared with
the ERICA+ and E-FMMRA. Finally, the FRACA convergence analysis is given in
Section 3.4.

3.1 The FRACA algorithm

The key steps of the FRACA algorithm are as follows. In order to concentrate on the
bottleneck status of the given switch that a session traverses, a session is marked as a
non-bottlenecked session if it cannot utilize the assigned rate allocation that is initially
set at the fairshare. In other words, a non-bottlenecked session is a session that the
Advertised Rate (AR) does not limit its traffic rate. As a result, it is bottlenecked
elsewhere. On the other hand, a session is marked as a bofttlenecked session if it can
utilize higher rate allocation. Therefore, a bottlenecked session is a session that the
AR or the maximum value of allocated rate (ERpax) limits its traffic rate. The pseudo-

code for FRACA algorithm is as follows:
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Parameters
C = Link capacity
0 = ABR capacity
0 = Non-ABR (higher priority) capacity
0, = Total non-bottlenecked capacity
B, = Bottlenecked state of VCI i
B.) = Non-bottlenecked capacity of VCI i

ER,.x = Maximum value of allocated rates

Np = Number of bottlenecked sessions

o = Averaging factor which is set at 1/8

RM - ER = ER field in RM cell

Adjusted ER = The value of ER for queue control option

When a BRM cell of VC i is received:

If (g, =1) then /% bottlenecked session*/
RM - ER = min (RM - ER, max (AR, &pmax )) (3-1)
Else /* non-bottlenecked session*/
RM - ER = min (RM - ER, AR) (3-2)
ERpnax = (1.0 - ) X ER o + 0 X max (RM  ER, ER. ) (3-3)
p
If (AR < RM - ER) then /* This is a bottlenecked session*/
Np=Np— g, +1 (3-4)
By =1 (3-5)
RM - ER = RM - ER + adjusted ER (3-6)
0,508, 7B (3-7)
By =0 (3-8)
Else /* This is a non-bottlenecked session*/
Np=Nbo -, (3-9)
By = (3-10)
0, =0, By FTRM-ER (3-11)

B, = RM-ER (3-12)
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If (N > 0) then
AR = 2~ Ua (3-13)
b
Else AR=AR+(0-0) (3-14)

When averaging interval is expired:

0=C-no (3-15)
_ ABR Input Rate (3-16)
O Qfactor
adjusted ER = (Qfactor 1) (3-17)
Nb

The mechanism of FRACA algorithm can be explained as follows. Upon
receiving a BRM cell, the bottlenecked session will keep the minimum between the
ER in RM cell and the maximum between the AR and the ratio of ER,x to p as the
explicit rate according to (3-1). On the other hand, the non-bottlenecked session will
keep the minimum between the ER in RM cell and the AR as the explicit rate
according to (3-2). In the next step, the ER,,.x 1S exponentially averaged as by (3-3).
After assigning the explicit rate, the session is re-grouped into either the bottlenecked
or non-bottlenecked session. With regard to the definition, if the explicit rate is
constrained by the AR, then the session is grouped into the bottlenecked session.
Therefore, (3-4) and (3-5) updates the number of bottlenecked sessions and the
bottlenecked state, respectively. Equations (3-7) and (3-8) show the update of the total
non-bottlenecked capacity and the non-bottlenecked capacity of the session,
accordingly. On the other hand, the session is grouped into the non-bottlenecked
session if the explicit rate is/ not constrained ‘by the AR. Then the number of
bottlenecked sessions, the bottlenecked state, the total non-bottlenecked capacity and
the non-bottlenecked  capacity ~of the ~sessions are updated by (3-9)-(3-12),
respectively. Finally, the AR is re-calculated from (3-13) and (3-14) by using the
updated total non-bottlenecked capacity and the number of bottlenecked sessions.

After the averaging interval has expired, the working steps of the algorithm
are as follows. Firstly, the ABR capacity is calculated by subtracting the non-ABR
(higher priority) capacity from the link capacity as shown in (3-15). Secondly, the
load factor is computed according to (3-16). Finally, the “adjusted ER” is calculated

according to (3-17). The objective of using the “adjusted ER” is for queue control
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option. Remember that the rate of the bottlenecked session is constrained by the AR
or ERpax. Consequently, the switch queue length is only affected by the allocated
rates of the bottlenecked sessions. Using the allocated rates of the bottlenecked
sessions as shown in (3-6) guides the queue length to be rapidly conducted to the
desired level with oscillation-free allocated rates.

The FRACA algorithm runs exponential average of the ER,,x to avoid the
divergence of allocated rates when all sources receive BRM cells during different
averaging interval in the per averaging interval rate allocation algorithm [7]. FRACA
algorithm applies count-based averaging interval. The timer will be expired if the
amount of received ABR cells reach a threshold, which is set at 1500 cells for an
STM-1 link in our simulations. In addition, the counter number may be scaled by the
ratio of STM-1 speed to a given bottleneck link speed for faster or slower links.
However, a too low value of counter number causes the algorithm to inaccurately
average the aggregate traffic. This results in the oscillation of allocated rates when the
aggregate traffic is not consistent. Therefore, it is recommended to use a particular
averaging interval at a link speed slower than DS3 (45 Mbps.), for example, the
averaging interval of 200 cells for E1 link and 250 cells for E3 link. Setting an
appropriate length of averaging interval causes the accurate averaging of aggregate
traffic that results in the fast convergence according to the max-min fairness criterion.
Moreover, the FRACA algorithm gives a single feedback per session in an averaging
interval to stabilize the system.

For queue control, Qfactor is a fraction calculated from the step queue control
function defined in Table 3.1. The queue control objective is to maintain switch queue
length between a low level (set at 500 cells) and a high level (set at 2000 cells). If the
switch queue length is lower than the low threshold, Qfactor is a little greater than
unity. Hence, the allocated rates of the bottlenecked sessions are greater than the max-
min rates in order to build the queue level up to the desired region. On the other hand,
if the switch queue length is greater than the high threshold, the allocated rates of the
bottlenecked sessions are lower than the max-min rates for draining the queue level.
Finally, if the switch queue length is conducted to the desired level, the allocated rates

of all sessions are the max-min fair rates resulting in well regulated buffer occupancy.
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Table 3.1. Step queue control function

Switch queue length (cells) Qfactor

0<Q<500 1.02

500 < Q <2000 1.00

2000 < Q <3000 0.98
3000 < Q <4000 0.95
4000 < Q < 5000 0.9
5000 < Q < 6000 0.8

Q > 6000 0.6

The advantage of keeping non-zero queue level is maximizing the link
utilization while working with bursty VBR traffics. It is because the queue will drain
continuously when VBR traffics immediately change from on-phase to off-phase. As
a result, there is no need to wait for BRM cells that will take time to inform the ABR

sources.

3.2 Performance Evaluation of the FRACA algorithm

This section provides simple benchmarks to test the performance of the
proposed FRACA algorithm. We present the set of experiments conducted to ensure
that the FRACA meets all the requirements of switch algorithm. The results are

presented in the form of four graphs for each configuration:

Graph of allowed cell rate (ACR) in Mbps over time for each source.
Graph of ABR queue lengths in cells over time at each switch.

Graph of link utilization (as a percentage) over time for each link.

Rl

Graph of number of cells received at the destination over time for each

destination.

We will examine the efficiency, the fairness of the algorithm, its transient and
steady state performance and finally its adaptation to variable capacity and various

source traffic models.
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3.2.1 Parameter setting
Unless otherwise noted, the following parameter values are hold for all
simulations:
1. All links have a bandwidth of 149.76 Mbps (STM-1 accounted for SDH
overhead).
2. All Local Area Network (LAN) links are 1 Km long and all Wide Area
Network (WAN) links are 1000 Km long.
3. All sources, including VBR sources are deterministic, i.e., their start/stop
times and their transmission rates are known.
4. All source Initial Cell Rates (ICR) are set at 10.0 Mbps (beside the
scenario that indicates especially).
5. Each scenario simulation time is set at 500 msec., beside the scenario that

indicates especially.

3.2.2 Efficiency and Queue control

To evaluate the efficiency and queue control methodology, we use a multiple
source configuration. The simplest configuration is the two-source scenario, where
two sources share a link as illustrated in Figure 3.1. At steady state, each source must
converge to half of the link rate, which is the max-min optimal allocation, and the
bottleneck switch (switch#1) queue length should be conducted to the designed

region.

Figure 3.1: Two-source (LAN) scenario

3.2.3 Fairness

We use two scenarios to study the fairness of the FRACA algorithm: the
parking lot scenario and the upstream scenario (see Figure 3.2 and 3.3, respectively).
The parking-lot scenario is derived from car parking lots, which consist of several
parking areas connected via a single exit path. Congestion occurs as cars exiting from

each parking area try to join the main exit path. In other words, the link between
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switch#1 and 2 in Figure 3.2 is the bottlenecked link. Hence, the max-min fair rate to

all traversing sessions is the fairshare of the bottlenecked link.

@ SW#1 SW#2 SW#3

E Link1 E Link2 E

-

Fo

Link1 |=————— | sLink2 |——

&

Figure 3.3: Upstream (WAN) scenario

fble

In order to test the effects of sources ICR and propagation delay time to the
performance of a rate allocation algorithm, the upstream scenario in Figure 3.3 is
used. In the scenario, the ICRs of source 16 and 17 are different (set at 50.0 and 70.0
Mbps, respectively). Moreover, the scenario is evaluated in WAN environment. From
the scenario, the second link is shared by 3 VCs, i.e. VCys, VCi6 and VC,7. Because
there are 15 VCs on the first link, VCis is bottlenecked to a throughput of 1/15 the
link rate (approx. 10 Mbps). Consequently, VC;¢ and VC,7 should converge to 7/15 of
the second link rate (approx. 70 Mbps). The scenario is named an upstream scenario

because the bottleneck link is the first link (upstream link).

3.2.4 ACR retention

ACR retention is the problem that occurs when sources are not able to fully
use their rate allocations. For example, the input to the ATM end-system can be
steady but have a rate lower than its allowed cell rate. In the situation, the switches
reallocated the unused capacity to the other sources that are unconstrained. However,
if the ACR retaining sources suddenly use their allocations, an overload situation

occurs. Hence, the rate allocation algorithm should rapidly detects the overload and
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gives the appropriate feedback asking sources to decrease their rate. The ACR

retention in Wide Area Network scenario is shown in Figure 3.4.

£k

Figure 3.4: ACR retention (WAN) scenario

From Figure 3.4, there are 5 VCs sharing a bottleneck link. Initially, all
sources cannot send send at a rate of more than 10.0 Mbps (irrespective of their
ACRs). After 100 msec, all the sources suddenly start sending at their full allocations.
Consequently, the bottleneck queue level should rapidly grows during the transient
period. After overload detection, the bottleneck switch should reallocate the optimal
rates to all sources in order to bringing the queue to the desired region and the

allocated rates have to be the max-min rate as well.

3.2.5 Adaptation to variable ABR capacity

Constant Bit Rate (CBR) and Variable Bit Rate (VBR) service classes have a
higher priority than the ABR service. In cases of VBR traffic, the ABR capacity
becomes a variable quantity. The two ABR plus one VBR scenario in Wide Area
Network is used to demonstrate the behavior of the FRACA in the presence of VBR
traffic. A deterministic VBR source 1s used whose peak cell rate is 85.0 Mbps (57%
of the link capacity). In addition, the on/off periods of 2 msec (active for alternating
periods of 2 msec with 2 msec inactive periods in between) and 10 msec are used to

evaluate the adaptation of the FRACA algorithm. The scenario is shown in Figure 3.5.

AbrSink
#1

Figure 3.5: Two ABR plus one VBR (WAN) scenario
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In the scenario, the FRACA algorithm should be able to detect the continually
change in the available ABR capacity and gives the appropriate feedback to the
sources. When the VBR source is active, the ABR sources should rapidly decrease
their rate. On the other hand, the ABR sources should quickly increase their rate if the
VBR source is inactive in order to keep the bottleneck link fully utilized.

3.2.6 Adaptation to various source traffic models

In all the previous experiments, the ABR sources are assumed to be persistent
or uniform bottlenecked (that only match with the rate-limited phase of the TCP
applications as mentioned in the last chapter). Then, it is essential to examine the
performance of the FRACA with TCP applications that are actually used in the real
working environments. TCP applications behaviour like bursty sources with non-
uniform on-off period during their exponential phase (windows limit phase). The 20
TCP sources in Wide Area Network scenarios is employed to evaluate the

performance of the FRACA in this issue. The scenario is shown in Figure 3.6.

TCP/IP . TCP/IP
Source#t aals — Abr1Src# SW#1 SW#2 Ab;S1|nk — aalb —{ receive#
1 \ / 1
0 = = = :

L] L3
L] L]
CP/IP . CP/IP
Source#t aals — AbrSroft AbrSink || aal5 receive#
20 20 #20 20

Figure 3.6: 20 TCP over ABR (WAN) scenario

3.2.7 Working with a low-speed line environment
The scenariois-employed to- evaluate the performance of the proposed
FRACA algorithm under a low-speed line environment for an access network. The

configuration is shown in Figure 3.7,

CP/IP . CP/l
Source# aal5 — Abr1Src# Abﬁmk — aal5 —@
1 1

ZE=—rT PP
Source# aals — Ab:%rc# ;E' — Al;rﬁ;nk — aal5 receive#
[ 1] 1000 km. [ 1] 10

1000 km. 1000 km.
on-off VBR

Figure 3.7: 10 TCP plus VBR over El1 link scenario
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In the configuration, 10 TCP sources share an El1 link (2.048 Mbps). In
addition, there is a bursty VBR traffic sharing the bottlenecked link. The VBR source
is a Markov Modulated Bernoulli Processes (MMBP) source with mean duration of
on/off time equal to 5 msec, aggregate VBR traffic is approximate 1.37 Mbps (2/3 of
the link capacity) during on period. The simulation time is 5 seconds. For scalability,

the algorithm should function efficiently though working with a low-speed line.

3.2.8 Performance results

This section gives the performance results of the FRACA algorithm under the
scenarios mentioned above.

Allowed Cell Rate (FRACA) Bottleneck switch queue length (FRACA)
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Figure 3.8: Results for two source (LAN) scenario

Figure 3.8 indicates that the sources rapidly converge to their optimal rates
and the switch queue length is conducted to the target level. The allocated rate during
0-80 msec is a little grater than the max-min rate. This is because the switch queue
has to be built up to the designed level. However, the max-min fair rate is achieved
after the switch queue reach the designed level. In addition, the number of cells

received at each destination in Figure 3.8 d) illustrates that the fairness is achieved.
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Figure 3.9 shows the results for parking-lot (LAN) scenario.
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Figure 3.9: Results for Parking-lot (LAN) scenario

It is obvious from Figure 3.9 a) that the allowed cell rate of all sources rapidly
converges to the max-min fair rates. The transient period is very short. The steady
state behavior is good. The bottlenecked link is fully utilized while the switch queue
is conducted to the target region (Figure 3.9 b) and c)). In addition, the fairness issue

is ideally achieved according to Figure 3.9 d).



The results for upstream (WAN) scenario are shown in Figure 3.10.
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Figure 3.10: Results for Upstream (WAN) scenario
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Figure 3.10 a) indicates that the FRACA algorithm converges to the max-min

rate allocation regardless of the initial cell rate of each source and the long

propagation (Wide- Area Network) link.-After a short transient period, all sources

contending for bandwidth are allocated the max-min fair rates. There is an acceptable

rate oscillation seen in Figure 3.10 a) to allow the queue to reach the designed level in

a long propagation link. However, the steady state behavior is good. The switch queue

is conducted to the designed level as shown in Figure 3.10 b). Both links are fully

utilized at steady state as shown in Figure 3.10 c). Figure 3.10 d) illustrates that the

fairness issue is achieved although the initial cell rates of source 16 and 17 are

different.
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Figure 3.11 illustrates the results for ACR retention (WAN) scenario.
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Figure 3.11: Results for ACR retention (WAN) scenario

In the scenario, the larger number of traversing sessions and long propagation
link has been selected to demonstrate the scalability of the FRACA to more VCs and
long delay link, as well as to aggravate the problem of ACR retention. Initially, all
sources are retaining their cell rates at 10 Mbps then the bottlenecked link could not
be utilized as seen in Figure 3.11 ¢). Consequently, all sources are requested to send
more traffic in order to utilize the link. This is corresponding to.the continually
growth of the allocated rate (until reaching the Peak ‘Cell Rate). After 100 msec, all
sources suddenly start sending at their full allocations (then the aggregate traffic is
five times larger than the available bandwidth). This causes the switch queue length
rapidly grows at 100 msec. The FRACA rapidly detects the overload and gives the
appropriate feedback asking all sources to decrease their rates. At this moment, the
allocated rate is a little lower than the max-min rate in order to allow the switch to
drain the queue. After a short period of draining, the allocated rate converges to the

max-min fair rate while the link is fully utilized.
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The VBR traffic pattern and the results for 2 source plus VBR (WAN)

scenario are shown in Figure 3.12 and 3.13, 2 msec an 10 msec VBR on-off period
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Figure 3.12: Results for 2 Source plus VBR (2 msec on-off period) WAN scenario
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Figure 3.13: Results for 2 Sources plus VBR (10 msec on-off period) WAN scenario

From Figure 3.12, it is obvious that the FRACA rapidly detects the change in

the available ABR capacity and gives the appropriate feedback to all sources. When

the VBR traffic is active, the ABR sources rapidly reduce their rates. The spikes in the

switch queue in Figure 3.12 c) and 3.13 c) reflect the long feedback delay. This is

because the queue will drain continuously when VBR traffics immediately change

from on-phase to off-phase. As a result, there is no need to wait for BRM cells that
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will take time to inform the ABR sources. Consequently, the link is fully utilized all
the time as shown in Figure 3.12 d) and 3.13 d). The number of cells received in
Figure 3.12 d) and 3.13 d) are approximately linear implying that the FRACA
averages the available ABR capacity and allocates the max-min fair rate. Generally,
Figure 3.12 and 3.13 also illustrate that the more bursty traffic results in the larger
amount of buffer occupancy in the switch. However, the switch queue level is kept

under control by the FRACA.
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The results for 20 TCP over ABR (WAN) scenario are shown in Figure 3.14.
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Figure 3.14: Results for 20 TCP over ABR (WAN) scenario

Figure 3.14 a) shows that during exponential phase of TCP, the aggregated
traffic is limited by the rate control of the FRACA. Consequently, the TCP windows
size is not exactly exponential. In-other words, sometimes the windows size is held for
a while if the aggregated traffic is restricted by the rate control. Hence, the sources
gradually send the traffic according to the allocated rate. After receiving the ACK that
takes a longer period, the sources then increase their windows size. The behavior
implies that the rate control policy actually limits the growth of the windows size of
TCP applications. During this period, TCP applications act as the on-off sources
model with non-uniform on-off period. At steady state, the allowed cell rate

converges to the max-min fair rate with full link utilization while the switch queue is

kept under control.



40

Figure 3.15 illustrates the results for the 10 TCP plus VBR over El link

configuration.
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Figure 3.15: Results for 10 TCP plus VBR over E1 link (WAN) scenario

Results in Figure 3.15 indicate that the proposed FRACA algorithm also work

well with a low-speed line, for example E1 link, environment. The algorithm averages

the aggregate traffics and allocates the max-min fair rates to all ABR sessions in spite

of working with the bursty VBR traffic. Consequently, the switch queue length is kept

under control.
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3.2.9 Performance summation of the FRACA algorithm

This section has already examined the performance of the proposed FRACA
algorithm based on various network configurations. The algorithm entails that the
switches periodically monitor their load on each link, determine the available ABR
capacity and the load factor in order to allocate the fair max-min rates for all
traversing ABR sessions while keeping the switch queue length under control.
Various network scenario results indicates that the FRACA algorithm has a fast
transient response, achieves full link utilization with short delay and scalable to the

variation of source traffics and variable ABR capacity.

3.3 Performance comparison with the ERICA+ and E-FMMRA

In this section, the performance of FRACA is evaluated for 300 ABR sources,
GFC-2, staggered TCP and 10 TCP plus VBR scenario to show the enhanced
performance, compared with the ERICA+ and E-FMMRA algorithm. For all
scenarios, the Allowed Cell Rate (ACR) and switch queue graphs are the metrics used
to evaluate the performance of all rate allocation algorithms. A link capacity is fully
utilized if the switch queue is kept non-zero. For ERICA+ algorithm, both averaging
interval and target queuing delay are fixed set at 5 msec [4]. Setting 5 msec queuing
delay corresponds to 1766 ATM cells in 149.76 Mbps link. For E-FMMRA
algorithm, the averaging interval is set at the time to receive 100 cells, the low and
high threshold of switch buffer occupancy is set at 50 and 1000 cells, respectively [2,
3].

3.3.1 Effects of a large number of traversing ABR sessions

The simulated scenario and parameter setting shown in Figure 3.16 is 300
ABR source configuration. Unlike other researches, we study the effects of a large
number of traversing ABR sessions to the performance of our proposed rate allocation
algorithm. For robustness point of view, a stable rate allocation algorithm should
tolerate to the number of large ABR sessions traversing the link. Consequently, the
rate allocation algorithms those work well with a limit number of traversing ABR

sessions may not function efficiently in the real working environments.
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All sources are persistent sources, PCR = Link capacity = 149.76 Mbps.,
MCR = 0.0 Mbps., ICR = 0.7 Mbps.

All link propagation delay = 5 msec.

Figure 3.16: 300 ABR source configuration

The next simulated configuration is Generic Fairness Configuration (GFC)-2

that is the well-known configuration in ATM Forum [8] for evaluating fairness and

robustness issues of the rate allocation algorithms. The configuration consists of both

upstream and downstream bottlenecked-link,

configuration and parameter setting are shown in Figure 3.17.
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Figure 3.17: Generic Fairness Configuration (GFC)-2 configuration
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3.3.3 Effects of staggered TCP sessions

The next simulated scenario is staggered TCP configuration. When a new TCP
session starts sending data, the file transfer data is bottlenecked by the TCP
congestion window size (not by ABR control loop). In this state, a TCP session is said
to be “window-limited” [15, 23]. On the other hand, TCP congestion window size
exponentially grows until it is greater than the source’s sending rate. Then the file
transfer rate will be limited by the ABR source rate, not by TCP congestion window
size. In this case, a TCP session is said to be “rate-limited”. Hence during the slow
start phase, TCP sessions perform as on-off sessions with non-uniform on-off period.
A stable congestion avoidance algorithm should not be affected by the aggregated
traffic characteristic. The configuration and parameter setting are shown in Figure
3.18. Total 56 bytes of headers and trailers (TCP, IP, RFC2225 and AALS layer) are
added to every TCP segment. Then every MSS of 8192 bytes becomes 8248 bytes of
payload for transmission over ABR service in ATM network. Each payload requires
172 ATM cells of 48 data bytes each. For ABR service category, a FRM cell is sent

after sending Nrm-1 (31) data cells. Hence, the maximum throughput of TCP over

ATM in this scenario is - 8192, 31 = 87.06% of the target ABR capacity.

172%x53 32
CP/IP . TCPIP
aal5 Abr1Src# Abﬁlnk [ _@
1 1
L3 L3
. = . °
. Switch 1 Switch 2 .
CP/IP [ ] [ ! . TCP/IP
Source# aals | — Ab;%rc# ] At;rzsénk — aal5 receivet
20 20
L3 L3
. .

L] L]
CP/IP . TCP/IP
Source# aals5  — Ab1r§60# Az;%'gk — aals receive#
100 100

Parameter setting:
- TCP/IP : TCP sources MSS = 8 kbytes, TCP receiver window size = 64
kbytes.
TCP/IP sources 1-20 turn-on at t = 0 sec., sources 21-100
sequentially turn-on during t = 0.25 to 0.75 sec. For example, source 21
turns on at t = 0.25625 sec., source 22 at t = 0.2625 sec., source 23 at t =
0.26875 sec., ..., source 100 at t =0.75 sec.
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All ABR sources PCR = Link capacity = 149.76 Mbps., MCR = 0.0
Mbps., ICR = 5.0 Mbps.
All link propagation delay = 500 psec.

Figure 3.18: Staggered TCP configuration

3.3.4 Effects of TCP sessions with background VBR traffic

The last simulated scenario is 10 TCP sources plus VBR configuration. Unlike

other researches, this dissertation presents all rate allocation algorithms that are

evaluated under highly bursty on-off VBR source to emulate the worst case of real

working

environment. The on-off time of VBR traffic is 5 msec and aggregate VBR

traffic is 120 Mbps (80% of link capacity) during on period. Others researches [2, 4,

23] used VBR traffic with low variation of aggregate traffic rate which they could not

draw conclusion that the designed congestion avoidance algorithm will converge

according to max-min rate allocation, for the worst case. The configuration and

parameter setting are shown in Figure 3.19.
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Parameter setting:

TCP/IP : TCP sources MSS = 8 kbytes, TCP receiver window size = 64
kbytes.

All ABR sources PCR = Link capacity =149.76 Mbps., MCR = 0.0
Mbps., ICR = 5.0 Mbps.

VBR sources are on-off sources, i.e. on-off time is 5 msec., aggregate
VBR traffic is 120 Mbps during on period.

All link propagation delay = 5 msec.

Figure 3.19: 10 TCP sources plus VBR configuration
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3.3.5 Performance results

This section gives the performance results of the FRACA algorithm compared

with the ERICA+ and E-FMMRA under the scenarios mentioned above.
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Figure 3.20: Results for 300 ABR source configuration (ERICA+)
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Figure 3.22: Results for 300 ABR source configuration (FRACA)
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This configuration scenario is used to present the effects of a large number of
traversing sessions on congestion avoidance algorithms. The max-min fair rate
allocation for all sessions is 149.76/300 = 0.5 Mbps. From simulation results, the
ERICA+ faces the severe problem regarding the divergence of sources ACR (see
Figure 3.20 a). It is because the algorithm receives all sources BRM cells during the
different averaging interval and it uses per average interval computing [7]. As a result,
the switch queue length grows unbound in spite of the use of the hyperbolic queue
control function. This problem could be solved with the algorithm that runs common
weighted average ER. Although allocated rates by E-FMMRA converges to the max-
min fair rates but the switch queue length could not be conducted to the designed
level (remember that QT and DQT is set at 50 and 1000, respectively). The reason for
this is cited in Section 2. Only allocated rates by FRACA algorithm converge to the
max-min fair rate and the switch queue length is conducted to the desired level

regardless of number of traversing ABR sessions (up to 300 sessions).



Figure 3.23, 3.24 and 3.25 shows the results of GFC-2 configuration

ERICA+, EFMMRA and FRACA, respectively.
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Figure 3.23: Results for GFC-2 configuration (ERICA+)
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Figure 3.25: Results for GFC-2 configuration (FRACA)
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The followings are the expected allocation rates for each session according to

the max-min fairness.

Each VC A gets 1/4 of 40 Mbps. =10.0 Mbps.
Each VC B gets 1/10 of 50 Mbps. = 5.0 Mbps.
Each VC C gets 1/3 of 105 Mbps. = 35.0 Mbps.

VC D gets =35.0 Mbps.
Each VCE gets 1/2 of 70 Mbps. =35.0 Mbps.
VCF gets = 10.0 Mbps.

Each VC G gets 1/10 of 50 Mbps. = 5.0 Mbps.
Each VC H gets 1/2 of 105 Mbps. = 52.5 Mbps.

Discussion

The allocated rates by E-FMMRA algorithm diverge from the max-min rates
(Figure 3.24 a) due to the effects from multi-link rate and parking-lot scenario. The
algorithm faces the severe cell loss problem in the switches. For ERICA+, the
convergence time is very long although the allocated rates converge to the max-min
rates (Figure 3.23 a). In addition, the queue length of each switch cannot be conducted
to the desired level (Figure 3.23 b) but it oscillates around the desired value. This
oscillation is due to the effect of overload condition in working region of the
algorithm (remember that at working region 1 < Z < 1+0). The switch queue length
indicates that the allocated rates are not exactly the max-min rates. For FRACA
algorithm, all allocated rates converge to the expected rates allocation very fast,
compared to the other algorithms, with constant controllable queue levels at steady

state (Figure 3.25a, b). This implies that the allocated rates are the max-min fair rates.
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The results of staggered TCP configuration for the ERICA+, EFMMRA and
FRACA are shown in Figure 3.26, 3.27 and 3.28, accordingly.
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Figure 3.26: Results for staggered TCP configuration (ERICA+)
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Figure 3.28: Results for staggered TCP configuration (FRACA)
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This scenario is presented to illustrate the effects of slow start (exponential)
phase of TCP application on congestion avoidance algorithms. The TCP sources
number 21 through 100 sequentially turn on from time t = 0.25 to 0.75 sec. Therefore,
they periodically turn on every (0.75 — 0.25)/80 = 6.25 msec. Moreover, from the
MSS and window-sized TCP receiver in the configuration, it will take at least the time
of 3 round-trips for TCP source in an exponential phase to become a greedy source.
The time of 3 round-trips is equal to 3 x 2 x (500 psec x 3) = 9 msec., which is
greater than the time that a new source turns on. As the result, the configuration may
be assumed to be a mixture of persistent and on-off sources during time t = 0.25 [J
0.75 sec. After the window size of each TCP source is increased to its maximum
value, the source rate is then not limited by the window size but controlled by the
ABR loop. All TCP connections perform as persistent sources. Therefore, the
allocated rates by all algorithms should be the steady state max-min values after
t=0.75 sec. From simulation results, source 1 ACR of the FRACA algorithm (Figure
3.28 a) rapidly grows during transient phase because of faster transient response,
compared to others, causing a slightly greater buffer occupancy in the switch (Figure
3.28 b). However, the queue level is conducted to the desired level when the
algorithm detects overload condition. In addition, during the periodic turn-on period
of staggered TCP sources, the ACR of FRACA shows good transient response. This
causes the switch queue level controllable compared to ERICA+ and E-FMMRA. For
ERICA+, the switch queue level continually grows (Figure 3.26 b) due to the error of
allocated rates. For E-EFMMRA, the switch queue length could not be conducted to the
desired level (Figure 3.27 b) at steady state. Therefore, the performance of FRACA
algorithm is tolerant to.a TCP slow start phase and staggered TCP applications.
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Figure 3.29, 3.30 and 3.31 shows the results of 10 TCP sources plus VBR

configuration for the ERICA+, EFMMRA and FRACA, respectively.
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Figure 3.29: Results for 10 TCP sources plus VBR configuration (ERICA+)
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Figure 3.31: Results for 10 TCP sources plus VBR configuration (FRACA)
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The expected explicit rate for all TCP sessions is approximate 9 Mbps.

(149.76 ~120/ 2@. The rate allocation algorithm should be able to average the aggregate
10

traffic and compute this fair rate for all ABR sessions despite of working with highly
bursty VBR traffic. The rate allocation algorithm that uses time-based averaging
interval (ERICA+) or too short count-based averaging interval (E-FMMRA) cannot
accurately average the aggregate traffic resulting in the oscillation of the allocated
rates. The solution for designing a robust rate allocation algorithm is to use
appropriate length of count-based averaging interval in order to correctly average
aggregate traffic while maintaining fast transient response according to the design
concept of the FRACA algorithm. Comparison of Figure 3.29, 3.30 and 3.31, it is
obvious that the FRACA algorithm gives the better performance than that of ERICA+
and E-FMMRA in terms of ACR. Similar to the results for staggered TCP
configuration, source 1 ACR of the FRACA rapidly grows during start up period
causing a slightly greater switch queue length. However, it is kept under control after

the switch detects the overload condition.

3.3.6 Summary of performance comparison of the FRACA algorithm with the
ERICA+ and E-FMMRA

As the goals for the design of a rate allocation algorithm, the FRACA has been
shown to be convergent in all tested scenarios. In addition, the performance is tolerant
to network conditions such as number of traversing ABR sessions, system
propagation delay, network scenario and aggregate traffic characteristics. The
designed algorithm has been shown to have a better transient and steady state
response compared with the ERICA+ and E-FMMRA. Table 3.2 presents more
extensive performance comparison for ERICA+, E-EFMMRA and FRACA algorithm.
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Table 3.2: Comparison of explicit rate allocation algorithms

ERICA+

The ERICA+ may not converge to the max-min fairness in a large
number of traversing ABR sessions and staggered TCP
connections. Consequently, the switch queue may not be properly
controlled.

The algorithm is sensitive to the CCR error due to the use of CCR
field in a FRM cell in the rate allocation process.

The algorithm may not accurately average the aggregate traffic,
especially when working with bursty VBR traffic, due to the time-
based averaging interval and the per-averaging interval

computation of the algorithm.

E-FMMRA

The E-FFMMRA may not converge to the max-min fairness in a
parking-lot or multi-link rate configurations especially in the WAN
environments. Therefore, the switch queue may not be properly
controlled.

The algorithm is insensitive to the CCR error because it does not
use the CCR value.

The algorithm may not accurately average the aggregate traffic due

to the recommended short count-based averaging interval.

FRACA

The FRACA converges according to the max-min fairness in all
evaluated configurations. As the result, a switch queue is properly
controlled.

The algorithm is insensitive to the CCR error because it does not
use the CCR value.

The algorithm accurately averages the aggregate traffic due to the
appropriate length of count-based averaging interval. However, the
algorithm may use larger buffer size than the algorithm that uses

shorter averaging interval; for example, the E-FMMRA.

For robustness and scalability issues, only the FRACA algorithm achieves the

design goals with our target environments. However, there are some limitations of the

FRACA algorithm. Firstly, since the per-connection accounting is employed in the

rate allocation process as well as the ERICA+ and E-FMMRA, the memory size
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needed for the algorithm is proportional to the number of multiplexed connections,
which renders the algorithm hard to be implemented in a large-scale network.
Secondly, in order to average the aggregated traffic more accurately, the longer
averaging interval is used by FRACA, compared to the E-FMMRA. With the
existence of bursty VBR traffic in the network, the FRACA algorithm may allocate
the max-min rates slower than the E-FMMRA. Consequently, the FRACA algorithm
may need larger buffer size in some scenarios. In this respect, if the switch buffer is
too limited, then the averaging interval length of the FRACA algorithm should be
reduced from the recommended value in order to provide faster responses. However, a
too short averaging interval length may causes allocated rates to be hard to converge

to the max-min fair rates, as a result of the inaccurate traffic averaging.
3.4 The FRACA Convergence Analysis

This section presents a mathematical proof of the convergence of the FRACA
algorithm. It is assumed that all sources are persistent and have zero MCR
requirement. Moreover, the numbers of sessions traversing links do not change during

the convergence period.

Definitions and notations

— A group of bottlenecked sessions (0) includes all the sessions that can utilize
higher rate allocation but they are bottlenecked by the assigned rate.

— A group of non-bottlenecked sessions (ﬁ) includes all the sessions that are
bottlenecked elsewhere. Thus they cannot utilize the AR.

— Total usage by non-bottlenecked sessions (c.) = Y ER,

kOO

— ) 1is the number of bottlenecked sessions.
— ) is the number of non-bottlenecked sessions.
— / 1is the set of uni-directional links in the network.

— r, is the max-min rate allocation of level-j bottlenecked grouping.

— ¢, 1salevel-j bottlenecked link, which level-j bottlenecked grouping traverses.

j

—  n(4) denotes number of elements in set A.
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— Each session has an associated set of links representing its traversed path

{t,.0,,...0 )00
— ¢, 1s the averaging interval time.

— ¢ 1s the longest Round Trip Time for all sessions.

m] 1s the integer value that is not less than n.

In this section, the theorems are developed based on the definition of max-min

fair rate presented in [15]. Let g be the sum of all allocated rates on link i, i.e.,

Ra= 7 (3-1)

i
all sessions k
traversing link i

where ;. 1s an allocated rate of session k on link 1. Further, let 0. denote the

capacity of link i. So we have the following constraints on the allocated rates:

5 20 for all sessions traversing link i
R <0, for all link (¢, 0¢) (3-2)
An allocated rate satisfying the above constraints is said to be feasible. In

order to prove the convergence of FRACA algorithm, the following definitions are

fist given.

Definition 1
An allocated rate is said to be max-min fair if it is feasible. And for each link
(¢, 0¢), any allocated rate of a session traversing link i (; ) cannot be increased while

maintaining feasibility without decreasing others session (rk,) for which ,, <. . [ |

Definition 2

A link 1 is a bottleneck link with respect to the allocated rate of session k
traversing the link (;, ) if g =0, and , <, for other session (k') traversing link i. In
other words, a link i is bottlenecked for a session k if the link bandwidth is fully

utilized and session k has the largest allocated rate among all sessions traversing

link 1. |
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Definition 3
A rate allocation algorithm is said to be convergent if the algorithm allocates

the max-min fair rates to all bottlenecked sessions regardless of sources’ initial rate.

The followings present the convergence analysis of the single link scenario

and multiple-link scenario.

3.4.1 Single link scenario

Consider a network link with capacity [ cells/second, supporting a set of N
traversing sessions. The sessions are classified into the appropriate groupings,
bottlenecked (1) and non-bottlenecked (7). accordingly.

From the definition, a session is said to be a non-bottlenecked session if the
allocated rate is lower than the fairshare. For example, the sessions are bottlenecked

by their PCR. That s,

BR, <2 ... k0T (3-3)
N

Summing the above over all non-bottlenecked sessions gives the total usage

by non-bottlenecked sessions:

C=ymr <A (3-4)
8 kOO N

The above expression implies that the aggregate bandwidth usage by non-
bottlenecked sessions cannot exceed their proportional bandwidth share at the link. In

the scenario, the subsequent convergence argument is proved as follows,

Lemma 1
A session is bottlenecked if the computed ER is greater than or equal to the

max-min fair rate for this session, i.e.,

ERkZAR:D;Ca ... 0kOO (3-5)

Proof
By definition, the sessions are bottlenecked if they can utilize higher rate
allocation until the link is fully utilized. The link, therefore, becomes bottleneck for

these sessions. It is clear that bottlenecked sessions should equally share the
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bandwidth left from non-bottleneck sessions. The allocated rate is max-min fair

according to definition 1. |

Using Lemma 1, the FRACA algorithm converges according to the following

theorem.

Theorem 1

For single link scenario, if all sessions are persistent, the minimum time that

the FRACA algorithm will converge according to the max-min fairness is SLEB
0t 0"

Proof

Let us separate the proof into two parts:

Part A: All sources are not bottlenecked by their PCRs. In other words, every
source’s PCR is greater than the fairshare. All sessions become bottlenecked sessions

within the longest Round Trip Time (;, ).

In this case, all sources are expected to be marked as bottlenecked sessions
and to be assigned the fairshare as feedback explicit rate. Upon the receipt of the

BRM cell, the switch allocates at least the fairshare (AR) to all sources according to:

e, o (3-6)
A N

Remember that C-=0 and A =nN. The link becomes bottlenecked with respect

to all sessions. Hence, all sessions become bottlenecked sessions within the longest

RTT, according to Lemma 1.

Part B: Some sources are bottlenecked by their PCRs. In other words, some

sources’ PCR is lower than the fairshare. The remaining sessions become

i i i Dmax
bottlenecked sessions within Dmt .

During the first cycle, before receiving the first BRM cell, all sessions are
firstly classified as bottlenecked sessions. After all sources receive their first BRM
cells, the algorithm will classify non-bottlenecked sessions from all sessions and their

corresponding bandwidth are recorded. The AR is recomputed as
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AR=D . % (3-7)

The algorithm will assign at least this AR to the rest of sessions during the
next averaging interval. According to definition 2, the link becomes bottlenecked with
respect to these sessions. Hence, the sessions become bottlenecked according to

Lemma 1. [ |

By definition 3, the FRACA algorithm is proved to be convergent within

.

mx 7 , in a single link scenario.
t, O ‘

.

a

3.4.1.1 Conformity Analysis

This section presents the conformity analysis between the analytical proof and
the simulation result, in a single link scenario. Let us use the simulation result of the
300 ABR source configuration in Figure 3.22 a) to evaluate the consistence. For

clarification, let see the result shown in Figure 3.32 (the same as Figure 3.22).

Allowed Cell Rate (FRACA)

0.7

0.5f _‘\—‘——\_,— —

Allowed Cell Rate (Mbps)

0 0.1 0.2 0.3 0.4 0.5 0.6
Time (s)

t = 30 msec.

Figure 3.32: ACR for source 1 of 300 ABR source configuration

From the configuration in Figure 3.16, the round trip time for all sources is
6x5 msec. = 30 msec. Consequently, the minimum time that the algorithm will
converge is the time when the first averaging interval after t = 30 msec. is expired. We
can say approximately 30 msec. From the result in Figure 3.32, the ACR rapidly drop
from the ICR that is set at 0.7 Mbps. to the max-min fair rate that is approximate 0.5
Mbps. about t = 30 msec. From the result, in addition, the ACR is a little lower than

the max-min fair rate during t = 60 to 100 msec. The reason is to control the switch
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queue. Then, the simulation result in the case of a single link scenario with persistent

sources is consistent with the analytical proof given in Section 3.4.1.

3.4.2 Multiple-link scenario

In multiple-link scenario, we initially consider the link carrying the largest
number of sessions. For example, link 1 maximizes A + 2, . All sessions traversing the
link belong to level-one bottlenecked grouping, denoted by g, and have the steady-

state max-min fair rate

r S e .00, 00 (3-8)

DTt AT
where ) and ) are the numbers of steady state bottlenecked and non-
bottlenecked sessions at link 1, respectively. Let n denotes number of sessions
traversing link 1. Then n =) +A. By iterative procedure, the second-most

bottlenecked link is derived by removing all level-one bottlenecked sessions and their
traversing link(s) from the network. The level-one bottlenecked link in the reduced
network is the second-most bottlenecked link. All sessions traversing the second-most
bottlenecked link now belong to level-two bottlenecked grouping, denoted by g, .
Thus, it shows that the max-min fair rate for sessions in level-j bottlenecked grouping,

B, (2 1), can be calculated from:

(3-9)

where [ and [ are steady state bottlenecked and non-bottlenecked groupings

at link 1, respectively. Next, let b; be the bottlenecked-level for link i. Therefore, b; - 1

bottlenecked-level become non-bottlenecked sessions at link i-by definition. Let c_
be the total bandwidth usage by non-bottlenecked sessions at link i, hence
C— = k:hﬁl . (B, n 000 -oo b >1 (3-10)
= yn=ghulonbon)

Furthermore, let 0/ denote level-j non-bottlenecked grouping at link i, 1 <j <

b - 1. The level-j non-bottlenecked steady state bandwidth usage, ¢ _, is given by

¢ = Sn=n0nB)=nn G-11)

IfD(D1 ﬂﬁ/)
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where )/ is the number of level-j non-bottlenecked sessions traversing link i.

Then the relation between (3-10) and (3-11) is

b1

c=YcC. (3-12)

D/
=

The followings are the subsequent convergent arguments in multiple-link

scenario.

Lemma 2
The steady state fair rate for bottlenecked sessions at link i is greater than or

equal to the link steady state max-min fair rate.

ER! 27, . 0kO0, (3-13)

Proof
The advertised rate or the max-min fair rate for bottlenecked sessions at link 1,

i.e. level-b; bottlenecked grouping, is computed from

ISRCS
AR :r}’; = 1/\ 5 (3'14)

If all lower level bottlenecked sessions at link 1 have stabilize at their max-min
rate, these sessions are non-bottlenecked at the link by definition, that is

|6 n (0,05, 0D, for k<. The remaining sessions should receive , as feedback

explicit rate. However, some sessions may be bottlenecked by their PCRs, i.e.

r, <ERF <y, for kvu@ n ﬁb,»)' Hence, the max-min fair rate for the other sessions is

computed as

0B,
N;— Zx{_n(ﬁb, n (DI i ﬁt))

O, - ER"
- m(%p,,,)’ . (3-15)
N-alg, n (00T
_0-C; Oi-C

CN-AA

b1

o-SYcC- - ER*
1 ]Z D,/ k'D(z i
b; -1

ER' =

Where - _b'z_lcf is the left over bandwidth from level-1 through level-

b, —1non-bottlenecked sessions traversing link 1.
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N =N _bZIN is the number of sessions left over from level-1 through
=

level-p, -1 non-bottlenecked sessions traversing link i.

C;= YER is the total bandwidth usage by level-, non-bottlenecked
. k'D(D,nﬁ,,i)l

sessions traversing link i that are bottlenecked by their PCRs.

A= n(ﬁb, n (Dl, 0 ﬁ)) is the number of level-5 non-bottlenecked sessions

traversing link i that are bottlenecked by their PCRs.

Then the link i becomes bottlenecked with respect to these sessions. From

definition and iterative computation, the computed gr’(0x00,) is always higher than

or equal to, i.e. if ¢ =) =0, the allocated rate of level-, bottlenecked sessions
O, y !

traversing link i. u

Lemma 3

For multiple-link scenario, if all sources are persistent, the minimum time that

the FRACA algorithm will converge according to the max-min fairness is SL .
Ot 0

Proof

This is the case of downstream bottleneck scenario. During backward path of
the first BRM cell, the expected non-bottlenecked sessions are sequentially marked as
the lower-level bottlenecked grouping at the less congested link. Then the
intermediate switches compute and allocate the advertised max-min fair rate (3-15) to

all bottlenecked sessions at the end of the averaging interval after the longest RTT.

Lemma 4
For multiple-link scenario, if all sources are persistent, the FRACA algorithm

will converge according to the max-min fairness within | 0
n<log,,, B

k max D
.,-Zm(;p,)ER" E?%D"E

i

averaging intervals.
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Proof

This is the case of upstream bottleneck scenario. The important task is the way
to let the downstream switches know the bottleneck condition in the upstream
switches because the rate allocation algorithm works only in backward direction. The
load factor, defined as the ratio of ABR input rate to ABR Capacity (the queue control
factor is relaxed), is introduced to solve the problem. Let // denote the time which the
FRACA algorithm converges according to max-min fair rate allocation, i.e.

ER!(¢')= ER} according to (3-15), and let p be the load factor of link i during time
interval (t o t+ta)'

Basically in the case of upstream bottleneck, initially, the allocated rate at
downstream link cannot fully utilize the link capacity. Thus, the load factor is below
one. The allocated rate will be continually increased as the result from equation (3-1)
and (3-3). The downstream link is fully utilized if the load factor becomes one
(R, =0,). That 1s

1=p,>p,, >p,, >->P, (3-16)

¥ma
Cmax
Ol O

Thus the system will converge to the max-min rate allocation. In other words
the allocated rates for all bottlenecked sessions are the max-min fair rates (3-15).

Equation (3-16) could be rewritten as

b,

) S k(= S k(p = s ER*%MDDJE/ a0
220 (t)}w(;ff’ ‘ t“)/ o Frcofra - t")/ e >,,,>Zku(;ﬁ,) B P Py
O, O, . O,

1=p. =
P, 0

(3-17)
By using the analytic technique given in [4], the allocated rates converge to

the max-min fair rates if the load factor p ' is less than _1 for small positive €.
l+e

Hence,
br max b’ max 1
> Z(;B)ERETQEB/ o B = P 5 Z(;mER%T@] E/él“ifg (3-18)
4, U,

where n is the number of averaging intervals (cycles) to which the FRACA

b,

algorithm converges according to the max-min fair rate after receiving the first BRM

of the longest RTT session, i.e. , = = Sl Er From (3-17) and (3-18), it is clear that the

0% 0O

FRACA algorithm will converge according to the following constraint
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<[

)
01
O+e

b; ; ERk I;dXH] E
(7, E O

A

O

Therefore, O, (3-19)

n<log,,, 5

g max D
jZ kD(; B, )ERl‘A t, %ﬂ” E

The small positive € implies how close does the actual load factor (p) and the
ideal value, that is unity, as shown in Figure 3.33. If € becomes smaller then the

algorithm will take more cycles of the averaging interval to achieve the max-min

fairness.

A | 0ad factor

» Time

Figure 3.33: Characteristics of the averaging interval in the upstream bottleneck

of the multiple-link scenario

Equation (3-19) implies that the FRACA algorithm will converge to the max-

min fair rate in finite time. |

In addition, if we apply equation (3-19) with the single link scenario then n
becomes zero. That is because the sum of all explicit rate for all traversing sessions is
the ABR capacity. Thus, the algorithm will converge to the max-min fairness after the
source that has the longest RTT receives its first BRM cell. Therefore, the above

proof is conformable with the proof of single link in Theorem 1.

Using Lemma 2, 3 and 4, the FRACA algorithm converges according to the

following theorem.
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Theorem 2
For multiple-link scenario, if all sources are persistent, the FRACA algorithm

will converge to the max-min fair rate allocation in finite time.

Proof

From lemma 3 and 4, it is obvious that for multiple-link scenario with

persistent sources the FRACA algorithm takes at least E&E'] to converge to the
Ot 0°

max-min fair rate allocation in downstream bottleneck case (lemma 3) and takes a

finite time, i.e. | g, averaging intervals, to achieve the max-
n<log,.. :
b,

max |:|
;ka(;ﬁ/ )ERik L H]a H

min fair rate allocation in upstream bottleneck case (lemma 4). Hence, the FRACA

algorithm will converge to max-min fair rate allocation in finite time. [

3.4.2.1 Conformity Analysis

This section presents the conformity analysis between the analytical proof and
the simulation result, in a multiple-link scenario. Let us use the simulation result of
the GFC-2 configuration in Figure 3.25 a) to evaluate the consistence. For

clarification, let see the result shown in Figure 3.33 (the same as Figure 3.25).

Allowed Cell Rate (FRACA)
150 T T T T T

A1
B1
C1

E1

G1
H1

100 -

Allowed Cell Rate (Mbps)

) 1
50 - N
i #£F!
o
i M i Gt
” »
0 A N-UH . . . . . . .
0 d 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time (s)
t = 80 msec.

Figure 3.33: ACRs for GFC-2 configuration

From the configuration in Figure 3.17, the longest round trip time is belong to

the source B(1) that traverses all switches. The longest round trip time is 16%2.5
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msec. = 40 msec. Thus, the minimum time that the algorithm will converge to the
max-min fairness is 40 msec. However, the configuration also consists of the
upstream bottleneck scenario. Consequently, the convergence time will be greater
than the minimum time. From the result in Figure 3.33, all allocated rates converge to
the max-min fairness approximately after t = 80 msec. This implies that the algorithm
takes approximately 40 msec. to converge to the max-min fairness in upstream
configuration, after the receiving the BRM cell of the longest RTT source. Thus, the
simulation result in the case of multiple-link scenario with persistent sources confirms

the analytical proof given in Section 3.4.2.

3.5 Summary

This chapter evaluates the performance of the proposed FRACA algorithm compared
with the ERICA+ and E-FMMRA algorithm in various network scenarios. The
FRACA is obvious to have fast transient response according to the max-min fairness,
tolerance to network conditions (i.c. aggregate traffic characteristic, number of
traversing ABR sessions, variation of ABR capacity and propagation delay),
maximum resource utilization with controllable switch queue length. Moreover, the
algorithm is fully compatible with ATM Forum Traffic Management [1] standard. In
addition to simulation results, the algorithm is analytical proven to be convergent in
the case that all sources are persistent. However, more cares are needed when further
applying FRACA, as well as ERICA+ and FRACA, to a large-scale network due to
the per-connection accounting requirement. Moreover, FRACA is not recommended
to implement with-a switch that has too-small buffer size due to its relatively long

averaging interval.



CHAPTER 4
THE NON-ZERO MCR GUARANTEE FAST RATE
ALLOCATION CONGESTION AVOIDANCE
(FRACA) ALGORITHM

In the last chapter, the FRACA algorithm is introduced to solve the limitations of the
existing zero-MCR (Minimum Cell Rate) guarantee ABR congestion control schemes.
To get a guarantee for the minimum amount of service that an user can specify a
MCR, ABR service guarantees that the ACR is never less than the negotiated MCR.
When MCR is zero for all sources, the available bandwidth can be allocated equally
among the competing sources. This allocation achieves max-min fairness. In this
chapter we treat the case of MCR that are not zero. When MCRs are non-zero, ATM
Forum specification [1] recommends other definitions of fairness that allocate the
excess bandwidth. The excess bandwidth is the available ABR capacity less the sum
of MCRs. It may be shared equally among all competing sources or proportional to
MCRs. Basically, allocations of the excess bandwidth that is proportional to the
negotiated MCR required per-VC computation. Thus, it increases the complexity
burden on the switches. Consequently, in this chapter the proposed FRACA algorithm
is extended to support MCR plus equal-share strategy [1]. This chapter is organized as
follows: Section 4.1, the existing ABR switch congestion avoidance algorithms are
being evaluated. For each algorithm, the key technique is given. In addition, we will
identify the key contributions and present its drawbacks. The non-zero MCR
guarantee FRACA algorithm is introduced in Section 4.2. Section 4.3 presents the
performance results of the proposed algorithm compared with the General Weighted
Fairness |(GWF) ERICA+. ‘The non-zero MCRguarantee -'FRACA convergence

analysis is given in Section 4.4.

4.1 Existing non-zero MCR guarantee explicit rate ABR congestion

control algorithms

Although, many explicit rate ABR congestion control algorithms have been proposed

during a few years [2, 3, 4, 12, 22]. Most of them are designed for zero MCR
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guarantees. From our survey, there are only two non-zero MCR guarantee explicit rate
allocation proposed, the Generalized Max-Min (GMM) rate allocation and the
General Weighted Fairness (GWF) ERICA+.

4.1.1 Generalized Max-Min (GMM) rate allocation

4.1.1.1 Key techniques
Y. T. Hou et al. [16, 17] proposed Generalized Max-Min (GMM) rate

allocation for non-zero MCR ABR service. The main concept of GMM rate allocation
is maximizing the minimum rate among all sessions while satisfying each session’s
minimum rate requirement and peak rate constraint. The iterative steps of GMM rate

allocation are as follows:

1. Start the rate allocation of each session with its MCR.

2. Increase the rate of each session at a rate proportional to its MCR until
either some link becomes saturated or some session reaches its PCR (Peak
Cell Rate), whichever comes first.

3. For the sessions that either traverse saturated links or have reached their
PCRs, remove such sessions and their associated bandwidth from the
network.

4. 1If there 1s no session left, the algorithm terminates; otherwise, go back to

step 2 for the remaining sessions and remaining network capacity.

Basic GMM requires global system parameters for rate allocation that is
difficult to handle in the real networks. Then, Y. T. Hou et al. [16] also designed
distributed-GMM rate allocation based on the Intelligent marking technique. However
intelligent marking could exhibit severe oscillations and may not converge to the
desired fair rate [12]. Considerable unfairness could persist when the estimation of
MACR is not close to the fairshare to which the CCR values of the connections are
supposed to converge. This situation could happen when some connections are
bottlenecked elsewhere. In addition, Y. H. Long et al. [18] proposed the explicit rate
algorithm of GMM ABR service. The algorithm aims to distinguish set of sessions
bottlenecked (locally) to their MCRs, denoted as M, and set of sessions bottlenecked
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elsewhere, named as R, from all traversing sessions. Hence, the allocated rate is
computed by
C-Yd, - ) m,
ER = ﬁ (4-1)

N - |R|-|m]

where C is the capacity of the outgoing link, d is “demanded rate” and m is “minimum

rate”.

4.1.1.2 Characteristics of Generalized Max-Min (GMM) rate allocation scheme

The contribution of the Generalized Max-Min (GMM) rate allocation is as
follow:
1. The computation steps are straight forwards that can reduce the

implementation complexity in the switches.

The drawbacks of the Generalized Max-Min (GMM) rate allocation are as
follow:

1. The algorithm assumes that the exact transmission rate is designated in the
CCR field. If the aggregate traffic is not consistent, the CCR field in the RM cell may
not indicate the actual transmit rate. Unfortunately the other sessions cannot utilize
the unused capacity causing the system underutilized that contradicts to the main aim
of ABR service category. Hence, the algorithm no longer functions efficiently in the
real working environments.

2. The length of averaging interval has not defined then in case of presence of

higher priority (CBR or VBR) traffic the algorithm has to be further researched.

4.1.2 The General Weighted Fairness (GWF) ERICA+

4.1.2.1 Key techniques

Vandalore et al. [19] extended the conventional ERICA+ for zero MCR
requirement proposed in [4, 23], and named as GWF ERICA+. The GWF ERICA+
allocated summation of ExcessFairshare, which is the amount of bandwidth allocated
over the MCR in a fair manner, and per connection’s MCR. In addition, Excess

Activity Level (EAL) is employed in the modified algorithm. EAL indicates how
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much of the ExcessFairshare is actually being used by the connection. EAL is set at
zero if source rate, which is indicated by Current Cell Rate field in a FRM cell, of the
considered connection is less than its MCR. EAL attains the value of one when the
ExcessFairshare is used by the connection. Actually, the reason for using EAL to
indicate how much the allocated bandwidth is used by the connection is that the
algorithm uses CCR field, which does not reflect the actual transmitted rate, in the
rate allocation processes. Therefore in some scenarios, such as a connection is
bottlenecked elsewhere or bottlenecked source, the allocated rate without EAL does
not converge to the general weighted fairness.

The key steps in GWE ERICA+ are as follows:

At the end of Averaging Interval:
Total ABR Capacity « Link Capacity — VBR Capacity - i min(SourceRate (i ), 1, )
Target ABR Capacity — Fraction x Total ABR Capacity

Input Rate <« ABR Input Rate - i min(SourceRate (| )’ U )

7 Input Rate
Target ABR Capacity

For each VCi

EAL(i) « min (1, max(0, SourceRate (i ) - ))
ExcessFairShare (i )

SumOfWts — SumOfWits + wiEAL(1)
End for

For Each VCi

ExcessFairShare(i) (Target ABR Capacity v,
SumOfWits

End for

If (implement per-VC measure source rate option)
Foreach VCi

CCR[VC] ~ Number of cell [VC]
Averaging Interval

End for
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When a BRM is received:

VCShare . Max(0,SourceRate (i )~ 1 )
z

ER « ;i + max (ExcessFairShare(i), VCShare)

ERrm cet « min (ERrm cen, ER, Target ABR Capacity)

When a FRM is received:
If (not implement per-VC measure source rate option)

CCR[VC]  CCR in RM Cell

When a ABR data cell is received:
If (implement per-VC measure source rate option)
Number of cell[VC] « Number of cell[ VC] + 1

Else Number of cell « Number of cell + 1

It is obvious that the computation steps in the GWF ERICA+ [19] are no
longer similar to the conventional ERICA+ [4, 23]. Consequently, the arising
problems are completely different from the problems in conventional ERICA+ given

in Chapter 2.

4.1.2.2 Characteristics of GWF ERICA+

The contribution of the GWF ERICA+ is as follow:
1. The algorithm is firstly support all non-zero MCR guarantee rate allocation

strategies defined in standard body of ATM Forum specification [ 1].

The drawbacks of the GWF ERICA+ are as follow:

1. The computation steps are no longer similar to the conventional ERICA+
algorithm.

2. Although the GWF ERICA+ works well in some scenarios and parameter

settings illustrated in [19], the algorithm requires per-VC rate measurement in some
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scenarios (especially in bottlenecked source configuration). The per-VC computation
increases the complexity burden on the switches.

3. If each session Initial Cell Rate (ICR) is low (compared with the max-min
fair rate), i.e. lower than or equal to the negotiated MCR, EAL becomes zero. This
causes a small value of term SumOfWis (probably zero). In the case, the
ExcessFairShare and the allocated rates to all sessions become the peak cell rate
leading to the severe cell loss problem at the bottlenecked switch (the aggregate ABR
traffic is n-time larger than the available bandwidth, where »n is the number of
traversing ABR sessions).

4. The exponential averaging of ExcessFairShare term causes very slow
transient response in the networks that the leftover bandwidth from the higher priority
traffic, i.e. VBR, continually varies all the time. In the situation, the leftover
bandwidth immediately changes despite that the ExcessFairShare term could not be
immediately computed exactly. The slow transient response causes high buffer

occupancy in the bottlenecked switch that may lead to the cell loss problem.

4.2 The Fast Rate Allocation Congestion Avoidance (FRACA)

algorithm for non-zero MCR Guarantee

The conventional FRACA (for zero MCR requirements) in the last chapter is
straightforwardly and simply modified to guarantee non-zero MCR requirement. As
the results, the standout advantages over the ERICA+ and E-FMMRA is still existing.
This approach is different from the GWF ERICA+, which the computation steps are

no longer similar to the conventional ERICA+.

The pseudo-code for the non-zero-MCR: guaranteed FRACA algorithm is as

follows:

Parameters:
C = Link capacity
0" = Non-ABR (higher priority) capacity
0 = ABR capacity

0, = Total non-bottlenecked capacity
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B, = Bottlenecked state of VC i

By = Non-bottlenecked capacity of VC i
ERax = Maximum value of allocated rates
Np = Number of bottlenecked sessions

o = Averaging factor

RM; - ER =ER field in RM cell of VC 1

MCR;=MCR of VC i
SumMCR = Summation of MCR for all VCs
AR = Advertised Rate

When a BRM cell of VC i is received:
If ( By = bottleneck) then

RM; - ER = min (RM; - ER — MCR;, max (AR, ERu ))
P

Else RM;-ER =min (RM; - ER — MCR;, AR)

ERpmax = (1.0 - @) X ER iax + O X max (RM; - ER, ERuu )
)

If (AR < RM; - ER) then
Ny =Ny — B.o) +1
[
RM; - ER = RM; - ER + adjusted ER

Dn = Dn - ﬁc(i)

B., = RM;—~ER

If (N > 0) then

_o-0,
Nb

AR

Else AR=AR+(0-0O,)
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RM; - ER = RM; - ER + MCR;

When average interval is expired:
For Each VCi
SumMCR = SumMCR + MCR;
End for
0 =C- 0 —SumMCR

_ ABR Input Rate
U x Qfactor

adjusted ER = (Qfactor =1)x(J
Nb

When a ABR data cell is received:

Number of cell = Number of cell + 1

For queue control feature, the same Qfactor value as proposed in Table 3.1 is

employed in the rate allocation process.

4.3 Performance evaluation of non-zero MCR guarantee explicit rate

ABR congestion avoidance algorithm

This section examines the efficiency, fairness, transient and steady state performance
and finally its adaptation to variable capacity and various source traffic models in

non-zero MCR guarantee environments.

4.3.1 GFC-2 with MCR guarantee scenario
The scenario is modified from the conventional GFC-2 [8] for non-zero MCR
requirement. The configuration is a combination of upstream and parking-lot scenario.

The configuration and parameter setting are shown in Figure 4.1.
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D(1) E(1,2) F(1) H(1,2) A(1-3)C(1-3) G(1-7)
! ! ! ! 11 !
4D 2D D D D 2D
Al Sw1 50 Mbps. sw2 100 Mbps. sw3 50 Mbps. Swa 150 Mbps. sws 150 Mbps. Swe 50 Mbps. SWr > B(1-3)
Fr 1t 1 11 I I
B(1) D(1) E(1,2) A(2) B(2) A3) F(1) B(3) H(1, 2) C(1-3) G(1-7)

Note: Entry/exit links of length D, speed 150 Mbps.

Parameter setting:

— All sources are persistent, PCR = 150.0 Mbps., ICR = 5.0 Mbps.

- MCR A(1, 2, 3) = (0, 2, 3 Mbps.), B(1, 2, 3) = (5, 1, 2 Mbps.), C(1-3) = 0.5
Mbps., D =2 Mbps., E(1, 2) =5 Mbps., F = 0 Mbps., G(1-7) = 0.5 Mbps and H(1,
2) =1 Mbps.

— Propagation delay D =2.5 msec.

Figure 4.1: The GFC-2 with MCR guarantee scenario

4.3.2 Source bottleneck plus VBR scenario

The scenario is used to illustrate the effects of a bottlenecked source, i.e.
source sends data lower than the allocated rate, and continually change of the leftover
bandwidth (from higher priority traffic category) to the performance of the rate
allocation algorithms. The configuration and parameter setting are shown in Figure

4.2. In addition, the VBR cell rate is shown in Figure 4.3.

Abr Abr
Srci#t1 Snki#t1

, Switch 1 Switch 2
Abr 5]

— Source 2 and 3 are persistent sources while source 1 sends data at 15.0 Mbps.

B

G-

Parameter setting:

during 0-400 msec, irrespective of the ACR, and becomes persistent source during
400-800 msec.

— All sources ICR is 5.0 Mbps.

— MCR of source 1, 2 and 3 are 5.0, 10.0 and 15.0 Mbps., respectively

— All link propagation delay = 5 msec. and have capacity = 150.0 Mbps.

— Output switch buffer size = 10,000 cells.
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— VBR source is an on-off source that traffic pattern shown in Figure 4.3.

Figure 4.2: Source bottleneck plus VBR scenario

VBR Cell Rate
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Figure 4.3: VBR cell rate

4.3.3 Performance results

This section gives the performance results of the non-zero MCR guarantee
FRACA algorithm compared with the GWF ERICA+ under the scenarios mentioned
above.

Figure 4.4 and 4.5 illustrate the results of the GFC-2 with MCR guarantee for
the GWF ERICA+ and FRACA, respectively.

Allowed Cell Rate (ERICA+) Allowed Cell Rate (ERICA+) Queue length in switch (ERICA+)
45 160 12000
40 switch 1
— switch 2
e 10000 “/\ — switch3
35 — switch4
- 2120 o — switch5
a -3 ° — switch 6
230 £ & 8000
=3 = 100 £
825 o e
5
£ % 80 56000
g% g :
60
245 2 5 4000
2 2 H
10 < 40 17
2000
5 20
0 0 0
0 02 04 06 08 1 X 0 02 04 06 08 1
Time (s) Time (s) Time (s)

Figure 4.4: Results for the GFC-2 with MCR guarantee (GWF ERICA+)

Al Il Rate (FRACA Al Il Rate (FRACA!
lowed Cell Rate (FRACA) 160 lowed Cell Rate (FRACA) Queue length in switch (FRACA)
12000

~ — g switch 1

- — E1.2 — switch 2
a3 — H12 10000 — switch 3

. — switch 4

120 — switch 5
— switch 6

8 5
[
o> >
253
g
[
O

S

8000

6000

Allowed Cell Rate (Mbps)
TN N w
S B
Allowed Cell Rate (Mbps)

|
|
|
|

4000

Switch queue length (cells)

40

2000 ﬁ
0 0
4 06 0.8 1 (] 02 04 06 08 1 0 02 04 06 08 1
Time (s) Time (s) Time (s)

(a) Allowed Cell Rate (b) Switch queue length
Figure 4.5: Results for the GFC-2 with MCR guarantee (FRACA)




76

The followings are the expected rates allocated to all sessions according to

MCR plus equal share strategy.

Al,2and 3 VCs get =7.825,9.825 and 10.825 Mbps., respectively
B1, 2, and 3 VCs get = 8.85, 4.85 and 5.85 Mbps., respectively

C VCs each get =33.99 Mbps.
D VC gets = 33.325 Mbps.
E VCs each get =34.325 Mbps.
F VC gets =7.825 Mbps.
G VCs each get =4.35 Mbps.

H VCs each get = 50.9875 Mbps.

For simplicity, the ACR graphs in Figure 4.4 a) and 4.5 a) are separated into
two groups, i.e. the lower rate grouping (VCs A, B, F and G) and the higher rate
grouping (VCs C, D, E and H). It is obvious that both algorithms converge to the
max-min rates despite that the convergence time of the GWF ERICA+ is longer than
that of the FRACA, approximate 500 msec compared with 100 msec. The main
reason is that the allocated rates for all sessions by GWF ERICA+ rapidly grow
during transient period due to the problem from the low initial cell rate (5.0 Mbps.
compared to the expected rates) as the reason cited in Section 4.1.2.2. Consequently,
the over allocated rates cause the high buffer occupancy in the bottlenecked switches
(as shown in Figure 4.4 b). For FRACA algorithm, it is obvious from Figure 4.5 that
the allocated rates rapidly converge to the max-min rates with constant controllable
queue level. The switch queue behavior implies that the allocated rates are the max-

min fair rates.
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The results of the source bottleneck + VBR scenario for the GFW ERICA+
and FRACA are shown in Figure 4.6 and 4.7, respectively.

Allowed Cell Rate (ERICA+) Bottleneck swich queue length (ERICA+)

— source 1
— source 2 9000
140 — source 3

0 01 0.2 03 04 6?54023 EL7 08 0 041 0.2 03 04 05 06 07 0.8
Time (s) Time (s)
(a) Allowed cell rate (b) Switch queue length

Figure 4.6: Results for source bottleneck plus VBR (GWF ERICA+)
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Figure 4.7: Results for source bottleneck plus VBR (FRACA)

The followings are the expected rates allocated to all sessions (during off

period of VBR traffic) according to MCR plus equal share strategy.

Source 1 gets = 60.0 and 45.0 Mbps. during 0-400 msec. and 400-800 msec.,

respectively
Source 2 gets = 65.0 and 50.0 Mbps. during 0-400 msec. and 400-800 msec.,
respectively

Source 3 gets = 70.0 and 55.0 Mbps. during 0-400 msec. and 400-800 msec.,

respectively

For a robustness point of view, the performance of a congestion avoidance

algorithm should not be affected by continually changing in the leftover capacity from
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higher priority traffic. In addition, the algorithm should tolerate to the CCR error in
source bottleneck scenario, i.e. source sends data below the allocated rate, which the
CCR field does not reflect the actual transmitted rate. It is obvious from the results in
Figure 4.6 that the allocated rates for all sessions by GWF ERICA+ rapidly grow
during transient period due to the problem from the low initial cell rate, 5.0 Mbps.
compared to the expected rates. Consequently, this causes the high buffer occupancy
in the bottlenecked switches. Moreover, the allocated rates by the GWF ERICA+
diverge from the max-min rates (during 0-400 msec.) due to the CCR error. The rate
oscillation disappears after 400 msec. despite that the allocated rates slowly converge
to the max-min rates. The main reason for slow response is that the algorithm
employs the exponential average of the ExcessFairshare term [19]. Hence, if the
leftover bandwidth immediately increases despite that the ExcessFairshare could not
be immediately computed exactly. Consequently, the slow response (especially during
on period of VBR traffic) causes high buffer occupancy. The FRACA shows the
better performance, compared with the GWF ERICA+. Result in Figure 4.7 shows
that the algorithm has a fast transient response and all the allocated rates are free from
oscillation. In addition, obviously the algorithm immediately reallocates the correct
rates to all sessions after the overload detection due to the aggregate traffic of source
1 at t=400 msec. Consequently, the switch queue level is kept under control during

steady state period.

4.4 The non-zero MCR guarantee FRACA convergence analysis

This section presents.a mathematical proof of the convergence of the non-zero MCR
guarantee FRACA algorithm. It is assumed that the numbers of sessions traversing
links do_not change during the convergence period. The proof is straightforwardly
modified from the convergence analysis of the zero MCR guarantee FRACA
algorithm given in Section 3.4. Unless otherwise noted, the definitions and notations

are defined following Section 3.4.

Additional definitions and notations

— [, is the capacity of link 1.
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— ¢, 1s the left over capacity from MCR of all sessions which traversing link 1, i.e.

,=0,~ 5 MCR;-

i i

o§me)

Following the proof in Section 3.4 and using the term ¢, replace O , the max-min

fair rates for the sessions in level-j bottlenecked grouping (j = 1) becomes

,,,Zm %QJMCR (4-2)
(h"DN Z(,B DDD))H

r, =
J t¢é,,l by

The non-zero MCR guarantee FRACA algorithm is proved to be convergent

according to the followings subsequent convergent arguments.

Lemma 1
The steady state fairshare for bottlenecked sessions at link 1 is greater than or
equal to the summation of steady state max-min equal-share rate and its
corresponding MCR.
ER' =1, + MCR, .- OkOD, (4-3)
Proof
The max-min equal-share rate (exclude corresponding MCR) for bottlenecked

sessions at link 1, i.e. level-b; bottlenecked grouping, is computed as

Zi_CE -
5=t (4-4)

i

If all lower level bottlenecked at link i1 have stabilized at their max-min rate,

these sessions are non-bottlenecked at the link, by defmition, that is [Bk n (D[ 0 ﬁ,-) o0
for x <p. The rest sessions should receive r, as feedback equal-share rate. However,
some sessions may be bottlenecked by their PCR, i.e. (rl,i_l + MCRA»)< ER" <(rb, + MCRkv)
for k'D(ﬁi n 517,»)‘ Hence, the max-min equal-share rate to the other sessions is

computed as
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Z - Z C— ER}”

Dmﬁ,

ER' =

i

N, - Z}V—n(ﬁb n(0od)

{i- Y ERf (4-5)

vo(i7g,)

TN - ( X (D DD))
Z;_C*'_Zi_ci
N-A X

where 7'=¢ _b‘z_lc is the left over bandwidth from level-1 through level-5 -1non-

bottlenecked sessions traversing link 1.

N =N _bzlm- is the number of sessions left over from level-1 through level-

b, —1 non-bottlenecked sessions traversing link 1.

Co= YER is the total bandwidth usage by level-p non-bottlenecked
. k'D(D,nB,,A)’

sessions traversing link i that are bottlenecked by their PCRs.

N=n(g, n(000) is the number of level-p non-bottlenecked sessions

traversing link i that are bottlenecked by their PCRs.

The link i becomes bottlenecked with respect to these sessions. From

definition and iterative computation, the computed gr!(Jx10,) is always higher than

or equal to, i.e. if ¢ =) =, the allocated rate of level-, bottlenecked sessions
O, § !

traversing link 1. |

Lemma 2

For multiple-link scenario, if all sources are persistent, the minimum time that

the FRACA algorithm will converge according to the max-min fairness is max El]

Proof

This is the case of downstream bottleneck scenario. During backward path of
the first BRM cell, the expected non-bottlenecked sessions are sequentially marked as
the lower-level bottlenecked grouping at the less congested link. Then the

intermediate switches compute and allocate the advertised max-min equal-share rate
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(4-5) to all bottlenecked sessions at the end of the averaging interval after the longest

RTT. [

Lemma 3
For multiple-link scenario, if all sources are persistent, the FRACA algorithm
will converge according to the max-min fairness within

averaging intervals.

n<log,,, 5

0,
- k max H
>, 3, o = e,

Proof

This is the case of upstream bottleneck scenario. The important task is the way
to let the downstream switches know the bottleneck condition in the upstream
switches because the algorithm works only in the backward direction. The load factor,
defined as the ratio of ABR input rate to ABR Capacity (the queue control factor is
relaxed), is introduced to solve the problem. Let / denote the time that the FRACA
algorithm converges according to MCR plus equal share rate allocation, i.e.

ER'(¢')= ER} according to (4-5), and let p be the load factor of link i during time
interval (t o t+ta)'

Basically in the case of upstream bottleneck, initially, the AR at the
downstream link cannot fully utilize the link capacity. The AR will be continually
increased until the downstream link is fully utilized. That is

1=p, > p,.. >P, (4'6)

i1,

The system will converge to the max-min rate allocation if p becomes one
(R, =0,). In other words, the equal-share rates for all bottlenecked sessions are the

max-min equal-share rates (4-5). Equation (4-6) could be rewritten as

b, b, b;
ER'(¢')+ MCR, ER! (' —1,)+ MCR,) /p, ER (¢ —2t,)+ MCR, ) /p, [p,
. . S mmen) 3 5 )., 3,2l S >

5 o

Di i
S &t g B arcr, nl
RPN L e, e, B, 0%
Di

oQo
ETE

fu
fiu

(4-7)
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It is obvious that the load factor , is less than 1 for small €. Hence,
1+€

2 bedeo.on, b2 g
b > ,Zm(;ﬁ,)EER%TQE“EﬂMCR" H/p"’“ Pia L Py N ;kﬂ(;ﬁ,) i:in QE ek éﬁ@
O, O,

(4-8)
where n is the number of averaging intervals (cycles) that the FRACA algorithm

converges according to the max-min fair rate after the session, which has the longest

RTT, receives the first BRM cell, i.e. , = Bj"tmax E. From (4-7) and (4-8), it is obvious
04 0O

that the FRACA algorithm will converge according to the following constraint

P O H
il

AL g
g

f+e

0,
b A\ H
32 i pwn

The above equation implies that the FRACA algorithm will converge to the

Therefore, (4-9)

n<log,

max-min fair rate in finite time. [ |

Using Lemma 1, 2 and 3, the non-zero MCR guarantee FRACA algorithm

converges according to the following theorem.

Theorem 1
For a scenario that all sources are persistent, the FRACA algorithm will

converge to max-min fair rate allocation in finite time:

Proof

[

From lemma 2 and 3, it is obvious that the algorithm takes i E‘] to
0t 0"

converge to the max-min fair rate allocation in downstream bottleneck scenario

D i
& H
Z kﬂ(;ﬁ,)%g&k ETEE E‘MCR" H

the max-min fair rate allocation in upstream bottleneck scenario (lemma 3). Hence,

(lemma 2) and takes a finite time, i.e. , to achieve

n< 10g1+£

the FRACA algorithm will converge to max-min fair rate allocation in finite time. H
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4.5 Summary

This chapter investigates the problems arising in the existing non-zero MCR
guarantee congestion avoidance algorithms for point-to-point ABR service in ATM
networks. For robustness issue, it is shown that the GWF ERICA+ algorithm no
longer functions efficiently in the specified environments. The non-zero MCR
guarantee FRACA algorithm is proposed for handling MCR plus equally share rate
allocation strategy. The algorithm is obvious to have very fast transient response
according to the max-min fairness, tolerance to network conditions (i.e. aggregate
traffic characteristics and leftover bandwidth), maximum resource utilization with
controllable switch queue length. In addition, the algorithm is fully compatible with
the ATM traffic management [1] standard.



CHAPTER 5
THE EFFECTS OF CONGESTION AVOIDANCE
ALGORITHM ON THE PERFORMANCE OF
POINT-TO-MULTIPOINT ABR SERVICE

Point-to-multipoint is a new challenging strategy for emerging applications in ATM
networks. It is obvious that most of today data applications perform point-to-
multipoint behavior i.e. Internet, data transfer server. Using simulation results, this
chapter will illustrate that the performance of point-to-multipoint ABR connections is
also depend on a congestion avoidance algorithm that is formerly designed for point-
to-point scenarios (instead of the consolidation algorithms). This chapter is organized
as follows. Section 5.1 states the key concepts and problems arising in point-to-
multipoint ABR connections. Section 5.2 gives the reasons how the proposed FRACA
algorithm can improve the performance of point-to-multipoint ABR connections.
Section 5.3 presents the performance results of the FRACA algorithm in point-to-
multipoint scenarios compared with the ERICA+ both in zero and non-zero MCR

guarantee environments.
5.1 Point-to-multipoint consolidation algorithms in ABR service

Generally, problems in point-to-multipoint scenarios are more complicated than point-
to-point scenarios. For point-to-multipoint connections, switches at the branch points
consolidate the information in backward RM cells that are received from downstream
switches or destinations and forward the consolidated information to their upstream
switches or sources. The model for point-to-multipoint ABR connections is shown in

Figure 5.1.

Branch
Point

Figure 5.1: Model of point-to-multipoint ABR connections
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Typically, the goals for designing consolidation algorithm are accuracy of
aggregated feedback information while maintaining fast transient response. The
algorithms that attempt to provide fast response will suffer from severe rate oscillation
due to consolidation noise. On the other hand, algorithms that attempt to maximize
accuracy of feedback information will tend to be slow in providing feedback. A few
modern consolidation algorithms could achieve the designed goals but the
implementation complexity is very high. In addition, they introduce threshold setting
problem, i.e. the conditions to immediately pass back the BRM without waiting for all
branch BRM cells.  Unfortunately all designed consolidation algorithms [6, 20, 28,
29, 30] are examined under the same explicit rate switch algorithm, ERICA without
queue control option. This dissertation pioneers the study of the effects of an explicit
rate switch algorithm to point-to-multipoint connections based on the FRACA as a

sample switch algorithm.

5.1.1 Not wait for all (Ren) consolidation algorithm

Ren et al. [31] proposed a simple consolidation algorithm (algorithm 3 in
[20]). The main idea is that the BRM cell, that is received from a branch, is
immediately passed back to the source after a FRM has been received. The feedback
explicit rate in the consolidated BRM cell is the minimum explicit rate reported in the

BRM cells received from the downstream branches since the last BRM cell was sent.

5.1.1.1 Key techniques

The key steps of the consolidation algorithm are as follows:
Upon receiving a FRM cell:
1. Multicast FRM cell to all participating branches
2. Let AtleastOneFRM =1
Upon receiving a BRM cell:
1. Let 'MER = min(MER, ER from BRM cell)
MCI =MCR OR CI from BRM cell
MNI = MNI OR NI from BRM cell
2. If AtLeastOneFRM then
A. Pass the BRM with ER = MER, CI = MCI, NI = MNI to the source
B. Let MER =PCR, MCI =0, MNI=0
C. Let AtLeastOneFRM = 0
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Else Discard the BRM cell
When a BRM is to be scheduled
Let ER = min(ER, ER calculated by rate allocation algorithm for all branches)

5.1.1.2 Characteristics of Not wait for all (Ren) consolidation algorithm

The contributions of the not wait for all consolidation algorithm are as
follows:
1. The computation complexity is low and straightforward.

2. The transient response is very fast.

The drawback of the not wait for all consolidation algorithm is as follows:
1. The algorithm experiences high consolidation noise due to the lack of the

information from all branches.

The algorithm was modified for working with explicit rate switch algorithm,
ERICA, and named algorithm 3 in [20]. When a consolidated BRM cell is to be
scheduled, the feedback explicit rate is chosen as the minimum rate between ER in
BRM cell and the allocated rate for all branches by the switch algorithm. However, a
single bit (congestion indication - CI) notification is still employed for queue control
objective. Simulations results in [20] indicate that the consolidation algorithm exhibits
fast transient response but the algorithm experiences heavy consolidation noise due to

inaccurate feedback leading to serious oscillation of allowed cell rate.

5.1.2 Immediate rate calculation (Fahmy) consolidation algorithm

Fahmy et al. introduced several consolidation algorithms. This section focuses
on “Immediate rate calculation” or algorithm 7 in [20]. This algorithm shows the best
performance, i.e. fast transient response while eliminating the consolidation noise
problem among all algorithms. Anyway the improved performance should be traded
off with higher implementation complexity. The key idea of the algorithm is that the
employed explicit rate switch algorithm works whenever a BRM cell is received, not
just when a consolidated BRM cell is being sent. This technique allows a switch at the
branch point immediately detect overload condition at the branch point. If the

calculated ER, when a BRM cell is received, is lower than multiplication between the
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set threshold and the last allocated ER, the BRM cell is passed to the corresponding
upstream switch or source. Otherwise, a BRM cell is sent back after receiving BRM

cells from all branches.

5.1.2.1 Key techniques

The key steps of the consolidation algorithm are as follows:
Upon receiving a FRM cell:
1. Multicast FRM cell to all participating branches
2. Let FRMminusBRM = FRMminusBRM + 1
Upon receiving a BRM cell from branch i;
1. Let SendBRM = 0
2. Let Reset=1
3. If NOT BRMReceived; then
A. Let BRMReceived; = 1
B. Let NumberOfBRMsReceived = NumberOfBRMsReceived + 1
4. Let MER =min(MER, ER from BRM cell)
MCI =MCR OR CI from BRM cell
MNI = MNI OR NI from BRM cell
5. Let MER = min(MER, minimum ER calculated by rate allocation algorithm for all
branches)
6. If MER = LastER AND Skiplncrease > 0 AND NumberOfBRMsReceived is equal
to NumberOfBranches then
A. Let SkipIncrease = SkipIncrease — 1
B. Let NumberOfBRMsReceived = 0
C. Let BRMReceived =0 FOR all branches
Else If MER < (Threshold x LastER) then
A. Tf NumberOfBRMsReceived < NumberOfBranches then
1. Let SkipIncrease = SkipIncrease + 1
2. LetReset=0
B. Let SendBRM =1
Else If NumberOfBRMsReceived is equal to NumberOfBranches then
Let SendBRM = 1
7. If SendBRM then
A. Pass the BRM with ER = MER, CI = MCI, NI = MNI to the source
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B. If Reset then
1. Let MER =PCR, MCI =0, MNI=0
2. Let NumberOfBRMsReceived = 0
3. Let BRMReceived =0 FOR all branches
C. Let FRMminusBRM = FRMminusBRM — 1
Else Discard the BRM cell
When a BRM is to be scheduled:
1. Let ER = min(ER, ER calculated by rate allocation algorithm for all branches)
2. Let LastER = ER

5.1.2.2 Characteristics of Immediate rate calculation (Fahmy) consolidation

algorithm

The contributions of the immediate rate calculation consolidation algorithm
are as follows:

1. The algorithm has fast transient response while the consolidation noise is
completely eliminated during steady state.

2. The algorithm includes some features of the explicit rate allocation scheme

(for point-to-point scenario) in the consolidation process.

The drawbacks of the immediate rate calculation consolidation algorithm are
as follows:

1. The computation complexity is very high.

2. The optimum value of the “threshold” has to be further studied for working

in the real environment that all parameters continually change all the time.

In this section, the consolidation algorithms are modified at the branch points
in order to improve algorithms performance for supporting explicit rate switch
algorithms which employ their own queue control function, i.e. ERICA+ and
FRACA. All previously designed consolidation algorithms apply congestion
indication (CI) flag and no increase (NI) flag in RM cells in order to control switches
queue level similar to the early relative rate (RR) switch algorithm in point-to-point
connection. The solution to solve the severe oscillation problem of switches queue

length is to set target utilization of switches below 100%, i.e. 90% or 95% for WAN
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and LAN configuration [20], respectively. However, the solution causes system
underutilized that contradicts to the main aim of ABR category. Hence, the switches
queue level should be handled by queue control option of the switch algorithm rather

than setting flag in consolidation algorithm.

5.2 Effects of point-to-point rate allocation algorithm to performance

of point-to-multipoint ABR service

Most of the researches in point-to-multipoint ABR connections issue [6, 20, 28, 29,
30] use the basic ERICA (without queue control function) as the rate allocation
algorithm. Many consolidation algorithms have been proposed based on the basic
ERICA algorithm. Although the modern consolidation algorithms exhibit fast
transient response while the consolidation noise is completely eliminated but the
implementation complexity is very high. Consequently it is not appropriate for
implementing in the switch working in the real environment. This dissertation
pioneers that type of the rate allocation algorithm also affects performance of the
point-to-multipoint ABR connections. We use our purposed rate allocation algorithm,
FRACA, as a sample switch algorithm to evaluate the point-to-multipoint
performance.

Remember that the FRACA algorithm has to copy the ER field of the received
BRM cell in order to mark a connection as bottlenecked or non-bottlenecked
connection. If the connection is a bottlenecked one, the new AR is recomputed. The
bottlenecked connection will be received at most the AR as the feedback rate during
the backward direction of a RM cell. For presentation purpose, let see the Figure 5.2

as an example scenario.

Switch #1 Switch #2 Switch #3 Switch #4
3 s — ==

Figure 5.2: An example scenario of point-to-multipoint ABR connections
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The FRACA algorithm at the output port of switch#2 copies the ER field from
consolidated BRM cell to the switch’s memory for marking connection purpose.
Hence, the connections that are traversing link between switch#2 and 3 is marked as a
non-bottlenecked connections (at switch#2) after the arrival of a BRM cell from dS4.
The worst case is the situation that the consolidated BRM cell (after rate allocation of
switch algorithm) is belonging to dS3 due to consolidation noise. However, the
consolidated BRM cell has to be re-allocated the max-min rate by the rate allocation
algorithm that computes the appropriate rates for all branches as the model shown in

Figure 5.3.

Branch no. 1 2 8

WP

N

Consolidation
algorithm

consolidated [

BRMcell ¥ D BRM cell}

Explicit rate
switch algorithm

[
Bv

Figure 5.3: Model of consolidation and BRM cell scheduling at a branch point

Hence, the explicit rate in consolidated BRM cell is always reduced to the
non-bottlenecked rate (from dS4) either to the consolidation algorithm or the rate
allocation algorithm. This methodology is opposite to the process in the ERICA+
algorithm that stores and allocates rate according to the fairshare and ExcessFairshare,
for the ERICA+ and GWF ERICA+, accordingly. Thus, the allocated rate by the
ERICA+ algorithm at switch#2 is always the peak cell rate; i.e. 149.76 Mbps. If the
consolidated BRM cell is the noise one, i.e. BRM cell from dS3, the allowed cell rate
of S11s immediately assigned to the peak cell rate value. If the consolidated BRM cell
is passed from the BRM cell of dS4, the allocated rate is then reduced to the max-min
rate at the bottlenecked link between switch#3 and 4, i.e. approximate 75.0 Mbps.
This causes unacceptable oscillation of the allowed cell rate of S1 when running Ren
consolidation algorithm over the ERICA+ in point-to-multipoint scenarios.

For eradication the consolidation noise, the consolidation algorithms that run
over the ERICA+, themselves, have to eliminate the noise before passing the

consolidation BRM cell to the ERICA+. As the results, the consolidation algorithms
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those run over ERICA+ must have a high computation complexity — compared to the

consolidation algorithms that run over FRACA.

5.3 Performance evaluation of point-to-multipoint ABR connections

To evaluate the effect of the rate allocation algorithm to the performance of point-to-

multipoint ABR connections, let us use 2 network scenarios to demonstrate.

5.3.1 Point-to-multipoint ABR connections with zero-MCR requirement

The first scenario is the chain scenario in [20]. In the scenario, ABR source 1
(ST) has multipoint connections to destination 1, 2 and 3 (dS1, dS2 and dS3) while
source 4 (S4) establishes a point-to-point connection to destination 4 (dS4). S1 and S4
have zero MCR requirement and their Initial Cell Rate (ICR) are set equally to 149.76
Mbps. Hence, the max-min rate to source 1 and 4 is approximate 75.0 Mbps at steady

state. The point-to-multipoint chain scenario is shown in Figure 5.4.

@ MCR = 0 Mbps.
MCR = 0 Mbps Switch #1 Switch #2 Switch #3 Switch #4
- 1 | E— ==
3 3

L—SO km. 1 50 km. 1 500 km. 1 5000 km. 1 50 km.—»‘

Figure 5.4: Point-to-multipoint chain scenario

5.3.2 Point-to-multipoint ABR connections with non-zero MCR guarantee

This scenario is employed to evaluate the effects of the non-zero MCR
guarantee explicit rate ABR' congestion avoidance algorithm on the performance of
point-to-multipoint ABR connections. The configuration is similar to the point-to-
multipoint chain scenario despite that the MCR requirement of source 1 and 4 is 20.0
and 30.0 Mbps., respectively. Moreover, we also test the effects of source-bottleneck
on the performance of point-to-multipoint connections then source 1, bottlenecked
source, always send data at 30.0 Mbps. irrespective of the ACR. The equal share of
available bandwidth of the bottlenecked link (output link of switch #3) is

150.0~-20.0-30.0 = 50.0 Mbps. but the source 1 uses only 10.0 Mbps. of this available
2

bandwidth. Hence, the bottlenecked switch should allocate the unused bandwidth

(90.0 Mbps.) to all sources. Consequently, the max-min rates to source 1 and 4 are
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approximate 110.00 and 120.00 Mbps., respectively, according to MCR plus equal

share rate allocation strategy. The scenario is shown in Figure 5.5.

@ MCR =20 Mbps.
Switch #3 Switch #4
==
e

5000 km. |

MCR = 10 Mbps. Switch #1 Switch #2

l+—50 km.—»|

50 km.—»] 50 k. —»

Figure 5.5: Point-to-multipoint with non-zero MCR guarantee explicit rate

ABR congestion avoidance algorithm and source-bottleneck scenario

5.3.3 Performance results
This section gives the performance results of the FRACA algorithm in point-

to-multipoint  ABR connections under the scenarios mentioned above. The

performance is also compared to the ERICA+ and GWF ERICA+.

Ren Algorithm: Allowed Cell Rate (ERICA+) Ren Algorithm: Bottleneck swich queue length (ERICA+)
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Figure 5.6: Results for point-to-multipoint chain scenario
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Ren Algorithm: Bottleneck swich queue length (FRACA)

10000

8000

6000

4000

Switch queue length (cells)

2000

0

0

0.1

0.2

03
Time (s)

04

05

(b) Switch queue length

Figure 5.7: Results for point-to-multipoint chain scenario
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Figure 5.8: Results for point-to-multipoint chain scenario

[Fahmy Algorithm — ERICA+]
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Figure 5.9: Results for point-to-multipoint chain scenario

[Fahmy Algorithm — FRACA]

Figure 5.6 exhibits similar results to [20] that Ren algorithm over ERICA
suffers from oscillation of allocated rates due to the consolidation noise. The
unacceptable rate oscillation causes high buffer occupancy at the bottlenecked switch.
In other words, the switch queue length could not be conducted to the desired level
regards the queue control objective of the ERICA+ algorithm. However, the FRACA
rate allocation algorithm significantly improves performance of Ren algorithm. Figure
5.7 illustrates the fast transient response while complete eliminating consolidation
noise. In addition, at steady state the switch queue level is conducted to the desired
level. For Fahmy algorithm over both FRACA and ERICA+ Figure 5.8 and 5.9, there
is no significantly difference except that the response and convergence time of the
FRACA algorithm is faster than ERICA+. The faster response can be obvious from
the peak level of the switch queue and the time taken in order to conduct the queue to

the designed level.
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Figure 5.10 — 5.13 shows the results of point-to-multipoint chain scenario with

MCR guarantee and bottlenecked source for Ren algorithm over GWF ERICA+, Ren

algorithm over FRACA, Fahmy algorithm over GWF ERICA+ and Fahmy algorithm

over FRACA, respectively.
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Figure 5.10: Results for point-to-multipoint chain scenario with MCR guarantee
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Figure 5.13: Results for point-to-multipoint chain scenario with MCR guarantee

and source bottleneck [Fahmy Algorithm — FRACA]

Figure 5.10 and 5.12 indicate that the allocated rates of source 1 by the GWF
ERICA+ algorithm with Ren and Fahmy consolidation algorithms could not converge
to the expected rates. The allocated rate oscillates around 130.0 Mbps. instead of
convergence to 110.0 Mbps. Working along with Fahmy consolidation algorithm,
there is no consolidation noise due to the consolidation methodology. The error is
caused by the use of CCR field in the rate allocation process of the GWF ERICA+
algorithm, i.e. the CCR field of source 1 does not reflect the actual transmit rate.
Hence, the rate allocation algorithm in spite of the consolidation algorithm mainly
affects the performance of point-to-multipoint ABR connections. Figure 5.11 and 5.13
indicate that working along with the non-zero MCR guarantee FRACA algorithm,
both Ren and Fahmy consolidation algorithm converge to the expected rates with

controllable switch queue level.

5.4 Summary

This chapter has examined the effect of explicit rate allocation algorithms to the
performance of point-to-multipoint ABR connections. The purposed FRACA is used
as a sample switch algorithm in order to compare the results, in term of allocated rates
and switch queue level, with the ERICA+ and GWF ERICA+. It is obvious from the
results that working with the FRACA algorithm a simple consolidation algorithm, i.e.
Ren algorithm, performs well compared to the ERICA+ and GWF ERICA+. In
addition, although using a modern consolidation algorithm, i.e. Fahmy algorithm,

over ERICA+ or GWF ERICA+ the consolidation noise is completely eliminated but
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the response and convergence time is longer than running over FRACA. Moreover,
this dissertation pioneers that the source traffic characteristics also affect the
performance of point-to-multipoint ABR connections that use the ERICA+ or GWF
ERICA+ as a switch algorithm. The limitations are caused by the computation steps
in the ERICA+ and GWF ERICA+ that use the CCR field in RM cell, which may not

reflect the source actual transmit rate.



CHAPTER 6

CONCLUSTION AND FUTURE WORK

As a packet-switching technique, ATM has been proposed as the enabling technology
for future high-speed networks. The desire to support a diverse range of traffic types
has led to the development of several user traffic classes. Basically, data traffic is
highly unpredictable and usually more delay tolerant than other traffic types. In light
of these requirements, the standard bodies have defined the ABR service class to
maximize network bandwidth utilization. The design of robust ABR schemes, capable
of functioning in a wide range of network conditions, is therefore essential.

Although various ABR congestion control proposals have been published
previously, many important issues still remain outstanding, especially some necessary
provisions for functionality in dynamic environments are missing. These include
features for handling bursty sources, scalability in complex network scenarios,
supporting a large number of traversing ABR sessions and system propagation delay
[37]. In addition, most of the existing schemes lack clear extensions to handle MCR

guarantees among connections.

6.1 Conclusion

The Fast Rate Allocation Congestion Avoidance (FRACA) scheme, which is fully
compatible with ATMF traffic management 4.0 [1], is introduced to solve deficiencies
in the existing ABR flow control proposals. The main advantage of the FRACA
scheme is that the performance is tolerant to network conditions such as number of
traversing ABR sessions, network scenario, propagation delay and aggregate traffic
characteristics. The allocated rates in all evaluated scenarios converge to the expected
max-min rates. Unlike other existing algorithms, ERICA+ and E-FMMRA, which the
algorithm parameters have to be re-turned when network conditions change. This may
cause both algorithms function not efficiently in the real working environments. In
addition, the MCR-plus-equal-share fairness criterion is implemented to properly
handle bandwidth partitioning beyond the MCR guarantees. The performance of the
MCR guarantee FRACA scheme also works better than GWF ERICA+ in terms of the

convergence time and the tolerance to the change in network conditions. Finally, this
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dissertation pioneers the effects of the rate allocation algorithm on the performance of
point-to-multipoint ABR service. Working along with the proposed FRACA scheme,
a simple consolidation algorithm performs an acceptable behavior, i.e. the fast
convergence time while the consolidation noise is eliminated. Consequently, the
implementation complexity of the point-to-multipoint connections in an ATM switch

is significantly reduced.

6.2 Future work

In this dissertation, a comprehensive strategy for a rate allocation in the ABR services
in ATM networks is presented and evaluated by means of extensive simulation and
some analysis. However, there are various important issues relating to the proposed
algorithm, which deserve further investigation. Those are:

e Currently, the ABR service is being actively implemented and faces some
interesting cost-performance tradeoff questions. To make the service more
attractive in the cost-performance tradeoff is to demonstrate that a large class of
application, i.e. variable quality voice and video, can be made to run over the
service with the pre-promised QoS.

* Typically, the ABR provides control only up to the edge of the ATM networks.
However, it is possible that the edge switch can use the ABR feedback
information to pace the TCP control, i.e. TCP congestion control windows. This
will carry the benefits of ABR to applications.

e For ABR service over Asymmetric Digital Subscriber Line (ADSL), the
performance of the proposed FRACA algorithm still needs future investigation.
The algorithm may enhance the utilization of the existing telephone line.

Therefore, it will support the growth of Internet users in Thailand.
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APPENDIX A

SOURCE, DESTINATION AND SWITCH RULES

This appendix provides the precise source and destination behavior verbatim from the

ATM Forum's Traffic Management 4.0 specification [1]. All table, section, and other

references in this appendix refer to those in the TM specification.

A.1 Source Behavior

The following items define the source behavior for CLP=0 and CLP=1 cell streams of

a connection. By convention, the CLP=0 stream is referred to as in-rate, and the

CLP=1 stream is referred to as out-of-rate. Data cells shall not be sent with CLP=1.

1.

The value of ACR shall never exceed PCR, nor shall it ever be less than
MCR. The source shall never send in-rate cells at a rate exceeding ACR.
The source may always send in-rate cells at a rate less than or equal to
ACR.
Before a source sends the first cell after connection setup, it shall set ACR
to at most ICR. The first in-rate cell shall be a forward RM-cell.
After the first in-rate forward RM-cell, in-rate cells shall be sent in the
following order:
a) The next in-rate cell shall be a forward RM cell if and only if, since the
last in-rate forward RM-cell was sent, either:
1) at least Mrm in-rate cells have been sent and at least Trm time has
elapsed, or
i1) Nrm -1 in-rate cells have been sent.
b) The next in-rate cell shall be a backward RM-cell if condition (a) above
is not met, if a backward RM cell is waiting for transmission, and if either:
1) no in-rate backward RM-cell has been sent since the last in-rate
forward RM-cell, or
i1) no data cell is waiting for transmission.
¢) The next in-rate cell sent shall be a data cell if neither condition (a) nor

condition (b) is met, and if a data cell is waiting for transmission.
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Cells sent in accordance with source behaviors #1,#2, and #3 shall have
CLP=0.

Before sending a forward in-rate RM cell, if ACR > ICR and the time T
that has elapsed since the last in-rate forward RM-cell was sent is greater
than ADTF, then ACR shall be reduced to ICR.

Before sending an in-rate forward RM cell, and following behavior #5
above, if at least CRM in-rate forward RM-cells have been sent since the
last backward RM-cell with BN=0 was received, then ACR shall be
reduced by at least ACRXCDF, unless that reduction would result in a rate
below MCR, in which case ACR shall be set to MCR.

After following behaviors #5 and #6 above, the ACR value shall be placed
in the CCR field of the outgoing forward RM-cell, but only in-rate cells
sent after the outgoing forward RM-cell need to follow the new rate.

When a backward RM-cell (in-rate or out-of-rate) is received with CI=1,
then ACR shall be reduced by at least ACRXRDF, unless that reduction
would result in a rate below MCR, in which case ACR shall be set to
MCR. If the backward RM-cell has both CI=0 and NI=0, then the ACR
may be increased by no more than RIFXPCR, to a rate not greater than
PCR. If the backward RM-cell has NI=1, the ACR shall not be increased.
When a backward RM-cell (in-rate or out-of-rate) is received, and after
ACR 1is adjusted according to source behavior #8, ACR is set to at most
the minimum of ACR as computed in source behavior #8, and the ER _eld,
but no lower than MCR.

When generating a forward RM-cell; the source shall assign values to the
various RM-cell fields as specified for source-generated cells in Table 5-4.
Forward RM-cells may be sent out-of-rate (i.e., not conforming to the
current ACR). Out-of-rate forward RM-cells shall not be sent at a rate
greater than TCR.

A source shall reset EFCI on every data cell it sends.

The source may implement a use-it-or-lose-it policy to reduce its ACR to a
value which approximated the actual cell transmission rate. Use-it-or-lose-

it policies are discussed in Appendix L.8.
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Notes:

1. In-rate forward and backward RM-cells are included in the source rate allocated to
a connection.

2. The source is responsible for handling congestion within its scheduler in a fair
manner. This congestion occurs when the sum of the rates to be scheduled exceeds
the output rate of the scheduler. The method for handling local congestion is

implementation specific.

A.2 Destination Behavior

The following items define the destination behavior for CLP=0 and CLP=1 cell
streams of a connection. By convention, the CLP=0 stream is referred to as in-rate,
and the CLP=1 stream is referred to as out-of-rate.

1. When a data cell is received, its EFCI indicator is saved as the EFCI state of
the connection.

2. On receiving a forward RM-cell, the destination shall turn around the cell to
return to the source. The DIR bit in the RM-cell shall be changed from
“forward” to “backward,” BN shall be set to zero, and CCR, MCR, ER, CI,
and NI fields in the RM-cell shall be unchanged except:

a) If the saved EFCI state 1s set, then the destination shall set CI=1 in the RM
cell, and the saved EFCI state shall be reset. It is preferred that this step is
performed as close to the transmission time as possible;

b) The destination (having internal congestion) may reduce ER to whatever
rate it can support and/or set CI=1 or NI=1. A destination shall either set
the QL and SN fields to zero, preserve these fields, or set them in
accordance with ITU-T Recommendation 1.371-draft. The octets defined in
Table 5-4 as reserved may be set to 6A (hexadecimal) or left unchanged.
The bits defined as reserved in Table 5-4 for octet 7 may be set to zero or
left unchanged. The remaining fields shall be set in accordance with
Section 5.10.3.1 (Note that this does not preclude looping fields back from
the received RM cell).

3. If a forward RM-cell is received by the destination while another turned-
around RM-cell (on the same connection) is scheduled for in-rate

transmission;
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a) It is recommended that the contents of the old cell are overwritten by the
contents of the new cell;

b) It is recommended that the old cell (after possibly having been overwritten)
shall be sent out-of-rate; alternatively the old cell may be discarded or
remain scheduled for in-rate transmission;

c) It is required that the new cell be scheduled for in-rate transmission.

4. Regardless of the alternatives chosen in destination behavior #3, the contents
of the older cell shall not be transmitted after the contents of a newer cell have
been transmitted.

5. A destination may generate a backward RM-cell without having received a
forward RM-cell. The rate of the backward RM-cells (including both in-rate
and out-of-rate) shall be limited to 10 cells/second, per connection. When a
destination generated an RM-cell, it shall set either CI=1 or NI=1, shall set
BN=1, and shall set the direction to backward. The destination shall assign
values to the various RM-cell fields as specified for destination generated cells
in Table 5-4.

6. When a forward RM-cell with CLP=1 is turned around it may be sent in-rate
(with CLP=0) or out-of-rate (with CLP=1)

Notes

1. “Turn around” designates a destination process of transmitting a backward RM-cell
in response to having received a forward RM-cell.

2. It is recommended to turn around as many RM-cells as possible to minimize turn-
around delay, first by using in-rate opportunities and then by using out-of-rate
opportunities as available. Issues regarding turning RM-cells around are discussed in

Appendix L7.

A.3 Switch Behavior

The following items define the switch behavior for CLP=0 and CLP=1 cell streams of
a connection. By convention, the CLP=0 stream is referred to as in-rate, and the
CLP=1 stream is referred to as out-of-rate. Data cells shall not be sent with CLP=1.
1. A switch shall implement at least one of the following methods to control
congestion at queuing points:

a) EFCI marking: The switch may set the EFCI state in the data cell headers;
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b) Relative Rate Marking: The switch may set CI=1 or NI=1 in forward and/or
backward RM-cells;

c) Explicit Rate Marking: The switch may reduce the ER field of forward
and/or backward RM-cells (Explicit Rate Marking);

d) VS/VD Control: The switch may segment the ABR control loop using a
virtual source and destination.

2. A switch may generate a backward RM-cell. The rate of these backward RM
cells (including both in-rate and out-of-rate) shall be limited to 10
cells/second, per connections. When a switch generates an RM-cell it shall set
either CI=1 or NI=1, shall set BN=1, and shall set the direction to backward.
The switch shall assign values to the various RM-cell fields as specified for
switch-generated cells in Table 5-4.

3. RM-cells may be transmitted out of sequence with respect to data cells.
Sequence integrity within the RM-cell stream must be maintained.

4. For RM-cells that transit a switch (i.e., are received and then forwarded), the
values of the various fields before the CRC-10 shall be unchanged except:

a) CI,NI and ER may be modified as noted in #1 above
b) RA, QL and SN shall be set in accordance with ITU-T Recommendation
1.371-draft.

5. The switch may implement a use-it-or-lose it policy to reduce an ACR to a
value which approximates the actual cell transmission rate from the source.

Use-it-or-lose-it policies are discussed in Appendix L.8.

Notes

1. A switch queuing point is a point of resource contention where cells may be
potentially delayed or lost. A switch may contain multiple queuing points.

2. Some example switch mechanisms are presented in Appendix L.5.

3. The implications of combinations of the above methods is beyond the scope of

this specification.



APPENDIX B

TCP/IP OVER ABR SERVICE IN ATM NETWORKS

Most of the traffic on the Internet today is data traffic in the sense that they are bursty
and relatively delay insensitive. ABR service class has been developed specifically to
support data applications, it is important to investigate the performance of dominant
internet applications like file transfer and world wide web (which use TCP/IP)
running over ABR. In this section, we provide a detailed study of the dynamics and
performance of TCP/IP over an explicit rate congestion avoidance scheme in ABR
networks.

Transmission Control Protocol (TCP) is an end-to-end congestion control
mechanism that is used to guarantee reliability for data transmission. Whereas Internet
Protocol (IP) is widely used for addressing in existing Internet. Mostly existing data
transfer applications employ TCP/IP as the set of protocols for transmission control.
Hence, the performance of a stable congestion avoidance algorithm should not be
affected by TCP/IP applications. This section gives an overview of TCP protocol and
discusses the behavior of running TCP over rate allocation algorithm in ABR service.
The protocol layers for transporting TCP/IP applications over ATM networks is
shown in Figure B.1. User data is divided into TCP segments that have length as the
negotiated Maximum Segment Size (MSS). The TCP layer attaches a 20 byte header
to the segment and passes it to the IP layer which also attaches 20 byte IP header. The
IP packet is encapsulated over ATM networks according to the specification defined
in Request For Comment 2225 (RFC2225) [10]. The layer attaches 8 bytes of Logical
Link Control (LLC) header to the IP packet before sending the packet to ATM
Adaptation Layer 5 (AALS) layer. The AALS layer includes another 8 byte trailer to
form a AALS frame. The AALS frame is encapsulated to-be ATM cell payloads of
size 48 bytes each and attached 5 bytes ATM cell header to each payload by ATM
layer. Figure B.2 shows the segmentation procedures. At the destination end system,
each layer strips off the appropriate header in the reverse procedures as the source end

system before reassembly to construct the original user data frame.
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ATM end system ATM end system
Applications Applications
TCP TCP
IP IP
RFC2225 RFC2225
AALS ATM switch ATM switch AALS
ATM Layer ATM Layer ATM Layer ATM Layer
Phy Phy Phy Phy
Phy Layer Layer Layer Layer Layer Phy Layer

Figure B.1: TCP/IP over ATM protocol layers
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Figure B.2: Segmentation of TCP packet to AALS cells

TCP sessions use flow control window to limit the number of packets that the
sources send into the network [35]. The sender window size is the minimum of the
receiver window (Wrcv) and the congestion window (CWND). The key TCP
congestion mechanism is call “Slow Start”. When a new session is established, the
CWND is initialized to one segment (packet size). Each time an Acknowledge (ACK)
is received, the CWND is increased by one segment. The sender can transmit up to
the minimum of the CWND and Wrcv. This phase is also called as “exponential
increase phase” since the window when plotted as a function of time increases
exponentially.

When the network congests, packets are randomly discarded. There are two
indications of packet loss: a timeout occurring and the receipt of duplicate ACK (if
the fast retransmission option is implemented). After packet loss detection, the source
set the Slow Start Threshold (SSTHRESH) at half the current window size (but at

least two segments). In addition, if the congestion is indicated by a timeout, CWND is



113

set to one segment. The source retransmits the lost packet and increases the CWND
by one every time a packet is acknowledged. This continues until the CWND is equal
to SSTHRESH. After that CWND is increased by 1/CWND for every acknowledged
packet. This phase is called “Congestion Avoidance” due to the behavior. This phase
is also called “linear increase phase” since the window graph as a function of time is a
straight line. Figure B.3 illustrates behavior of exponential-linear phase and

congestion windows size of TCP.

Window size
{l Loss
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g Linear
. phase

SSTHRESH

Time
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JL LA L |
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}diwindow limited phase—»‘—» Rate limited phase

b)
Figure B.3:

a) TCP congestion window size vs time showing Exponential and Linear phase.

b) Time scale of TCP congestion window size vs Round Trip Time.

When a new TCP session-starts sending data, the file transfer data is
bottlenecked by the TCP congestion window size (not by ABR control loop). In this
state, a TCP session is said to be “window-limited” [15, 23]. On the other hand, the
exponential growth of CWND continues until window size is greater than the source’s
sending rate, then it will be limited by the sending rate. The transferred data is
bottlenecked by the ABR source rate (not by TCP congestion window size). In this
case, a TCP session is said to be “rate-limited”.

Most of the previous researches assume that the sources are persistent, i.e.

send data all the time, which only matches with rate-limited condition in running TCP
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over ABR service. Unlike the previous work, we also take into account the effects of
window-limited (slow start phase) in TCP for designing the congestion avoidance
algorithm. From Figure B.3 b) during window-limited phase, the source will become
idle after sending a number of data cells according to congestion window size. Then
the CCR field of RM cell (in ABR control loop) does not reflect the actual transmit
rate. In this scenario, the congestion avoidance algorithm that is designed for
persistent sources or uses CCR field in RM cell for rate allocation will perform worse
than the algorithm that employs averaging of the aggregate traffic and sets average

interval long enough to accurately average the aggregate traffic.



APPENDIX C

THE FRACA FLOWCHART

This appendix presents flowcharts to describe the proposed FRACA
algorithm. The following names are used to identify the flowcharts:

Flowchart 1: Flowchart of the FRACA algorithm named as Figure C.1.

Flowchart 2: Flowchart for computing the load factor at the end of averaging

interval named as Figure C.2.
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Figure C.1: Flowchart of the FRACA algorithm
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Figure C.2: Flowchart for computing the load factor at the end of averaging interval



APPENDIX D

THE AVERAGING FACTOR

In this appendix, we study the effect of the averaging factor (0) that used in
the rate allocation process, i.e. equation (3-3). Normally, the averaging factor is used
for weighting the ER,,.x in the last averaging interval and the computed ER,.x in this
averaging interval (ER,.x/p). The lower value of the averaging factor causes the less
effect of the computed ER,x in this averaging interval, compared with the ER,x in
the last averaging interval. Remember that the ER;.x is updated once for every
connection in an averaging interval. Thus, the ER., is updated n-time for an
averaging interval where # is the number of the traversing connections that a switch
receives their BRM cells during one averaging interval. Consequently, a too high
value of the averaging factor causes the algorithm too sensitive to the aggregate
traffic. On the other hand, a too low value of the averaging factor causes the slow
response of the algorithm.

Let us use the simulation result to illustrate the effect of the averaging factor to
the algorithm performance. The available bandwidth of the selected configuration
should be varied over the time in order to evaluate the adaptation of the algorithm, as
the effects of the averaging interval. The evaluated scenario is the 10 TCP sources
plus VBR configuration (the same configuration as Figure 3.19). The mathematical
mean and the standard deviation of the Allowed Cell Rate and the switch queue are
the metrics used to evaluate the effects of the averaging factor to the algorithm
performance. The configuration and parameter setting are shown in Figure D.1.

CP/IP . TCP/IP
Source# aal5 — Abr1Src# Ab;?mk — aal5 —
1 1

: Switch 1 Switch 2 :

; ‘ | TCP/IP
aal5 receive#
10

.
| | | AbrSink ||
‘ #10

Parameter setting:

- TCP/IP : TCP sources MSS = 8 kbytes, TCP receiver window size = 64
kbytes.

AbrSrc#
10

Source# aals —
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- All ABR sources PCR = Link capacity = 149.76 Mbps., MCR = 0.0
Mbps., ICR = 5.0 Mbps.
- VBR sources are on-off sources, i.e. on-off time is 5 msec., aggregate

VBR traffic is 120 Mbps during on period.
- All link propagation delay = 5 msec.

Figure D.1: 10 TCP sources plus VBR configuration

The results, mean and standard deviation of the Allowed Cell Rate and switch
queue, of the 10 TCP sources plus VBR configuration are shown in Figure D.2 and
D.3, respectively.
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Figure D.2: Mean and standard deviation of the Allowed Cell Rate
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Figure D.3: Mean and standard deviation of the switch queue

In the configuration, the max-min fair rate for all sources should be (150 —

120/2) / 10 = 9 Mbps. From the results in Figure D.2, the mean of the Allowed Cell
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Rate of a source is a little bit greater than the max-min fair rate for all values of the
averaging factor. This is because there is some ABR cells buffered in the switch
queue due to the queue control option. From the results, the higher value of the
averaging factor, i.e. 1/4 and 1/2, causes the algorithm too sensitive to the aggregate
traffics. Consequently, the mean and standard deviation of the Allowed Cell Rate and
switch queue are higher than those of the lower value of the averaging factor. There is
no significant difference between the results of the averaging factor of 1/8, 1/16 and
1/32. However, the mean of the switch queue of the averaging factor 1/8 is a little bit
lower than those of the averaging factor 1/16 and 1/32, respectively. This is because
the FRACA algorithm with the averaging factor of 1/8 can able to track down the
aggregate traffics faster.

Therefore, this dissertation recommends the averaging factor 1/8 to be used

with the proposed FRACA algorithm.
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