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The transmission of video signal over wirgless environments is becoming more
common today as advances of telecommunication and multimedia convergence market make
it possible. This enables the.seamless mobile multimedia applications such as mobile video
class and wireless video sweaming,  However, to achieve good video quality from such
transmissions is still a challengiag issue for practical video applications. This is due to the
high error prone charactéﬁpo_,:I wireless 6hapnels due to multipath effects and deep fades.
Thus, research approaches to 6lpbat é}lénn‘gl errors for better video quality especially error
resilience video coding are/: of fthe key r%;ea‘rch topics nowadays. In this dissertation, we
propose two methods forerror resilient in witeless video coding based on adaptive flexible
macroblock ordering (FMQ) fof w1re1ess v1d;3 streaming applications. In the first method,
effect of error propagation be£Weerr frames ls‘{‘used as an indicator to generate FMO map
frame-by-frame. A technique for generatmg FM’G” ‘map is proposed to adapt with predicted
error bursts of channel. In addition, a a;ultable Wﬂrgﬁresh rate is selected to reduce the effect
of error propagation. Therefore, the number of undecodable iyﬁpprtant macroblocks (MBs) is

decreased. In the ;veﬁond method, we investigate the ?_r_«}ss-layer approach between
Application and Media Access Control (MAC) layers. in traditional approaches, video
packets are classified ‘and mapped into queues with different priorities at MAC layer.
However, these approaches cause the unnecessary dropping packet at low priority queues. In
the proposed approach, FMO map for-each frame is,generated by adaptive FMO and queuing
overflow rate. Based on the estimated queuing overflow state information at the MAC layer,
encoder maps MBs into slice groups in such a way that the arrival rate-of packets to the full
queue isireduced and arrival rate of packets to empty queue 1S increased. Hence, the number
of dropped packet at Mac layer is minimized.

The results in experiments showed that the proposed methods gain an improvement
in terms of peak signal-to-noise rate (PSNR), number of undecodable MBs and number of
dropped packets as compared to the previously proposed methods. The contributions gained
from this dissertation would benefit the video communication community in future adoption
of technology in practical wireless video transmission applications.

Department: ....Electrical Engineering Student’s Signature ....... m

Field of Study: . Electrical Engineering Advisor’s Signature ...... S- M—, ....... -

Academic Year: 2010....coocoveennnnn.. Co-Advisor’s Signature@t‘f‘%v. W



ACKNOWLEDGMENTS

I would like to take this opportunity to express my deep gratitude to everyone
who has made it possible for me to successfully complete this dissertation. First of all,
I am deeply indebted to my advisor, Assistant Professor Supavadee Aramvith, Ph.D.,
for the great deal of effort she expended upon supervising me during my study in Chu-
lalongkorn University.

My thanks also go to.commiittee rilembers, Professor Prasit Prapinmongkolkarn,
Ph.D., Professor Yoshikazti Miyanaga, Ph.D., Associate Professor Kosin Chamnongthai,
Ph.D., Assistant Professor Suree Pumrir|1, Ph.D., and Assistant Professor Chaiyachet
Saivichit, Ph.D., for their contributing tim;e: technical suggestions in the completion of
this work. )

I would like also to send my thanks =£0 Assistant Professor Nguyen Huu Thanh,
Ph.D and Dr. Ngo Quynh Thu, my Mastérfisj degree advisors, for enlightening me to
research works, for directing me on-my stud};q)l;iil at Chulalongkorn University, and for
their concern of my studying in Thailand. -

My sincere appieciation to friends in Digital Signaerrocessing Research Lab,
Chulalongkorn University and in Laboratory of Information Communication Networks,
Hokkaido University forstheir enthusiasm and all what they have done for me during
my study.

A word of thanks is not enough for members in my family. They gave me moti-
vation @nd patience ‘while waiting for me to complete! thisdissertation. I would like to
dedicate this work and express my heartfelt appreciation to them

Finally, I would like to send my gratefulness to the staffs of ISE and AUN/SEED-
Net, for offering me the chance of pursue my Ph.D. degree. Without their financial
assistance, care, and help, my study at Chulalongkorn University could not be pro-
cessed.

This research has been supported in part by the Collaborative Research Project

entitled Wireless Video Transmission, JICA Project for AUN/SEED-Net, Japan.



CONTENTS

Page
ADSEract (Thai) . . ... iv
Abstract (English) ... b il %
Acknowledgments . ... o e Vi

CHAPTER
I INTRODUCTION'.. £ 4 4.0 . W 1
11 Motivation and N SHAGTIEAL N 1

1.2 Research Contriputions . _ R 4
1.3 Thesis Organizati (T W 5

Il BACKGROUND ... ot i i i s o i e e e et e 7
2.1 Video -;ﬁ | - 7
21.1 Basicof vide os. ;| ... 7
212 H.264 \‘ideo codingstandard . . .. ......... ... ... ..... 11

PN v/ ,
FUBTABIINYINT :
2.1.4 YFlexible Macroblog< Orderi ng ....................... 14
PRIFINTUNINYIRY - -
2.2 QWirdessChannel . .. ... ... .. .. 20
2.2.1 Wireless Channel Characteristics . . .. ................. 20
222 Channel Model .. ..... ... ... . . . . 21
223 WirdessChannel Simulator .. ........... ... .. ...... 24
2.3 Cross-Layer Optimization .. ............. ... 26
231 LayersinVideoCoding . ............iiin 26

2.3.2 ApproachesinCrossLayer......................... 27



viii

CHAPTER Page

2.3.3 Previousworksusing cross-layer approach . .. ........... 29

111 Adaptive FMO Based on Error Propagation for Error Resilient H.264 Video

@ o | oo 31
31 INtroduction. . . ... .. 31
3.2 Locating Error Burst Positions .+ ... ... o 34

3.3.2 Adapti yGeneration . ... ... 42
34 Simulation Resllts@ SCUSS NS T 44
34.1 Expe S L N N 44
342 SimuldtiogRésults=r=3 L L W 45
35 Summary .. . F F. el - AR 48
IV Adaptive FMO Usi . L / ica _ AC Layer Scheme...... 55
4.1 Introduction. .. ." . : X '7..7.’?-!-." e 56
42 Overflowrate. . . . oot e, L 59
4.3 &f WIZ on-] ISERgACAN ; FMO and Queuing
Overflow Rsie . . 28— 60
4.4 Experiment 'esults .................................... 62
“‘”ﬂ“lﬂﬁ?ﬁ’fﬂﬂ"ﬁﬂﬂ’m‘i """""" -
442 qResultandlysis ... .. 64
vV C Lw %H ’g a ........... 73
RARIRIMIUUNTINE IR
REFERENCES ............................................................ 75
APPENDICES
APPEND X A . 81
APPENDIX B .ot 84

BIOGRAPHY . 92



Table

21
2.2
2.3
24
2.5
2.6

31

3.2
3.3

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9

LIST OF TABLES
Page
Comparison of H.264 to previousvideocodecs. . .. ............. 11
Bitcount of MBsin frame 6" fréryl? Akiyosequence. ............ 17
Arranging MBs |nto slice groups {:..f .................... 17
Explicit FMO mapof 6% frame, Aki d—sequen* CE '\ it 18
P T —— —
ield Descriptione. . . .. ... ... L 19
erface parameiers used in thisstudy . . . . . 25
ce'(F,;) between estimated and actual locations of
ey o N 39
erage PSNR (dBf) ........................ 45
Comparison of Av age#SNR (d‘éf% ....................... 47
63
. 63
07 iy
Average PSN-F} comparison of three methods ai 64 kbps .......... 68
Average PSNR comparison of three methods at 128 kbps . . . . . .. . .. 68
Avergge PSNR [comparisen|of three methodsat 384 Kbps . . .. .. .. .. 68
Drop rate comparison at AC2 queué of three methodswith 64 kbps . .. 69
Rrop.rate-sonmparisenat-AChqueue of, three methods with 84/kbps . . . 69

Drop rate comparison at AC2 queue of three methods with 128 kbps . . 69
Drop rate comparison at AC1 queue of three methods with 128 kbps .. 69

4.10 Drop rate comparison at AC2 gqueue of three methods with 384 kbps .. 70

4.11 Drop rate comparison at AC1 queue of three methods with 384 kbps .. 70
4.12 Number of undecodable MBs of three methods with 64 kbps . ... . .. 71
4.13 Number of undecodable MBs of three methods with 128 kbps . .. ... 71
4.14 Number of undecodable MBs of three methods with 384 kbps . . . . .. 71



LIST OF FIGURES

Figure

2.1 Encoder structureof videocodec. . .. ....... .. .
2.2 Intraprediction sampl% w ......................
23 Sixtypesof FMO w& / .....................
24 NALU packet W
2.5 Average duratio aele
2.6 Packet sequencefor a |
2.7 Three-state Ma

2.8 Block diagra
2.9 Error pattern v
2.10 Error pattern wit

1’/ -~

2.11 H.264 video trans mﬂ!e @er

*..H' '-a

64. -;-Ag-_ ..............

""’.—r

31 Simple codg structure of H.2

3.2 Average PSNI qf the propos sequences with dif-
ference feedtg:k v;I ues. . ... L. LTJ ................
3.3 Effect of error p’r ation with twio'frames for feedback delay. . . . . . .

24 Lowing i st o o cirer i ...

3.5 Error patterns of wireless ehannel simulator in slow fading at different
VI ITUUNTINEIRE. .
3.6 Error patterns of wireless channel simulator in fast fading at different
bitrates. .. ...

3.7 Comparison actual and estimated channel state for ”Akiyo” sequence
inslow fading, 32kbps. . . ... ...

3.8 Comparison actual and estimated channel state for " Akiyo” sequence
infastfading, 32kbps. .. ...... ... ... . ... . ..

3.9 Error propagation from the past frameto thenext frame. ..........

Page

8

32

37

38
40



Figure
3.10
3.11
3.12
3.13
3.14
3.15
3.16
3.17
3.18
3.19

4.1
4.2
4.3
4.4
4.5
4.6

4.7

4.8

4.9
4.10

Al

A2

Xi

Page
Flow chart of theproposed method. . . . .. .................... 49
EEP, Bitcount and ID values of MBsin frame 29th before sorting. . . . . 50
EEP, Bitcount and ID values of MBs in frame 29th after sorting. . . . . . 50
Estimation of error burst and guard locationsin wirelesschannel. . ... 51
Explicit FMOmap. . . .. .. 4. ?"'f .......................... 51
PSNR comparison of. * Carphone”_,fﬁ,ﬁg/v fading. ............... 52
PSNR comparisol of Carphoge” n féagi'ng. ................ 52
PSNR comparisenof “Carphone” indowfading. . .............. 53
PSNR compari

> Carpho “infastfading. . . ......... ... .. 53

Visual com

methodsin gl A
Cross layer Q 57
Importance of 60
Explicit FMO map of 'f'rame 10 of "akf'yo” Sequence 61
Thei mportance of MBs after rearpaf'wgmgln frame 10 of "akiyo” sequence 61
Cross-layeF chitecture of the proposed-methor j .............. 62
Queue Iengthpf the method using Data Partltlon with ” coastguard” se-

guence at 64kbps ..................................... 64
Queue | ength'aof the ‘metfiod using None-Adaptive FMO with ” coast-

guardisequenceat 64 kbps . ... ... 65
Quieuelenpthofthepropesedimethod using adapti ve =M® with ” coast-

guard” sequenceat 64 kbps ... ... .. ... . 65
Subjective evaluation for the ” Akiyo” sequenceframe50 .. ........ 72
Subjective evaluation for the ” Coastguard” sequence frame60 . ... .. 72
Comparison actual and estimated channel state for ” Akiyo” sequence

inslow fading, 64 kbps. . . .. ... .. ... 81

Comparison actual and estimated channel state for " Akiyo” sequence
infastfading, 64 kbps. . ...... ... .. .. .. . .. 81



Xii

Figure Page

A.3 Comparison actual and estimated channel state for ” Akiyo” sequence
inglow fading, 128Kkbps. . . . .. ... ... 82

A.4 Comparison actual and estimated channel state for ” Akiyo” sequence
infast fading, 128kbps. . .. ... ... ... . . 82

A.5 Comparison actual and eﬁtlmate;d channel state for " Akiyo” sequence
inslow fading, 256 kbps. . ... .~ // ...................... 83

A.6 Comparison actui and esti mged cha’rindtsgate for " Akiyo” sequence

in fast fading,akﬁbs. R B S O, 83
B.1 PSNR compari 7 Kkiyo” &W dow fading at different bit rates. . . . . 84
B.2 PSNR compari‘ '
B.3 PSNR compari
B.4 PSNR comp f Ak|yo” mj?lovy fading at different bit rates. . . . . 85
B.5 PSNR compari

B.6 PSNR comparison of "Foreman” ms[éwfadlng at different bitrates. . . 86

“ Fopeman" fﬁ,slowfadlng at different bitrates. .. 86

B.7 PSNR comparlson of-a‘LFor,-,eman”rm{:slwfadlng at different bit rates. .. 87

B.8 PSNR comy 'égpdifferent bitrates. .. 87

B.9 PSNR corrll'icf;ﬁ'son of “Claire” in slow fading alt:i\a'ifferent bit rates. . . . . 88
B.10 PSNR compé‘)ri son of “Claire” in slow fading at different bit rates. . . . . 38
B.11 PSNR:campari sonofi/Claire? instow fadinga different bit rates. . . . . 89
B.12 PSNRscomparison of “Claire” in slow fading at different bit rates. . . . . 89

B.13, RSNR-comparison of* Carphone’, inslowfadingiat differenthit rates. . 90
B.14:PSNR comparison ot “ Carphone” in slow fading at differentbit rates. . 90
B.15 PSNR comparison of “Carphone” in slow fading at different bit rates. . 91
B.16 PSNR comparison of “Carphone” in slow fading at different bit rates. . 91



CHAPTER I

INTRODUCTION

1.1 Motivation and Problem Sta;ement
/o

Video is one of the most populartypes of mediaif several applications. However, with

alarge amount of datain r ___aw V|deo th transmission of uncompressed video through
networks such as the cu ongl/|s | possible. Inaddition, storage devices such as
Compact Disk (CD), Digital We Satlle D (DVD) can only store afew seconds of raw

video at television-quality r

'on and_']‘rame rate. Therefore, a good compression

algorithm for video codi
Nonethel ess, compr v1deo oftene(perl ences errorswhen transmitting through
ial Ly WI rel e;f:éhannels Hence, the decoded video qual-

24
ity is bound to suffer dramati caI Iy:e\t hi gh éhannel bit error ratios (BER). This quality

I-"-

communication channel, esp

degradation is exacer?ated When no error reS|I|ent mech?msm is employed to reduce

the effects of error- pryle environment. A single bit error (Qgt happens in a coded video
stream could lead to di %rous quality deterioration for egg'gended periodsof time. More-
over, the temporal and spatial predictions used in most of the video coding standards
today make the compressed. video, stream become more vulnerable to channel errors.
This vulnerability is represented by.the rapid propagation of errors in both time and
space and the quick'degradation of the recanstructed video quality:

To mitigate the effects of channel errors on decoded video quality, error-resilient
mechanisms are added to advance video coding standards like H.264/AV C. These stan-
dards are equipped with a wide range of error-resilience tools such as flexible mac-
roblock ordering (FMO), scalability, data partitioning, redundant slices, etc.

In this thesis, we investigate wireless video transmission quality and propose
error-resilient video coding method utilizing FMO tools in H.264/AV C video coding

standard to improve video quality. In video compression standards, macroblocks (MBS)



are processed and transmitted in raster-scan order, starting from the top-left corner of
the image to the bottom right. In this case, if an MB is lost, this usually results in the
loss of neighboring areain asingle frame. In order to provide a more flexible transmis-
sion order of MBsin aframein H.264/AVC, FMO allows MBs to be mapped into slice
groups. Each dlice group can be divided in severa dlices and a slice can aso be de-
coded independently. An identification number for each MB is given by a macroblock
allocation map (MBAmMap) to. specify Whigr{,djpe groups MB belong to. Therefore,
MBs may be transmitted out-of Faster-scan ord;érjm’af[exible and efficient way. For ex-
ample, by using FMO, spatially qollocﬁed image areas can be interleaved in different
dices. Incaseof aM E;ij?ﬂ;\énei thS)ring MBsarestill availablein other error-free
dlices. Thisisuseful f f i,n.“ lc,{qncei_al ;pent when using the availability of correctly

falesiMB.

received neighbor MBsi0 ¢
ly, afim X rtance indicator for MBsis selected. There
unt {11, M B:PSNR [2] &sindicator. After that, based on

ﬂ'

To generatean FMO, i
are some researches using it

importance, MBs are mappe |n;[6§|ce gl‘OLI?S}p a specified way to create FMO map.

o o

—

In the method using FMO tool, two-pass schemeis used. In thefirst pass, al frames are

S gl

encoded to estimate the importanéé-val ue for MBs. In thgfgecond pass, the frames are

encoded again with &Ellicit FMO map generated in the 11@ pass. Thus, this method is
applied for video streaming applications such as video-on-demand, video news archive.
In these applications, videG*sequences are ‘encoded in advance in the fist pass to ex-
tract some necessary: parameters of.video sequence.ncluding motion vector, bitcount,
PSNR, etc. These parameters are stored in database. When antend-user requests a
video sequence, encoder carries out encoding thegequested ranvideg sequence with
appropriate data from database.

In this research, distortion of error propagation is used because this is one of
causes making the degradation of video quality. In video coding, to exploit the tem-
pora redundancy between successive frames of video sequence, motion compensated
prediction is used. Because of dependence between frames in this method, the error is
spread from one frame to the next frame if that frame is error while transmitting over

communication channel. Thus, measuring the distortion of error propagation from the



past frame to the current frame is necessary in evaluating the effect of this error type.
To stop error propagation, intra coding mode is used. In video coding, each MB
may be encoded in one of two coding modes: inter-mode and intra-mode. In inter-
mode, the MB isfirst ”predicted” from the previously decoded frame via motion com-
pensation. Then the prediction error, or residue, is transform-coded. In intra-mode, the
original MB data are transform-coded dlrectly without prediction. Although operation
in inter-mode generally achieves higher corv(pr@s on efficiency, it is more sensitive to
channel errors as the dependence betwesn framg.; fan MB is error while transmitting
over error-prone channelgthe N Bs referri ng to the'errer M B in the next frame are also

error. Thus, to stop errjﬁ:rfagatl on, ﬂgtra—mode should be applied to MBs referring

to error MBs. ey
F ‘r - L

However, there az@'some | eswhen'usnglntracodmg mode. Firstly, intraamode

consumes more bit than ifteffmode. Ther ore the number of intra MBs in the current
ity of the next Ftames in a same group of pictures (GOP).

i
In H.264/AV C, before enco ng aGOP the“_teta} number of bits allocated for this GOP

s a

frame may affect to the q

is estimated. If a frame W|th toomany lnﬁ'a itra. coded MBs may drain bits in total, the

I"'—

bits left to the next frames WI|| be exhausted As a resulf the quality of video in the

next frames may notvb'e guaranteed Hence, a suitable numléer of intraMBsin aframe
is necessary to reduce the effect of error propagation while not affect to compression
efficiency. Secondly, beside intra refresh rate, the distribution of intra MBs in dice
groups is also considered. |fintra MBs concentrate.denselylinia slice group, the target
bit allocated to slice groups will not‘be equal, asithe result, the quality of slice groups
are not"tniform. [Thus, intra MBsshould be dispersed in all_slice groups by using FMO
tool to avoid losing important MBs in the worse case of channel.

Beside the error-resilient methods, cross-layer schemes also are investigated in
this study. The characteristics of real-time multimedia applications are high bandwidth
consuming and very stringent in delay constraint. Unlike file transfers, real-time multi-
media applications do not require a complete insulation from packet losses, but rather
require the Application (APP) layer to cooperate with the lower layersto select the opti-

mal wireless transmission strategy that maximizes the multimedia performance. Thus,



in order to address multimedia support over wireless network, the resource manage-
ment, adaptation, and protection strategies available in the lower layers such as Physi-
cal layer, Medium Access Control (MAC) layer, and Network/Transport layer are opti-
mized with considering the specific characteristics of the multimedia applications.

In the previous researches using cross-layer approach [3], [4], packets are classi-
fied at Application layer and mapped inte gueues with different prioritiesat MAC layer.
In these methods, although important packe{&( aré/',protected from dropping, high priority
gueues are not used effectively. \With thgﬁi ghe; ﬁfgr'rty, these queues are usually empty
while the lower priority.gueues haveto qrop packetsbegause of fullness. The unbalance

in using queues causestoﬁ/ h.necessar% dropping packet at the lower priority queues.

In thisresearch, oy usi IﬁPE?—pent'_rig;approach IN'the proposed method, the APP

layer optimizes the p 0 " M=AC4ayer based on the requirements from MAC

layer. In particularly, thefoverfl 'sigte o‘é,gdeu&s at MAC layer is monitored by video

encoder. Depend on the stae queues Fl\/I@ mapis changed to adapt with the fullness
state of queues. Thus, the dr ppipijﬁacket%%’é;?} queues is decreased.

e

o gy
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1.2 Research antrib[ft"lé}r'ié

(VY
-

Themain contributiéﬁ{i-n this research is to propose an erior resilience framework con-
sidering channel predi?:{[ion to generate an adaptive explicit FMO map and adopting
suitable intra refreshirate for K264 videodransmission, ANeqropose a method using
three-state Markov model to estimate channel state. Initially, based on feedback in-
formatien from-deeaded frames,average burst-+tengthy(A BL) .and-avesage guard length
(AGL) of channel are computed. Atter that, error bursts inchannel at transmission pe-
riod of the current frame are predicted. In addition, atechniqueisintroduced to evaluate
the importance of M Bs based on error propagation between frames. Finally, an explicit
FMO map of the current frame is generated as the rule: MBs with low importance are
arranged in dlice groups which are transmitted in error burst sections and MBs with
high importance are transmitted in error-free sections. To reduce the number of lost

important MBs, MBs are scattered into some slice groups. Furthermore, with the esti-



mated information channel state, a suitable intra refresh rate is computed to stop error
propagation.

In the second proposed method, joint Application-MAC cross-layer mechanismis
used to generate explicit FMO map for H.264 video transmission over an IEEE 802.11e
wireless network. In cross-layer approach, FMO map of each frame is generated at
encoder by using information from queuesof MAC layer. In particular, aframe of video
isdivided into slice groups including high i;fr(po‘r}ant and low important slice groups. In
case of light network traffie-tead, the Iqﬁv imp;ﬁgn’ts[ ice groups are encoded first and
mapped into low priority.quetie_Afier tqat, the hightmpertant slice groups are encoded

and mapped into high ?Ajwe Hg)wever, In case of heavy network traffic load,

the congestion happen f'lft.s{in the'_.oyerflow state at queues. Because of different

priority in queues, highgpriority o éuesuéaallyareinlightIoadstatewhilelowpriority

gueues are in over |load State. o'a\‘/pid 1 prfec&sary packet dropping at low priority

queues, FMO map is changed n"’th'é:\)vay ffl:ét high important slice groups are encoded
and mapped to high priority. ugqé‘_f\i'_rst. Acé’é;cgj ngly, the arrival rate of packets to the

e

low priority queue is reduced and this droppingpacket at this queue is decreased.
-t -
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1.3 Thesis Organization ]

This thesis is organi zéd"l into five chapters including this chapter. The following para-
graphs providebrief descriptionsiofithe remaining chapterof this thesis.

Chapter 2 we discuss some basic video compression concepts, some background
about the H:264ieeo godec,.some error resilient-toolsi mH.264/AVE including FMO
especially. Some characteristics of wireless channel are al'so mentioned in this chapter.
Finally, a short summary of 802.11 wireless LAN standard is introduced.

Chapter 3 presents the first method using adaptive explicit FMO map to reduce
effect of error propagation in H.264 video coding. Results of the proposed method are
compared to some previous methods and are shown in this chapter.

Chapter 4 presents the second method using cross-layer mechanism to gener-

ate FMO map with target at reducing packet dropping at queues of MAC layer. The



proposed method is applied to video transmission over 802.11e WLAN. Results and
analysis are shown of the method is shown in this chapter.

Chapter 5 includes conclusions and future works of the research.
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CHAPTER 1l

BACKGROUND

In this chapter, some video compression QOr,)cepts and the latest H.264/AV C video cod-
ing standard are introduced. Related to the mﬁﬂ_tpplc of this research, error resilient
tools and flexible macrobl ock orderl ng teol espeual ly.are discussed in the next section.

The characteristic of tHEWire chaaneI IS presented to provide some basic under-

standing of the nature Of effor in fest aé‘d slow fading channel environment. Finally,

cross layer optimization isd

2.1 Video Codin

2.1.1 Basic of video codin and standal"g;

4;;

Compression is the process of cempactmg:data into a smaller number of bits. Video

compression (video GOdI ng) |stﬁe proce& of compactn ng ?r condensing a digital video

seguence into asmal Ig' number of bits. "Raw” or uncompqused digital video typically
requiresalarge bitrate & gnd compression is necessary forg_p,ractl cal storage and transmis-
sion of digital video.

Compression involves.a complementary pair of systems,.a compressor (encoder)
and a decompressor (decoder). The encoder converts the source data.into a compressed
form prior 1o transmission or storage and the decader convertsthie compressed form
back intO a representation of the original video data. The encoder/decoder pair is often
described as a CODEC.

Video codec consists of some basic functional units such as prediction, motion
compensation, transformation, quantization, and entropy coding. A functiona block
diagram of an encoder is shown in Fig. 2.1. The encoder consists of two dataflow
paths. The forward path deals with encoding a frame or field. The reconstruction path

deals with reconstructing a frame to form references for future predictions.
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Each picturein apro
of pixels and in an interlaced video' sgnatfas fields. A frame consists of two fields,
a Top field and a Bottom field: 'Z'A_Top flél:’t}zéaptures the odd lines of a frame and a
Bottom field captur&s the everi liies of afraﬁe‘Each framjdﬂeld is encoded by avideo

encoder and fi naJIyTr er er ) {Each frame is an encoded

video bitstream is |denuf|ed by a frame number and smllarly each coded field has an
associated picture order count. :

Aninputframeisprocessed inunits of macroblocks (MB)! An MB isintraor inter
encoded. Typicaly all MBsin thefirst frame of avideo sequence are intra coded. Inin-
tramode, the predietion signaltor the current MB is formed from-spatially neighboring
samples'that have been previously encoded in the current slice. The prediction signa
is formed based on the chosen prediction mode which yields the least prediction error
or residual. Prediction residual is computed by subtracting the prediction signal from
the original samples. MBs of subsequent frames of a video sequence are inter coded
or intra coded which ever yields least prediction error between the original signal and

the predicted signal. Often, MBs of remaining frames are inter coded. In inter coding a

prediction signal isformed from areference frame by motion compensation and motion



estimation. Motion estimation will determine the motion vector which minimizes the
prediction error.

Motion compensation will apply the estimated motion vector displacement to the
reference picture to form the prediction signal, which is subtracted from the original
samplesto yield aprediction error/residual. Motion vectors are encoded and transmitted
as side information. But encoding a metion vector of each MB partition or subpartition
will cost asignificant number of bits. In ordg(wﬁve bits, motion vector prediction will
predict the motion vector ofthe currenboartiti‘(jﬁfc;r Sub partition based on the motion
vector information of neighboring partit1ons or subpariitions. Motion vector difference
between the current vect{/ thepredi %ted vector is encoded and transmitted.

Theresidual signal'isfi ltrfarl]sr.forrri_.eq[; using DCT transform, and then scaled. The

scaled transformed co. t equanzl-zed and then entropy coded. Sophisticated

entropy coding schemes stic 6ntgxt A Jaf)tive Binary Arithmetic Coding (CABAC)

S
P

and Context Adaptive Variabl Lénéith Cod!,ng (CAVLC) are employed. The coded data
is transmitted as abitstreamy” ” ‘j;—:f‘
The reconstruction path of the: encode%_: mini decoder which dealswith inverse
o Y el

quantization and invesise transformation of quantized DCI;J(J:oeffi cients. Inverse trans-

formed DCT coefficientswill form the reconstructed reﬁid;all signal which isthen added

to the prediction signal. @ ready computed in the forward péth of the encoder to form the
reconstructed MB. The recénstructed MB isfiltered using a deblocking filter to reduce
blocking distoftion,bytsmoaothing the bl ackiedges threby improving the appearance of
areconstructed frame. These frames'are used as references for further prediction.
Decoder is very similar ¢o'the reeonstruction path of '[Encager.| The Entropy de-
coder decodes the received bitstream to generate quantized DCT coefficients and forms
aprediction signal based on the received prediction modes and motion vector informa-
tion. Therest of the procedure is the same as the reconstruction path of the encoder.
The most important developments in video coding standards have been due to
two international standards bodies: the International Telecommunications Union (ITU)
and the International Standards Organization (1SO). The ITU has concentrated on stan-

dards to support real-time, two-way video communications. The group responsible for
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developing these standards is known as VCEG (Video Coding Experts Group) and has
issued:
e H.261 (1990): Video telephony over constant bit-rate channels, primarily aimed

at ISDN channels of 64kbps.

e H.263 (1995): Video telephony ove;,r circuit and packet switched networks, sup-
porting a range of channels from Iovx/ ﬁﬁx}es (20-30kbps) to high bit rates (sev-
eral Mbps). _,,.,

- | "
o H.263+ (1998), H)%

of transmission sc

)01): Extensi ons to H.263 to support a wider range

nd improved compression performance.

o
¥

e H.26L: The projegt of EG ar"]_'déthe SO/ EC Motion Picture Experts Group

(MPEG). Themai

H. 2,8L a&e asimple and straight forward video coding

&l

design to achieve enhanced compres&om performancefor conversation” (video

nvasﬂmnai’bémage broadcast, or streaming) applica-
o by

tions. — é-f_

daf =

s s -

In parallel wl_hﬁthe ITU's actlvma the lSOhas":ssued standards to support

telephony) and “non-

storage and dIStrIbUﬁ'éD applications. The two reIevant;Qchl)ups are JPEG (Joint Pho-
tographic Experts Grotfp) and MPEG (Moving Picture“E‘Xperts Group) and they have

been responsiblefor:
e JPEG(1992): Compression of still images for storage purposes.

o MPEG:1 (1993):"Compression ¢f+video and@udio for storage and real-time play
back on CD-ROM (at a bit rate of 1.4Mbps).

e MPEG-2 (1995): Compression and transmission of video and audio programmes

for storage and broadcast applications.

e MPEG-4 (1998): Video and audio compression and transport for multimedia ter-

minals.
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Table 2.1: Comparison of H.264 to previous video codecs

Algorithm Characteristic MPEG2/H.263 H.264
Intra Prediction None Multi-direction, Multi-pattern
Coded Image Types l,B,P l,B,P SP
Transform 8x8 DCT 4x4 DCT
Motion Estimation Blocks 16x16 16x16, 8x8, 4x4
Frame Distance for Prediction -4, Unlimited forward/backward
Fractional Motion Estimation S el * Pixel
Supported error resilient tools. | Just one hethed | Providing many tools including:
. usingladditional...Flexible slice structured coding,
prctures Flexible MB ordering,
‘ Arbitrary slice ordering,
\ Redundant pictures,
k ] Data partitioning, SP/SI
¥ synchronization/switching
b pictures

e JPEG-2000 (2000):[ prg%sion of ﬁE Il images (featuring better compression

performance than the/Origihal JPEG standard).

" ;g lj - .
=t -
2.1.2 H.264 video teding standard V4
- —r

H.264/AVC [5] is tﬁéjlateﬁt video compression standardfj'éJi ntly developed by MPEG
and VCEG. H.264 is therwise referred to MPEG-4 part'10. This new standard is far
superior to eartiergvideo; codingstandards:suehjas H:263-and- MPEG-2, in terms of
compression efficiency. The efficiency 1s achieved By improving several function units
or blocks of the standards such-asmotion compression, inter prediction, intra prediction,
transformation, quantization and“more’importantly“improved context-adaptive entropy
coding techniques. Some advantages of H.264 compared to previous video codec such
as MPEG2, H.263 etc. are shown in Table 2.1.

Intraframe prediction:

H.264 exploits spatial redundancies better than MPEG-2 by allowing intraframe
prediction. An MB is coded as an intra MB when temporal prediction is impossible

(for the first frame of video) or inefficient (at scene changes). The prediction for the
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Figure 2.2: Intra predlct,| on samples for 4x4 blocks
//
intra MB is determined using the nei ghbering pi xel" Sin the sam frame because they are

likely similar. An MB eabé ¢ Jaedias ob 16x16, four8x8, or sixteen 4x4 blocks. The

predictions for these blocksare determi rged using the weighted average of the pixelsto

Figure 2.2(a) shows the nel _hbor|m§‘p|xels used to predict a 4x4 block. The cur-
phaﬁet
$ (uppercasle d phabet In thefigure). Thearrowsin Fig.

A - Y

2.2(b) indicate the direction of pre_d|ct|0n maaph mode. For mode 3-8, the predicted

samples are formed from awelghted average\of the prediction samples A-M. For ex-
ample, if mode 4 is selected the top rlght sample of MB Qf@beled “d’ inFig. 2.2(a)) is

predicted by round(B/4 + /2 + DJ4). s

rent block’s pixels (I C | the figure) are predicted using a weighted

average of the neighboring pi

There are nine pFedIC'[I on modes for 4x4 and 8x8 block sizes and four prediction
modes for the 16x16, blocK.These intra prediction modes perform well when a picture
contains directionalstruetures. Thedifference between the current and predicted blocks
is then encoded, With the intraframe prediction,“the intra MBs can be encoded more
efficiently compared to'MPEG-2pwhich-doesn’ t support i ntraframe prediction.

Interframe prediction:

The interframe prediction is the traditional motion compensated prediction sup-
ported by earlier MPEG video coding standards including MPEG-2. The H.264 extends

this several ways.
e Variable block sizes for motion compensation.

e Multiframe references for prediction.
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Generalized B frame prediction.

Use of B frames as references.

Wighted prediction.

Fractional pixel accuracy for motion vectors.

I
These extensionsimprove the coding perfor{pépce and increase the complexity substan-

tially. The motion compensation of M Bs in H;'ZGﬂ,"GSes variable block sizes and motion
vectors with quarter-pixel __,r,eeel uti on. n MB-can.be coded as one 16x16, two 16x8,
two 8x16, or for 8x8 blge(/ .88 block can be'in turn be coded as one 8x8, two

4x8, two 8x4, and four. bl qcks An | frame can use as many as 16 difference

reference frames, and the acttial’n mber gf, referenceframes isonly constrained by the

buffer size in a particularpro

2.1.3 Error resilience tool ian:2'_64 :;-"ﬁ

When the compressed video bltstteam is tr@m‘itted over a communication channel, it
issubjected to channel error. Geﬁerally, forV\fard‘error corr?ctl on (FEC) codeis used for
protecting data. Homger—me—FEC‘rs—Gmy‘eﬁmveTtrrmpom errors, but inadequate
in the case of burst errors Thus, H.264/AV C provides some error resiliency schemesin
Video Coding Layer (VCL). These schemes,includes:

Flexible/Marcrablock Ordering/ (FMO):Inthis tool; picture can be partitioned
into regions (slice). Each dlice can be independently decoded. The purpose of this tool
is stopping the propagation of errors between sices.

Arbitrary Slice Ordering (ASO): Since each dlice is independently decodable,
slices can be sent and received out of order. This can improve end-to-end delay time on
certain networks.

Data Partitioning: In H.264/AV C data partitioning mode, each slice can be seg-
mented into header and motion information, intra information, and inter texture in-
formation by simply distributing the syntax elements to individual data units. These
information are mapped into three partitions A, B and C. Partition A contains header



14

and motion information. Partition B containsintrainformation. Theinter information is
mapped into partition C. If the partition A islost, it islikely to be difficult or impossible
to reconstruct the slice. Partition B and C can be made to be independently decodable
and so a decoder may decode A and B only, or A and C only, lending flexibility in an
error-prone environment.

Redundant Pictures: A picture imarked as “redundant” contains a redundant
representation of part or all of a coded pi cttjré/rpnormal operation, the decoder recon-
structs the frame from * primary” (nonrsdundz;hﬁict‘ures and discards any redundant
pictures. Howerver, if aprimary.eoded Qi ctureis damaged, the decoder may replace the

damaged areawith deccf(?jéfrom axedundant pictureif available.
n

Wfeaturein H.264/AV Ceonsisting of picturetypesthat

Switching Pictures:

allow exact synchronizatio deeodihg process of some decoders with an ongoing

l !

video stream produced by ot eéogprs v itﬁout penalizing all decoder with theloss of

efficiency resulting from sendii gan ]'ntraé.'éé‘déd picture. This can be enable switching

‘.: i 1-1,-1"&
a decoder between represer ati)cv)rl_'.giﬁf_ the nggpfpontent that used different data rates,

o o

—

recovery from data losses or errors as well as-enabling fast-forward and fast-reverse

J e o
e Y

vy

playback functionalitys

Yy )
2.1.4 Flexible Macroblock Ordering i

L

]

{

i —

FMO [6] is one of the hews error-resiliencestools available of the H.264/AVC stan-
dard designed to/imgrave transmission of vitled Streamsover efror-prone networks. In
H.264/AV C, an image can be divided into regions&alled slice groups. Each slice group
can be'further dividediin several,slices which containing a seguence of MBs. These
MBs are processed in a scan order (left to right and top to bottom) and a slice can be
decoded independently to the other slices. By using FMO, each MB can be assigned
freely to a dlice group using an MBAmap. The MBAmap consists of an identification
number for each MB of the image that specifies which slice group the MB belongs to.
The number of slice groupsislimited to 8 for each image to prevent complex allocation
schemes. If FMO is not used, the images will be composed of a single slice with the

MBsin ascan order. The use of FMO istotally compatible with any type of inter-frame
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Fiqure 2:3: Six'iyvpe:dt')':f FMO maps.in H.264

prediction. 4 01 : ddp 4
With this technique, errors cen'be cof’réeted easily by exploiting the spatial redun-
i - "e _ .1,1’;
dancy of theimages. It's agood Taeate chogsethe slice groupsin away that no MB and

b

its neighbors belong to thesame group. Therefore, ifasiiceis lost during transmission,

it'seasy to reconangii the Tost biocks with the informati opof the neighboring blocks.
However, the disadvanéage of using FMO'is'the slight r_éducti on in coding efficiency,
because motion compensation will be limited,to MBs with the same slice groups. An-
other the drawback!is the number of overhead hits incurred by the slice header for each
slice group will"be increased. This gan affect to |low bit-rate applications because the
texturedit for MBswill be decreased and thus quality of video can bereduced.

H.264/AV C provides 7 types of FMO, labeled Type 0 to Type 6 as shown in Fig.
2.3.

e FMO type 0 uses runlengths which are repeated to fill the frame. Therefore those

runlengths have to be known to rebuild the MBAmap on the decoder.

e FMO type 1, also known as scattered dlices, uses a function, which is known to

both the encoder and decoder, to spread the MBs. The more slice group used, the
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more each MB will be surrounded by MBs from different slice groups.

e FMO type 2 isused to mark rectangular areas, so called regions of interest (ROI),
inside aframe. MBAmaps can be stored using the top left and bottom right coor-

dinates of those rectangles.

e FMOtypes3to5aredynamic ones, and et the slice groups grow and shrink over

the different picturesin acyclic way /Qn)/ the grow rate, the direction and the

position in the cycle have to be krl.own -

e FMO type 6 is caﬁjhé 'pliciJ FMO. This type alows the full flexibility of
assigning MBsto sli e aslon as the mapping is specified in the MBAmMap.

Extensive studies have " one by different researches to investigate the use of

explicit FMO Jlent t(sol for H.264. The general procedure on how

gn aspecr’ﬂc M B-to-slice group mapping isasfollows:

.f)a-l L

touseexplicit F

— Parameter Specifi ion Fl nd af@rameter to quantify the importance of a
HEaE- i
MB. — ==

J"'u ==

- MB Cl assufu cation. CIa&ufy the MBs to dlwgroups using the chosen pa-

rameter. -J : 4;11

wl i\
— MBAmap design. The result of the classification process determines the
M B-to-slice group map:

To design‘the slice group map, previous approaches use an indicator to define
the important of M.+ Those previously proposed indicators are bit count [1], spatial-
temporaliindicator [7], distortion-from-error propagation [8], MB PSNR parameter [2],
and MB importance factor [9].

In [1], bit count indicator was used to measure the importance of MB. The basic
idea of this approach is that the MB using the higher number of bitsisthe more impor-
tant MB due to the properties of motion-compensated prediction. Therefore, we try to

interleave consecutive the more-bit-count MB to bein different slice.
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Table 2.2: Bitcount of MBsin frame 6 frame, Akiyo sequence

O 00| O 0 4 0 0 0 0 |0
O 0 |]O0O| O | 397 |58 | 318 | 0 0 0 |0
O 0O |]O| O | 888 | 1512 | 432 | O 0 0 |0
Ol O | O] 5 |2830 (2334|1274 1235 | O 0 |0
Ol 0O |O| O | 504 |2064| 770 | 80 | O 0 |0
0| O |69)332] 695 1470 | 485 | 240 |332| 5 |0
O 0|0 O | 125 57,51 A4 | 0 | 1731108 |0
0138 | 0 | 2904 O 204 318 | O 0 |522]0
O 0 | 0|0 0 5193 0 0 0 |0

rrangl g MBs into sliee groups

gretin / / : I}/_IB bitcount values
/ [7830695397.285500000000

"1, /1 2334/582382193500000000
f/ 12064 5753832173500000000
3 4512 5223181138400000000
' | 14’71)50434@125000000000
5 & |1274485294108000000000
6 ~88843229080000000000
i~ 7704142&969—00009,0000

Y2 —

Y L)
Table 2.2 showsal am example of bitcount for MBsi inf 1 frame 6! of AKiyo sequence.

We can see that MBs having high bitcount concentrate in the center of frame. If they
are not dispersed into some slice groups, many\important MBs are affected when an
MB iserror. Thus, [1] proposes a method to dispersed important MBsto 8 slice groups
by sorting MBs indescendingorder of bitcount and mapped to 8\8lices consecutively
as shown'in Table 2.3. According to this arrangement, neighborhood important MBsin
Table 2.2 are separated into 8 dlice groups. Therefore, if an MB is error, the other MBs
are not affected.

Finally, we have an explicit FMO map for 6" frame as shown in Table 2.4.

The results from [1] showed that, with the proposed method, the number of un-
decodable MBs is decreased by up to 70% . However, bitcount indicator may not be

accurate in evaluating the importance of MB because bitcount includes the information
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Table 2.4: Explicit FMO map of 6" frame, Akiyo sequence

0[1]2[3]4[7[5[6]7][0]1
2|3]4|5/0[1]4]6|7]0]1
2|3/4|5/6[3|6/6/7]0]1
2|3/4]0|0[1|5/0|5[6|7
0/1[2|3]4|2]|7]6|4|5]6
7]0(7[1l0l4]5/7]2[5]1
2(3(486\4|2y7/6]2[5]7
0|3 pL|6[2]/5¥343 435
6 [0 1 | 2| EA 35456

=
— # -
of the number of bits 0141 vector akfference (MV D) as well as the number of bits

of residual. MVD is‘?f/f l’
and the predicted moti@n vect :

belongs to. Hence, bitcatint inf rrﬁaﬁ’on

betwqen the predicted and actual motion vector,
be :.;anged following which dlice group the MB

of an MB is vary and may not truly represent
j}a‘-:-u di

the importance of that M L 3

s . /N
In [7], we can overcome the fimitations of bit count method by using distortion

and considering the importance of MB within one slice group. The method is based on
L2 AT C

the idea that if we havean initial MB-to-slice group mapping, derived from distortion

measure for exampl "eqﬁ_ve generate another slice group m;a;*{hat will have lower distor-
tion from concealment.@rror. Asan extension, in [8], in adltion to the error propagation
within a slice group, the etfor_propagation:between frames is considered to estimate
the importance of MBSs-'In{2]- [9}+'PSNRand errer concealment distortion are used
in a heuristic method to find out important MBs. After that, an efficient FM O mapping

technique is proposed accompany withtan UEP technique'to protect important MBs.

2.1.5 Network Abstract Layer

Unlike earlier video coding standards where compressed video is just transmitted as
a bit stream, H.264 uses an interface layer to interact with lower layers such as Real-
time Protocol (RTP). This Network Abstract Layer (NAL) is part of the standard and it
interfaces the VCL from other lower layer. NAL abstracts VCL data from the network
related parameters. Hence the VCL data can be transported in a variety of networks
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F(0) | NRI(1:2) | Type(3:7) NALU payload

Figure 2.4: NALU packet structure

Table 2.5: NALU Packet Structure Field Description

Field Description Values
F Forbidden hit 0: no errors
4 / F 1: syntax error
NRI NALU Reference Ihdicator | 00: not used for reference
= 9 | O1: low priority
_— 1.10: high priority
/ t 11: highest priority
Type AL ciefined types 28 isused in this research
NALU Payload )ﬁrlgbfglgﬁgth NALU payload

—

e ‘5 &
‘ J ’

i hed;ﬁetw,a_rks, etc. Thisnetwork friendliness nature of

7,

such as | P networks, cirguit

H.264 is exploited here tatr
The NAL is used to ti

Brfftﬁe Néj;; p;é\ckets through RTP.
b Ydda
it both VC;T,:‘glﬁta and Non VCL data. VCL data rep-

resents the compressed video blt stream smch as encoded motion vectors, encoded

quantized DCT coeffml ents etc. Non VCL data are Secﬁ]gwce Parameter Sets (SPS)
and Picture ParameteVSets (PPS). These parameter sets CaH‘{/ very critical information.

Without knowing these parameter sets, the decoder does not know how to decode a
bit stream. The,SPS, contains all the information related to a.video sequence defined
between any two Intra'Decoder Refresh (IDR)frames. The PPS contains all the infor-
mation common to all sicesin asingle picture,

Whether it!lis'VCL data®©riNen VCL data, it'is'encapsulated into the NAL Unit
(NALU). The packet structure of aNALU is shown below in the Fig. 2.4 and a descrip-
tion of thefieldsislisted inthe Table 2.5. For VLC data, the NALU payload carries one
dice of information. For Non VCL data, the PPS and the SPS are transmitted in sepa-
rate NALUs. For adetailed description of NALU packet structure, please refer to [10].
In the scope of thesis, we will use field Nal_Ref_Idc (NRI) to setup priority for video
packets.
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2.2  Wireless Channel
2.2.1 Wireless Channel Characteristics

Wireless channel characteristics depend on the model of propagation used by wireless
communication system [11], [12]. There are two kinds of propagation model: large-
scale and small-scale or fading model. Large-scale propagation models are used to
characterize signal strength over large traﬁs(ph}er-receiver separation distances (severa
hundreds or thousands of meters). On the ether*hand, small-scale propagation mod-
els are used to characteri Ze therapid fIJctuations of the received signal strength over
very short travel distances«(& few viavél engths) or shoit time durations (on the order of
seconds). In this Work/KZder to nIy small-scale propagation model. Doppler

spread and coherencetimié are I ameter§Wh| ch describe the time varying nature of the

channel in asmall-scale rggi oppler $réad Is ameasure of the spectral broadening

caused by the time rate of change of Ihe mobrleradlo channel and isdefined astherange
of frequencies over which th recewed Dopﬁl-er spectrum is non-zero. Coherence time
is the time domain dual of Dopplie%pread éﬂ&ﬁ used to characterize the time varying
nature of the frequen«:}/ dlsperSNeneﬁs of thé cﬁannel in tr}e time domain. The Doppler
spread and coherencej;lmﬁwergety‘propomﬁnartmﬂqanother

Depending on how rapidly the transmitted ba%band signal changes as compared
to the rate of change the channel, a channgl may be classfled either as a fast fading
or slow fadingIn afast fading channel, the coherence time of the channel is smaller
than the symbol“period of the transmitted signal. This causes frequency dispersion due
to Doppler: spreadimg;, which Teads to'signal distortion. “In slownfading channel, the
Doppler'spread of the channel is much less than the bandwidth of the baseband signal.
It should be clear that the velocity of the mobile and the baseband signaling determines
whether a signal undergoes fast fading or slow fading.

In order to characterize a wireless channel, and determine its quality, we use typ-
ical parameters which describe the quality of the transmitted signal along the trans-
mission channel, such as the Level Crossing Rate (LCR) and Average Fading Duration
(AFD) (Fig. 2.5). LCR is defined as the expected rate at which the Rayleigh fading
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Asshown in EqQ. (2.1)-and (2.2), ADFis inversely proportional to f,, and LCR is
directly proportionalita. f,,.cSowe can see that in fast fading ease, the error bursts are

shorter but occur more frequently and vice-versa imslow fading case:

2.2.2 Channel Model

There are many different methods used to model the wireless channel. Two-state Markov
model is one of the popular models and is used in many researches for video transmis-
sion. In [13] [14], channel is modeled by two-state Markov model whose transition
probabilities are functions of the channel characteristic. In [15], throughput of wireless
channel is estimated by two-state Markov model at packet level. In[16], characteristics

of wireless channel derived from two-state Markov model is used to optimize intrare-
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N Burst length Guard length

0: Correct packet
1: Error packet

Figure 2.6: Packet sequence for an error channel
I/
'/,
~”
fresh rate as well as determine an opti mj\l channel-eade rate to get the maximum MSE
at decoder. However, twosstate Miarkov Pas limitation.in estimation of error location of
channel. In particul ar,hﬁged in [1?- (16] can only predict whether the next state
of channel isgood or bafl. Two-state model cannot estimate the average length of guard

and burst section. Thusglocati f gJ_:Jaer-and burst cannot be estimated. To deal with

I\'/Iqr:kov_t;f‘nédels, i.e., more than two states are used.

del firite-statéMarkoy model is analyzed in[17], [18].
‘J -.l; J’

er date of /

df yandea
-

this limitation, a higher ord

As an extension of two-st

Authors indicate that the hi

capturing the error burst nature oT%ﬁannel %l;id/vever, the complexity level of model is
e Y=
also directly proporti"o_pal to the number of statesin MarkaV model. With the limitation

—

of two-state model ana" the cost in computing of higher stéfé-l’nodel s, three-state Markov

model is selected to estimate channel state. U

In this section, thréesstate Markov medel in [19], [20] is introduced. However,
instead of using model.in bit level L we apply threeistate Markev model in packet level
to estimate the position of error bursts in wireless,channel. Figure 2.6 shows an ex-
ample of a packet 'sequence in-an error.channel ! Similarly to [19]; [20], we define the
following definitions at packet level. A guard section is defined as a duration in which
all packets are error-free. A burst section is defined as duration sandwiched between
guard sections. From now on, the section means guard or burst section. Minimum
guard length is the minimum number of error-free packets a guard section should have.
In this system, the minimum guard length is chosen to be 30 packets for computing the

transition probability. Thus, each guard section islonger than or equals to 30 consecu-

tive error-free packets. The run length is defined as the length from an error packet to
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) ceﬁe

Markov Model.
* /é,

the next error packet excl rst Qrorme first return probability P(7) is

C: and C, show error= rec ies Whic : ’_ c e2 and £ shows the error
state which is state 3. € \ 2 \ section while Cy, and E' show
error-free and error state , i abl lity of transition from state
n to state m. pi-? is the prohabili ( ', thease m \ h there are (i — 2) consecutive
transitions from state n to stéie ;Eﬁéﬁ ) probabilities are computed by

P(1) = p(#, ) '%“

(2.3)

P(Z = p@ Cl,E/Wp 02,.. CQ,E/E

A U RHREHEINN S

where p(a/3) means that [ is the first state and then the sequengeof o occurs. The

YRIANTIIUNNINE IR E
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transition probabilities are computed by

psz = P(1)
Lmin
ps2 = Z P(i)
122 P32
p23 - Lmin

/i

2.2.3 Wireless Charﬁel Simulator

In this thesis, Rayleigh fading channel is simulated by using the technique described

by Jakes[21]. ﬂeﬂt@r@% H\%@f W ﬁlﬂ%ﬂ@ray fading waveforms

approximates the Bessel function Jof211 faAt), W'rgre faisthe maéi}mum Doppler fre-
o o B A Y 46 ik s
of wirel&ss channel simulator [22] is shown in Fig. 2.8 and can be described as fol-
lows: Encoded video stream is converted to symbols using the Quadrature phase shift
keying (QPSK) modulation. After Nyquist filter with theroll of factor is0.25, the chan-
nel impulse response with Rayleigh fading of multi-path delay spread is calculated. At
receiver side, a coherent receiver is used with an optimal symbol timing recovery and
perfect carrier recovery. A maximal ratio combiner for antennal diversity combining is

used. After that, signal is demodulated to get encoded video stream. In this system, the
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Encoded

- . . . Wireless Channel
Video Smﬂ» MonEglt(ion —1 S'gn,\?;c?;zfgﬁeﬂsmg »| impulse response with
additive noise
Received Encoded
Video Stream
QPSK P Maximal Ratio P Symbol Timing | _
Demodulation | Diversity Combining [ Recovery

Figure 2.8: Block diagram of wireless channel simulator

f ,/

Table 2.6: Wireless channel and air ihte{@parameters used in this study

|

Multiple Access TDMA
Modulation QPSK™
Channelfate" 32kbps

Maximum'Dopplés Fregdency | 1Hz

Transmitted Signal Power & | 14dB

Timedd@y spred’ % of symbol period
Power delay profile & = | 2-ray with equal power
Antennaiversity & 1

/ TR mc
. -+ 4

#

& -

,;.‘J" -/J-n
multi- path model is an mdependeht v ray i‘édid’g model. The |mpulse response of the

,4"

£
the received |mpulsedue4&e—pa$h—and—1:—ls$he#meééay’of the i*" arrived impulse.

Table 2.6 shows‘parameters of our wireless channel smulatlon system. These
parameters related to the channel characteristics, and the nature of the error. In other
words, randomize"ofi efror depends on/thesetting valuesfor-parameters. Figure 2.9
and Fig. 2.10 show the error patterns in cases of slow fading and fast fading. Because
Dopplerfreguency-affects to/ADF andl LCR; thefigures sShow'theh iithe case of slow
fading, the duration of fades are longer and the frequency of fadesislower. Conversely,

2000

500 1000 12
Packet rumber

Figure 2.9: Error pattern with Doppler frequency of 1Hz
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Figure 2.10: Error pattern with Doppler frequency of 40Hz

Al
for fast fading, the error bursii're_@&rter, more frequently.
_ | ‘-:\

: @

2.3 Cross-Layer

2.3.1 Layers in Vide

- aset of coded MBsinscan ord_elzf} -Second
S e LA -(

of the coded dlices inte transport entiti es o;‘ the ngm‘ {
At network d ﬁn s<encapsulated into the RTP

- —
packet. RTP incl udeﬁ.ﬂeada information and payload.L'j—Ieader information includes

1’;' )

CRC, sequenﬁjmberl ﬁm‘estamp The NALU is carri edﬁ goad in RTP. Since the
NALU size oy i dd Rk b, thar
NALU into several RTP packets. Ifithe NALU size is |ess than the/RTP payload size,

ren okl Lol e stsdrédin 4 ol R et it e rmaring

bits padded with zero bits. If the NALU sizeis greater than the RTP payload size, then

need to fragment the

the NALU is fragmented into an equal length RTP payload size and the fragmented
NALU is encapsulated into an RTP packet. Typically zero bits are padded into the | ast
fragmented NALU to create afixed length RTP packet.
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H.264 source

[

Video coding layer

| Slice | [ Slice | — —[ Slice | [ Slice ]

Network abstract layer

_—Network Dependent'
l{;otocols

g

'. 3:, f.l’a
7

2.3.2 Approaches in Cross- Layer

T e S

In recent years the ve@eatch_tocu&ha&been_toajapt_ex:gl jg algorithm and protocols
for multimedia compr sion and transmission to the raprdly varying and often scarce
resources of wireless networks. However, these sol uti ons often do not provide adequate
support for multimedi a'applications incrowded \wirel ess netwaerk. This is because the
resource management, adaptation, and protection strategies availablein the lower layers
of the stack @re optimized:-withoutyexpli ¢itlysconsidering the specificicharacteristics of
multimegdia applications, and conversely, multimedia compression and streaming algo-
rithm do not consider the mechanisms provided by the lower layers. The independency
in implementation of layers results in reduction in performance of system. To gain
more effectiveness, some solutions are given to connect the operation between layers or

cross-layer optimization in the system [23]:

e Top-down approach: The higher layer protocols optimize their parameters and

the strategies at the next lower layer. This cross-layer solution has been deployed
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in most existing systems, wherein the Application layer dictates the MAC layer
parameters and strategies, while the MAC selects the optimize PHY layer module

scheme.

Bottom-up approach: The lower layers try to insulate the higher layers from
losses and bandwidth variations. This cross-layer solution is not optimal for mul-
timedia transmission, due tothe mc'qr ;d delays and unnecessary throughput re-
ductions. ,—-"

—

9 s
Application- centrl.c.-appToach The APP layer optimizes the lower layer param-

eters one at time w{

Howerver, this

om-up or top-down manner, based on its requirements.

ot aIWays efficient, as the APP operates at slower

timescalesand ¢ data, ranulauty than the lower layers.

s i ‘S,ﬂ
‘ ’

MAC-centric a |n thls abproach the APP layer passes its traffic in-

formation and requi ts torthe M’ﬁp which decides which APP layer pack-
smltted and’ aimﬂljat QoS level. The MAC also decides

the PHY layer parameters ,based on thg’wiable channel information. The disad-

ets/flows should be t

‘ ity-of'the MAC layer to perform
adaptive sourcej channel codi ng trade-offs given the i me-varying channel condi-
) |

T

; . .
tion and multimedia requirements.

Integrated approach: In this approach, strategies are determined jointly. How-
ever, to try al the possible strategies and requirements of all Jayersto find out an
aptimized set\of,parametersiis impractica duejto the assaCiated complexity. A
possible solution to solve this complex cross-layer optimization problemisin an
intergrated manner is to use learning and classification techniques. For this, we
identify content and network features that can easily be computed and are good

indicators of which composite strategy is optimal.
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2.3.3 Previous works using cross-layer approach

This section illustrates some methods using cross-layer design for optimized wireless
multimediatransmission. With MAC-centric approach, in[24], parameters of PHY and
APP layer are sent to MAC layer for optimizing the number of retransmission for each

packets. Given the channel SNR and the PHY modes, the optimal packet size L* that

maximizes the goodput is computed as = | / /
v
LHeade'r 1 i 4 LHeader 2
¥ — g (LHeader)2 — b( —) (26)

— ) _In(1 - P,
whereb isthe numbef{ Its per syxmbol and £, 1sthe probability of symbol error,
which depends on the

"vl,atype"an_d link SNR.

vy_lrel';eé; video transmission, the maximum number
tféqféané?t%ctuany beoo and is bounded by the delay
deadline Deadline. The optimizeddimit number of retransmission for packet j at MAC

Sincein the delay-€c

nalely
layer is computed by: F_ 4{':*.
ST 4
Déadliie — Y L Ratepry + Time,)
. £ (2.7)
maz,opRgSET k=1 =)
/ "._,J'i - L;pt/RCLtGPHY 4F f@[}l@o

where |-]| is the-floor operation. T'ime, is timing overhead for 802.11 MAC
protocol.

Besides optima MAC retry limit for‘each"packet ‘given ‘the maximum available
bit rate,.the maximum tolerable delay,.and the expérienced bit error rate is calculated,
in[25], aclassifierisusedto assignifig aretry limit to each'packet such-that the expected
overall distortion is minimized.

In above works, the problem of cross-layer optimization is considered in isola-
tion, at each wireless station (WSTA). However, in wireless multimedia transmission
systems, the cross-layer strategies adopted by the various WSTAs impact other compet-
ing stations. If aWSTA is adapting its transmission strategy, the delay and throughput
of the competing stations are effected and, as a consequence, they may need to adjust
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their own strategies. In [26], time fairness tries to deal with the problem by allocating
each WSTA afair share of time, which is proportional to the requirements mentioned
in TSPEC, rather than guaranteeing a specific bandwidth. This proportional time allo-
cation removes part of the unfairness resulting from the deployment of differnet cross-
layer strategies by the various WSTASs. The time allocated to the stream 7 and j can be
defined

(2.8)

¢ isthe weight of vided : inatimeinterval (t, ).

Tl
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CHAPTER 11

Adaptive FMO Based on Error Propagation for Error
Resilient H.264 Video Coding

J
In this chapter, we propose an error resi ||ence{$§beme for wireless video transmission
based on adaptive FMO aneiintra refresh. FMO-explicit map is generated frame-by-

_—p—-’
frame using prior inforr@pﬁ:"
and burst sectionsin the

1is information involves estimated locations of guard

and estimated effect of error propagation (EEP) from

the previous frame to the'C wftame. In addition, the role of the current frame

in propagating error t0 the next rame |s\\)alao considered. Suitable intra refresh rate
which adapts to channel siate 's uséd to- f‘éduce the dependency between frames and

thus can stop the effect ror prbpagatfg] The results in experiments show that
the proposed method gains somie 1mprovei't-1’ent§ interms of peak signal to-noise rate

(PSNR) as compared to some other methodsftmhave not cons idered channel condition

and error propagatlon;;n_genetanng_EMO_map.—a j

The rest of thls ehapter is organized as follows: in Section 3. 1, we present the
effect of error propagatlon and literature reviews of prevlous works related to error
propagation. The praposed method:in focating and generating-explicit FMO map isin-
troduced in Section 3.2 and 3.3, appropriately. Finally, simulation results and discussion
are presentediinSecti on 34,

3.1 Introduction

In H.264, MBs can be grouped into slice groups. Structure of a slice group consists of
a resynchronization marker, a header field and a series of coded macroblocks in raster
scan order. Each MB is coded in order: Motion estimation and compensation (inter
coding), discrete cosine transform, quantization and entropy coding. In H.264, variable

length code (VLC) [27] is used in entropy coding. One serious drawback of VLC is
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. Encoder Decoder

Figure 3.1: Simple dod?: structure of H.264

a_,.:-’
that they are sensitive to transmlsson errors. Anerrorin asequence of VLC may cause

the bit stream to lose syW'
'l é,dwod ] sequenced. Thus, if aMB is error, the rest of

tion aLd fall to decode subsequence codes correctly,

leading to error propagati

MBsin the slice groups

While DCT is used | eeodter thgﬂexpl oit spatial redundancy, inter frame pre-
diction is used to exploit _rrJa!;_ redunfqe}ncy to achieve a high compression ratio.
However, the disadvantage thigtﬁchnidﬁgis inter-frame error propagation. To un-
derstand the effect inter-frame éo _propagét’"mn" to overall performance of hybrid video
coding, consider the s mphﬁedeodec structurie-in-Flg 3.1. At the encoder, the original

A
frame f,, is predlcted D

- z:&ajhe and the prediction error
e, 1S transmitted over the channel. Assume that there iserror on frame n , where the
signal u,, is added to tﬁé prediction error ¢,,. At the recé?(/er, because of channel error,
the output of decodier i§different fram the output of decoder et the transmitter, e,, # ¢,,.
However, due tdithe recursive structure of the decoder, not only the received frame f,, is
error butalsoithe fallowing frameSare@rror. fAS theresult ftheerrani nitransmission will
be propagated to the next frames in group of pictures (GOP) until resynchronization
bits of the next GOP are inserted in bit stream.

In recent years, there are many researches proposing model for inter-frame error
propagation. In [28], by analyzing the effects of error propagation, it provides useful
indicator such that appropriate intra refresh rate is determined to minimize the effect
of errors. Reyes et al. [29] presented a corruption model for error propagation by us-

ing Markov model, which takes into account the parameters that characterize spatial
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resilience, temporal resilience, and the source rate. Base on this model, the bit rate
is alocated optimally to minimize distortion in video. In [30], authors estimated the
packet-level error propagation. This measurement is taken as the estimation of the
packet loss impact value of each packet. According to the packet-level loss estimation
and the feedback information from ARQ, packets are assigned an appropriate prior-
ity. Based on the packet’s loss impaci, ithe lower priority packets will be dropped to
save bandwidth to retransmit the importah{»{ ost/',packets under a retransmission delay
constraint. In [31], [32], authors develgped afs'tjgt-i’stigal model to describe the overall
behavior of the channel. distortion_The rnethod recursively computes the total decoder

distortion at pixel Iev:?’iﬁl 0 achJrater accountfor spatial and temporal error

propagation. The esti Isiortion is fpg,egrated Into arate-distortion framework for

optimal switching bet intr, " divg and i nter-codi Ng modes per macrobl ocks.

#

Thereisaso approach us g]oipt ) Jrc'e channel rate-distortion analysis. In[33],
some MBs with higher chann dis'tf'c):r'tion 'iii:‘a'i‘rame have been selected to be forcedly

intra-coded. All the MBsin, egu"rrént framé?wﬂl be mapped to two slice groups: slice

group 0 and slice group 1. The.ifitra MBs willsbe assigned into slice group 0 and the
et et Lfd

N

inter MBsinto slice group 1. Obvi bljsly, slicegroup 0 has gfhjgher importance than slice

group 1. And thus, sl:ée group O is protected by using a;s_gtri)nger Reed Solomon code.
Similarly, to generate EMO map, in [34], MBsfirst are dispersed into two slice groups
(SG1 and SG2) and both sliee groups are further splitted into more SGs according to
the impact factor of-MBs: Intorder to.make more efficient use off FEC, MBswith similar
impact factors are grouped into the Same slice graup. In this workj.k-means clustering
algorithm is used to classify MB& TFhe k-means clystering classified this given data set
into a certain number of clusters (assume k clusters) with a distance as far away from
each other as possible. Each MB isregarded as a single data point and the impact factor
asits position in the coordinate axis for the algorithm. The k-means algorithm clusters
the impact factors of MBsinto several variable size subsets and generates a FMO table
accordingly.

In this work, we will consider the effects of error propagation and propose an

approach of how FMO map could be generated given considering error propagation



effects.

3.2 Locating Error Burst Positions

Assume that before encoding the current frame (n), encoder receives channel feedback
information containing position of error packets of the frame (n - 2). It is practical to
assume that the roundtrip delay in wireless p?works islessthan 100ms. Before encod-
ing the current frame (n), encoder recew&sé@nel feedback information containing
position of error packets oi the frame (n — 2) & ter-one-frame feedback delay. There

are some reasons why W {

feedback delay is set b. 0 the assu ptlon of the system that the roundtrip delay

hoo% this period for feedback delay in system. The

timeis less than 100 ms._J#For. ' hannel it rate of 82kbps and frame rate of 10fps,

the feedback of one frame is p ble Ne$erthelas the authors also evaluated the pro-

k defay Is’more than one frame, i.e., feedback delay =

.f)a-l L

posed method when th
2, 4 frames. The average P R val‘ues ofjpur seguences are shown in Fig. 3.2. In
summary, we found that th onger feedback’ dé[ay affects the decrease in PSNR value.
Because of propagatlon we sho,uld stop ertQﬁasiast as possible. Asshownin Fig.3.3,
if the feedback delaylitwo frames, the frame (n—2}and ﬁ(rame (n—1) will be affected
by error propagatlonéan be stopped sooner, at frame (n— 1) Thus, the system with
lower feedback delay would yield better performance.

Based on:feetlback i nfermation; encoderuses’Eq(2:45) te:estimate values L and
Ly of channel.aThese values are used for the whole transmission duration of current
frame (n) @nd frame (p =1 e=Then valuesof~Le~andylg @re updated when encoder
receives the next feedback information. To estimate the first locationof burst or guard
section in frame (n — 1), position of the last burst or guard section of frame (n — 2) is
used. If border between frame (n — 2) and frame (n — 1) isin aguard section (see Fig.
3.4), distance from thelast burst in frames (n—2) to thefirst burstinframe (n—1) is L
packets. Otherwise, if the border isin aburst section, the distance from the last guard
in frame (n — 2) to thefirst guard in frame (n — 1) is L packets. The next sectionsin

frame (n — 1) and frame (n) are estimated from the position of the first section.
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In this work, to validate the accuracy#ﬁ 7in lacating burst sections of wireless chan-

= -

nel, the estimated burst locations are compared with the aﬁtual burst locations of wire-

|

less channel which ane'_ generated from wireless channel SnJuIator [22]. Figure 3.5 and
3.6 show actual burst locations of wireless channel at different bit rates. For the data
rate of 32 kbps, the bit durétion is about 0.03'ms. For the data rate of 64 kbps, the bit
duration is 0.015 msand equal s to la.hdf lof 32/ kbps.' Howeverywith the same Doppler
frequency and threshold level, LCRand AFD of a:Rayleigh fading.signal are constant.
Thus, with the e Dopplerdreguengy. and threshold, the number of error bit in 64
kbps channel will be double that of 32 kbps channel. That why the burst length and
guard length (in packet) of 64 kbps is double the burst length of 32 kbps, the burst
length and guard length of 128 kbpsis double that of 64 kbps and so on.
However, because error patterns are unknown, system hasto use three-state Markov

model to predict locations of burst and guard section in channel. To validate the cor-

rectness of the proposed method, the accuracy in locating burst and guard section of
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Figure 3.4 l_i_ocatl ng burst and guard mo e current frame.

o

wireless channel is t&d. FTQGre . iIIustratg the estimation of burst and
guard locations for 100%rames of Akiyo Sequence in fast and slow fading. Figure
3.7(a) and 3. 8@ MV%J gt m: %LJ th C%J f]bﬂid guard sections when
transmitting Aklyo sequence over erfor channel. Figure 3.7(b) and.3.8(b) show the ac-

el 106 o it i bt e e i i it st

in[22]. q’he differences between actual locations and estimated locations include two

cases:

e A packet in the actual channel isin burst section but in the estimated channel, it

isin guard section.

e A packet in the actual channel isin guard section but in the estimated channel, it
isin burst section.
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Errar pattern in slowi fading channel with bitrate of 32kbps
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Figure 3.5: Error pattefis ofwireless chanpel simulatorin slow fading at different bit
rates. &
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Figure 3163 Error petterns of witelesschannel simulator ‘in fast Feding at different bit
rates.

The estimation mismatchesin the first case where the actual channel stateis good
do not have much affect to the result. Thus, we consider only the second case, i.e., a
channel stateisbad and encoder estimatesthat it isgood. Figure 3.7(c) and 3.8(c) shows
the second case only. The other comparison between actual and estimated channel

state at different bit rates are shown in Appendix A. For the data rate of 32 kbps, the
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Figure 3.8: Comparisqﬁuactu d estin ﬁfor " Akiyo” sequencein fast

fading, 32 kbps.
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constant Wlth the same Doppler frequency. Thus the number of error bit in 64 kbps

No error

channel will be double that of 32 kbps channel. Similarly, in Fig. A.3-A.6, the burst
length (in packet) of 256 kbps is double the burst length of 128 kbps, the burst length
of 128 kbps is double the burst length of 64 kbps and so on.

Table 3.1 showsthe percentage difference of four video sequences“Akiyo”, “ Fore-

man”, “Claire” and “Carphone’ in both slow and fast fading cases. The percentage
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differenceis calculated by

e
Py = .100% (3.1)

where P, isthe percentage difference. e isthe number of errorsin estimation. 7" is total

number of packet of avideo sequence.

Table 3.1: Percentage difference (P,) between estimated and actual locations of burst
and guard sections ‘

Akiyo Foreman="__Claire Carphone
Bitrate | Slowsi-Fast-t Slow | Fast{~Slew | Fast | Slow | Fast
32kbps | 28 527 4 5%, "3@2% 33 | 3.7 | 45
64 kbps 2 B 4020 131 24 24 | 34 | 36
128 kbps | 2. ﬂ 25] 43 .32 41| 21 | 33
256 kbps | «2.4 AF’ 4/3 205 [g52 |, 28 W59 | 22 | 37

s

3.3 Adaptive Explieit MO Maijéneratlon

‘;J_(

A
In this section, the |mportance of—an MB—ET—GﬁI mated from the distortion caused by

|

error propagation. After that, aﬁ expllut FN/I'O"map of tr}e current frame is generated

by mapping high mWWIWﬁWWWBS Jnto slice groups which are

transmitted in guard and burst sections appropriately. |

3.3.1 The Estimation of MB, knpartance

To estimate the'importance for an MB in the current frame, firstly, we estimate the
distortion &t that! M3 «Caused by efror-MBsiin the past frame. | Secondly, we measure
EEP caused by that MB to the next frame. Sum of distortion and EEP is considered as
the importance of that MB. Thisimportance in company with estimated burst locations
are taken into account to generate the FMO map and to decide inter/intra coding mode
for that MB. Figure 3.9 describes the error propagation from the past frame (n — 2) to
the current frame (n) and to the next frame (n + 1).

Compute the distortion at the frame (n — 1) caused by an error pixel in the frame

(n—2):
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Figure 3.9: Error propagation from the past frame to the next frame.

Assume that a pixel j mthe@“"/// plxel s intheframe (n — 2).

If the pixel sin th%L 2)ds m%decoder will copy the pixel s of

the frame (n — 3) with

method isused. Therefor

is computed as

D(s,j,n—1) =
if 7 isanintra coded pi
D(s,j,n—1)=0

frame (n — 1) is comp;jed_l

i
ﬂ‘iJEJ’JmmﬁWEJ’]ﬂ‘ﬁ >

Step 2: Compute distortion at the frame (n)€aused by an error pixel in the frame

- WITANNITUANRTINYIA Y

Assume?hat the pixel ¢ in the frame (n) refersto the pixel j in the frame (n — 1).
If the pixel j isinter coded, the distortion at the pixel 7 is computed as.
if j iserror:

D(jiisn) = || £(in) = £G,n = 1)] = [£G.m) = f(Gin = 2)]|
if 7 iserror-free:
D(j,i,n) = D(s,j,n—1)

(3.4)
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In conclusion, in the case pixel j is inter coded, the distortion at the pixel i is
computed as

DG ism) = a()|[£.n) = FGon = 1) = [G.n) = £Gon = 2)] [+ (1 = a()Dls,j.n = 1)
(3.5)
where () iserror probability pixel ;. ¢(7) depends on the error probability of packets

and the length in packets of the ‘H /f ixel j.
| isto @e Pixel i is computed as

If the pixel j is intrac

if jiserror:
D(j.i,n) =
if 7 iserror-fr

Step 3: Com %EEPatthefram : . pixel i in the frame (n):

To compute EEP fr __ through the current frame, all

MBsin the current fram

2 are coded in inter modein the pass. Assume that the pixel

i) w24 e R
"RARYRINTH UM INENTY ] s

where D(j,4,n) is computed as shown in Eq. (3.5) or Eq. (3.7) depending on coding
mode of the pixel j. The overall distortion propagated from pixel i in the current frame

(n) to the next frame (n + 1) is computed as

> D(ikn+1) (39)

ke{N}
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where N isthe number of pixelsin the frame (n + 1) which refer to the pixel  in the
current frame (n).
Step 4: Estimate the importance of an MB in the current frame:

The importance of the {** MB in the current frame is computed as

M M
Dy(n) = Zqo,z’,nHZI(i,n) (3.10)
i,j=1 i=1

W

where D(j,i,n) is computedin Eg. (3.5) or @ I(i,n) iscomputed in Eq. (3.9).
M isthe number of pixelSinan MB. Inthis ¢ase, M= 256.

;__ ’ =

3.3.2 Adaptive ExplicCit Map Generation :
Flow chart of algorithm iAg'an 'exéli‘c;:it FMO map for the current frameis shown

—

in Fig. 3.10. In thefirst ; I-,aM,les] the P frame are encoded in inter mode to
get motion vector andfurber: (?]‘ packetsﬁ(af ‘I}/I Bs. Inthe second pass, after getting
feedback information from decoder; Z: ar'ld;i‘]i_g are computed. After that, the positions
of burst and guard sections are pfed_l_cted fo@'&‘i@urrém frame. Based on theimportance
computed in Eq. (3.19), MBs-éFef:ééI ectedg‘fﬁ‘m a section until the total number of

- -
packets of selected MBs-equatsio-thetengii-oi-5 number of slice groupsin
P

T

b (3.11)

where [z] is the'smallest integer not less than z. IV, is the number of MBs selected
to fill im'a burst or'guard section. | For QCIF frames, to guarantee 99|MBs are fairly
distributed in 8 slice groups, the number of MBsin aslice group, -, isselected to 13. In
the guard section, some MBs with high importance are selected for intra coding mode.

The number of intraMBs in the guard section, Ny, IS computed as
Nintra - /\Nslg (312)

To balance the compression efficiency and the effect of error propagation, A is
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empirically selected to 2. According to Eq. (3.12), the number of intra MBs in frames
varies from O (if there is no guard section in transmission duration of frame) to 16 (if
the whole frame is transmitted within a guard section). Intra coded MBs are dispersed
into some slice groups in a guard section to reduce the number of lost intra coded MBs
in case channel prediction is not precise.

The algorithm is described throughy the following example: After the first pass,
motion vector and bit count of MBs are de(prgi Based on motion vector, bit count
and feedback information, |n the second d, pass, encoder estimates EEP values for MBs.
Figure 3.11 shows an ex‘ipri/e___off_blt CO]JI’I'[ and EEPef M Bs in frame 29th in " Akiyo”
" Order of EEP (Fig.3.12:a, we have appropriate bit-
H g 3—12-!9 and Fig.3.12-e. Figure 3.13 shows the es-

seguence.
After sorting in

count and id of MBs

timated locations of errgr b The nd uber of packets in frame 29th is 30 packets

and the first packet of fr [ 1480t‘h H ;deo sequence. Thefigure is extracted from

Fig.3.7-aand focus on off ront packet lnsbﬁh to packet 1510th.

In the next step, MBs are arrenged lnﬁ;g;.xard and burst sections asthe rule: MBs

I_‘__

with high EEP are arr,anged in guard sectlon unt|I the eur;{i of bitcount of frame fill up

the length of sectlonz& milarly, MBs with low EEP are Mged in burst sections. The
detail of algorithm is described as following: el

e The length ef the first guard, sestion=1s:800bits+(10,packets x 80 bit/packets).
Thus, MB;id(selected from top to bottom) 96,54, 92, - 32, 47,83 (yellow MBs
inFig~3.42-¢) with.thetotal, bitcount is Z690its (57 + 0+ 44'+9+ - -+ 17+ 84
=769 < 800, Fig:' 3.12-'p )'are put' into the first 'section.

e The length of next burst section is 560 bits (7 packets). Thus, MB id (selected
from bottom to top) 79, 78, 68,. . ., 99, 51 (red MBsin Fig. 3.12 - ¢) with the total
bitcountis524 (0+ 0+ 0+ .- + 46+ 85 =524 < 560, Fig. 3.12- b) are put into

this section.

e Thelength of the next guard section is 800 bits (10 packets). MB id 37, 50,72,. . .,
62, 22, 31 (green MBsin Fig. 3.12 - ¢) with the total bitcount is 790 bits ( 63 +
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61+182+ .- +29+ 17+ 0=790 < 800, Fig. 3.12- b) are put into this section.

e The rest of MB ids (magenta MBs in Fig. 3.12 - ¢) are put into the last guard

section.

e In a dlice group, if an MB is error, the rest of MBs in the slice group also is
error. Therefore, to reduce the nurpber of error MBs in a slice group, MBs in

J
each section are dispersed into two sméi):e}slice groups.

Finally we haveacompleted explieit FMO map with 8 slice groups shown in Fig.

3.14 ( MBsin adlice gmﬁwrted ‘n increasing order of 1D). Note that all above
- y

processing are compu  encoding the frame. After generating explicit FMO

map, macroblocks are engod a d“,trans'_mi’tted following 1D order as shown in FMO

map. _
1, the M B’s with high EEP value (yellow and magenta)

_-*)'n L)

M Bs withd Jvi EEPR value (green and red) are transmit-

With the above ar:
are transmitted in guard

ted in burst section. Therefore, {he Aumber. oﬂbiist important MBsis reduced.

J

A2 i J . =

34 Slmulatlon Results and Discussions
_ Yy

3.4.1 Experimental Setup iy

| <
S —

.k_ [l’—-\

]

In the study, wireless chamnels are simulatedfor video transmission using 2-ray Rayleigh
Fading channel 9] ... The block diagram of the wireless channel simulator and the sys-
tem parameters are shown in Fig. 28 and Table 2.6. One important wireless channel
simulater’s parameteris Dappler. frequency.: In this research, we areinterested to test
our technique in both slow fading channel, i.e., Doppler frequency = 1Hz, and fast fad-
ing channdl, i.e., Doppler frequency = 40Hz. We used H.264 reference software JM
9.2 [35] with baseline profile in ssmulation. Video sequencesin QCIF format (176x144
pixels/frame) are coded at 32kbps with a frame rate of 10fps. The following video se-
guences are used in the experiment: Akiyo, Foreman, Claire, and Carphone. At the

decoder, the non-motion compensated error concealment is used.
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Table 3.2: Comparison of Average PSNR (dB)

PSNR (dB) Akiyo Foreman Claire Carphone

Slow | Fast | Slow | Fast | Slow | Fast | Slow | Fast
No FMO 30.22 | 26.59 | 17.67 | 15.54 | 28.37 | 24.65 | 22.41 | 19.75
Bitcount 34.62 | 32.14 | 21.28 | 18.32 | 32.14 | 28.87 | 25.34 | 22.95
STI-FMO 33.75 | 30.7 | 21.56 | 18.37 | 32.20 | 28.94 | 25.55 | 22.45
Proposed method | 34.29 | 31.29 | 218 | 19.5 | 33.19 | 28.8 | 25.98 | 24.41
(no IR + no CP) 7
Proposed method | 35.02 | 32.71 | 23.8 _(}8.4 33.9 | 30.45 | 27.58 | 24.61
(noIR + CP) e

2 J

-

3.4.2  Simulation Resuf{z \

éffi cieney of using EEP as an indicator for FMO as

In this experiment, to evaldéat {t
well as the effectiven C el predsctlpn method, the proposed method is com-
pared to some other methads smg dn‘férent indicators, including bitcount [1] and
spatial-temporal indicator(ST) [7] More;(/}r‘ to validete the method of selecting MBs
for intra coding mode and omputmg mtrafeﬁésh rate, the proposed method is com-
pared to methods using fix intra refreﬁh ra;? {.EJR) [28] and random intra refresh rate

(RIR) [35]. In compadsons we use both subjective and oé ective measures. For objec-

tive measure, PSNR Tjsysed as the performance metric m-quantlfyl ng the effectiveness
of methods. “": -

Table 3.2;shews the average PSNR ofavi depjsequences) nithe scenario of slow and
fast fading channels. The simulation results show that the proposed method without
intra refreshe-and, channel prediction (no IR # po EP)gains higheraverage PSNR than
the conventional" methods. ‘Especialy, if compared to the'method ofnot using FMO,
the improvement of average PSNR isup to 5 dB. However, in some cases, PSNR of the
new method is lower. This is because the quality of measurements of video in terms
of PSNR depends solely on the locations of bit errors as well as the error conceal ment
method applied. In this experiment, simple non-motion compensated error conceal ment

is used, therefore we expect that the higher PSNR improvement can be achieved if

more sophisticated technique of error concealment is used in further study. Results
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show that the average PSNR is improved when channel prediction is applied to the
proposed method. This is because the number of lost important MBs is reduced when
the locations of burst and guard sections are estimated. However, in the fast fading case,
the improvement does not significantly increase in comparison with the case without
channel prediction. The reason is that channel prediction algorithm is more precise
in slow fading case. In fast fading case,there are more errors in locating burst and
guard sections. Therefore, the number of".f#{)a’/'j,mportant MBs in fast fading case is
higher than that in slow fading case.Fi gure 3.15;55&’ 8:16 show PSNR curve of Carphone
test sequence in the slowsand fast fadi Tg case, respectively. From the curves, it can

be observed that the a:?{;@R of tkwe proposed method is higher than the others.

This improvement is by us ng ar) accurate method in stopping the effect of

error propagation. Fugihermore, 'y estlmatl ng locations of burst and guard sections,

important MBs are put igeror- ee sectl J,s thusthe number of lost important MBsis

reduced. Consequently, the PSNR of the ne;/v method is increased.
Table 3.3 shows average P_SNR of \m-:iéo sequences when comparing proposed

-..a..

method using adaptive intra refrestTrate wnj%.ther methods using fix and random intra

‘-= =

refresh rate. In the flrs scene, the proposed method uses a(flx intra refresh rate without
channel prediction (HR + no CP). The fix intra refresh raﬂ:eJ IS 11 MBs per frame. The

results show that with.considering effect of error propagation from the current frame to
the next frame, the proposed method has higher average PSNR than the method used
in[28]. In [28], only errorsipropagated from the previous frame to the current frame
are taken into account. Conseguently, some MBs:in the current frame are skipped in
evaluating Importance because these MBs are not gnuch affectedsby error propagation
from the past frame. However, these MBs may cause a high distortion for the next
frame. Therefore, it is necessary to consider both effects of error propagation from the
previous frame to the current frame and from the current frame to the next frame. Inthe
second scene, the proposed method uses an adaptive intrarefresh rate with consideration
of channel prediction (AIR + CP). By locating the burst and guard sections, intra coded
MBs are more guaranteed than the other methods. Thus, average PSNR of proposed
method is higher.
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Table 3.3: Comparison of Average PSNR (dB)

PSNR (dB) Akiyo Foreman Claire Carphone
Slow | Fast | Slow | Fast | Slow | Fast | Slow | Fast
RIR 34.39 | 30.09 | 21.77 | 20.61 | 31.47 | 27.61 | 25.04 | 22.25
FIR 34.36 | 30.05 | 21.29 | 17.5 | 33.59 | 30.69 | 26.42 | 24.53

Proposed method | 34.05 | 31.85 | 22.49 | 19.16 | 32.6 | 30.78 | 27.39 | 23.87
(FIR + no CP)
Proposed method | 34.58 | 33.13 24.83 ¢ 19.9 | 33.08 | 31.63 | 28.39 | 26.15
(AIR + CP) /73
-~

= 9 —

Figure 3.17 and B@N

sequencein slow and fast

he PéﬂR curve of methods using “ Carphone” video

In the s&ow fading case, because of channel prediction

and adaptive intra refresn, t e ,SNR curve of the proposed method is higher than
that of “RIR” and “FlI
PSNR of “AIR + CP” i

(Fig. 3.18). However, the'r

incec annel pSQchtmn Islessprecisein fast fading, average

“+'~I R +ﬂno CPR’ from the frame 71 to the frame 100
Its m -T abl e‘%‘gshow thet the average PSNR of “AIR +
CP” isstill higher than the henmethods G@m@ansons between the proposed method
with some other methods at deferent blt rqt,esgze shown in Appendix B. We can see
that in slow fading caées (Fig.B.1-B.16), the proposed m m@%@d achieves higher average

PSNR in all bit rat%jhlowever this may be not truein the case of fast fading. Thisis

because in fast fadlng“The channel prediction is not as premse as the prediction in the
slow fading.

To furtherillustrate improvement of the proposed method, some frames from the
“Carphene’ ;test, seauence-are-extracted for comparison. Figuce,3.19,depicts qualities
of origina 49" frame of “Carphone’ sequence and the reconstructed frames from four
different methodsincluding “RIR”, “FIR”, “FIR + no CP” and “AIR + CP” in slow and
fast fading. It can be subjectively seen that the frame quality in “RIR” is severely af-
fected by error. However, in proposed method, this error can be substantially improved

by using intrarefresh and channel prediction.



3.5 Summary

In this chapter, we measured the effect of error propagation from the past frame to
the next frame. Based on the effect of error propagation, importance of MBs in the
current frame is estimated. We also use three-state Markov model to estimate locations

of burst in wireless channel. To reduce the number of lost important MBs, an explicit
erule: The high estimated importance
|tted in guard sections of channel.

The low estimated mpt@ ;@ groups which are transmitted

FMO map for the current framei

MBs are mapped into slice ¢

for generating FMO suchéés bitgount and-spatial- indicator, our method using
effect of error propagationthag dB highek inaverag . Comparing to some other

method using intrarefrésh tg stop error propagation random and fix intrarefresh,

ﬂ‘NB’JWElWﬁWﬂ']ﬂ‘i
ﬂW’]Mﬂ‘ﬁﬁUﬂmﬂﬂﬂ’mﬂ



Input:

- Number of packets of each MB in the
current frame from the first pass .
- Feedback information

v

- Sorting MBs of the current frame in
descend order of EEP.
- Estimating Lgand L g of the channel

1

Go to the next section

-

Y

Selecting MBs in
the list from
down to up

.v

Selecting MBs in
the list from up to
down

Arranging
selected MBs
into slice groups

s the last section o
the current frame ?

Output:
Slice group map of
the current frame

Figure 3.10: Flow chart of the proposed method.
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Figure 3.14: Explicit FMO map.



42 —+—No Loss

—&—No FMO

37 1

. | = Proposed method(no IR + CP)

—)'(—Prupasedrrlaifnd(mlR+ no CP)

22 4

17 4

ﬁ.' one” in slow fading.
|

‘* d method(no IR + no CP)
36 4 e —————— e P ot d method(no IR + CP)
g
231 1
o
o
&
225.
3

—+—Mo Loss

41 - —=—No FMO

" J - - | s
l
i - - - | O [ A O
e number

Figure 3.16: PSNR comparison of “Carphone’ in fast fading.

52



42 4

—+—NoLoss
i —=—No FMO
— -RIR
- - -FIR
a7 ‘ ——Proposed method (FIR + no CP
de : - Proposed method (AIR + CP)
& 32 -
2
& e /: h
il
2] ’b'r "\\
17
| m %\k pem e
Figure 3.17: V1501 ne” in slow fading.
|
——MNo Loss
41
a6 -

Average PSNR

1

Fi numk

Figure 3.18: PSNR comparison of “ Carphone” in fast fading.

53



R:2Z2.4dB

AT
(b) Comparison M

(c¢) Comparison in fast fading case
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CHAPTER IV

Adaptive FMO Using Cross-Layer Application-MAC
Layer Scheme

J
In this chapter, cross-layer scheme is used‘ie g@erate adaptive explicit FMO map for
the purpose of reducing paeket loss rate at quevesoi*802.11e MAC. We show that in

_,p—-’
the work using data pr" )P) [8] or the work without the use of adapting FMO,

when transmitting video ":.over wireless network supporting QoS, the capacity of

éffe’ctiiléiy The high priority queues are sometimes

empty; meanwhile the [ ,queu§ are elways inoverload. This effectiveness

results in unnecessary Oppl ng at fhe Iow priority. To minimize the number of
dropped packets, we proposg a rqetpod gféy;_r_all ng explicit FMO map based on feed-

back information from quelies *éi'ﬂ"M'AC |ag7’ S 8Bostl on overflow state at queues, the
order of encoding high and Iow,;mportant sl.fcef.gﬁoups in the current frame is decided.

By the adjustment Fl\/i_,o_map_ttame_by_trame,_tbeauumag ;prder of packets to queues
is changed. Con%queﬁtly, the arrival rate of packets te-queu& is changed to reduce
fullness at overflow queu&e It results in packet droppi ng rates at queue are decreased
and PSNR of propeséd method!is ificréased-comparing to ‘some previous methods.

The organiization of this chapter is as follows. Section 4.1 is literature review of
some previousworks. tn-this:seetion, we discusstheidisaslvantages of previous works
and suggest the method to overcome. In Section 4.2, the method to estimate overflow
state of queues at MAC layer is introduced. In Section 4.3, our proposed method to
generate adaptive FMO map is presented. The comparisons of proposed method to the
previous methods are described in Section 4.4. The results show that our proposed
scheme is effective in reducing the packet loss rate while improving the average PSNR

compared to the previous method. The conclusion is presented in Section 4.5.
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4.1 Introduction

Multimedia applications such as video streaming and telephony are becoming an im-
portant part of the network user experience and expectation. Asaresult, it isimportant
to support such applications in widespread broadband access networks such as 802.11
WLAN [36]. However, in this network, the resource management, adaptation, and pro-
tection strategies available in the lower Iayé/rs of the OS| stack are optimized without
explicitly considering the spegcific charactenstrcs.ef the multimedia applications. Con-
versely, multimedia compression.and sreami ng algorithms do not consider the mecha-
nisms provided by the | g’;ﬂ ts for error protection, scheduling, resource manage-
ment and so on [37]. TM isnh y 10 control. the parameters and operation
of each layer in conjunctj ti '"‘tpé‘othé'l;sj‘;to achieve optimum performance and avoid
There are many r clies focus cdzifjlthe Interaction between Application and

MAC layer with the objectiveto redﬁcethé'ﬁapketlossrate[S] [4]. In[3], amethod of

service degradation.

marking priority for each type ef"' deo pabketfé proposed. Based on data partitioning

scheme of H.264, adiceis divided-into threé”‘parts Parti Jt(l on A contains the most im-
.

portant information} e gther partitions. Partition B

(intra partition) carrlef' htra coded block pattern and tha coefficient. This partition is
more important than Partltl on C because thisinformation can stop further drift. Partition
C (inter partition) carries only‘inter.coded block pattern and inter coefficient. In addi-
tion to three partitions, H.264 bitstream includes the parameter set concept (PSC) and
instantaneds decading réfresh (FDR)PSC conta ns‘information.3uch as picture size,
display window, optiona coding modes employed, MB alocation map. IDR contains
only the intra picture where no data partitioning can be applied. At the NAL layer of
H.264, each NALU is considered as a packet that contains payload type, which is parti-
tion A, B or C of dlice. Inaddition, NALU includes an NAL header having Nal _Ref _Idc
(NRI) field. The NRI contains two bits that indicate the priority of the NALU payload,
where 11 is the highest transport priority, followed by 10, then by 01, and finally, 00
is the lowest. Accordingly, information of partition A obtains the highest priority and
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information of partition C obtains the lowest priority. At the IEEE 802.11e MAC layer,
therearefour classified queues. AC 3 correspondsto the highest priority, and ACO isthe
lowest. The PSC is mapped to the highest priority queue. The IDR and partition A are
mapped to the same category AC2 while partition B and C are mapped to AC1. AC 0
isused for best effort traffic. The architecture of systemisshown in Fig. 4.1. Although
this method achieves better performancges in terms of delays and lossrate than the actual
WLAN standard and its QoS enhancementiéet)anism, there exists some limitations.
Because the number of packeis of partiyon A‘i'§§r’nalvl while that of partition B and C

islarge. Thus, the capacity-of quete A(FZ may bein-available while the queue AC1 is

overload. Consequenti ?;s(as the urinec&esary packet dropping in the queue AC1.
[

In these cases, it is beti /f/ve pga,c‘ketsl_.ag.rivi ng AC1 can be mapped to AC2 to avoid

overload in ACL. f —
4 source .+ ’.5.«
Y] VJ'J

o d i [ )k 48

)—.
W Fi
Vi(éo y‘dinglayer L.J:f...

[ Slice | [ Slice | — =1 Shce | [Slice |-~ & [ Slice Type [NRI Valug
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Figure 4.1: Cross layer QoS architecture

To overcome the issue mentioned above, [4] proposes a method to balance traffics
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coming to queues. In this method, packets of video data are mapped into AC2, best
effort traffics are mapped to AC1 and ACO is spent for back ground traffic. Atthe MAC
layer, the first queue length of AC2 is checked and compared against a set of threshold
values. If the queue length is lower than the lower threshold, the video data is mapped
to AC2. But if the queue length is greater than the upper threshold, the video datais
directly mapped to lower priority queues 4 ACl and ACO.

In scalable video coding, video bit strém )s organized into separate layers based
on the delay deadlines of the various vjeo fraﬁgfe.g. |-, P- and B-frames). Based
on cross-layer application=MAC.iayer a}rchltecture [38], [23], [24] uses queue theory
to optimize the numb ansmlssef and packet Sizes for each video layers with

different QoS requir ) ticular the network queue and the MAC layer mon-

itor the overflow rate d‘t et-erreP rate. Using the information about state of

J !'

gueues, a suitable number of ret smiss S are given to achieve the lowest packet loss
rate. Meanwhile, authors prov; that*the packet’l'oss rate al so depends on the packet size.
Thus, the goal of the cross- ernptl mi zarén'ts to determine the optimal packet size

S

and maximum number of ti meﬁ each packa=ean be transmitted such that the expected

I-"-

video distortion is m| m mized under aglve delay constrai nt’s

In[39]- [40], diﬂ'_elrent FMO types are conducted to _fmel out which pattern provide
the best video quality for agiven packet |oss scenario, typical for WLAN environments.
The results show, that the” dispersed” FM O type provides the best PSNR for the case of
moderate packet!loss: However, with the best PSNR, this methiod just shows that "dis-
persed” FMO isgood for error concéal ment at deceder, not for cross#ayer optimization
betweenilayers a encoder. 1n©otherword, the EM© typelat application layer does not
affect to the lower layer in term of reducing packet lossrate. Therefore, in our proposed
method, based on information from MAC layer, FMO at application is created with
criterion of reducing the packet loss rate at queues of MAC layer.
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4.2 Overflow rate

At the MAC layer, packet losses occur due to two reasons. link erasures and queue
overload. In the scope of the thesis, we assume that link erasure is zero. The used
gueues are drop tail queue. Thus, the packet drop rate at the queues depends on the

arrival rate and service rate of queues. If the arrival rate is greater than the service rate,

the queue is occupied quickly b \ w s. If this state occurs for a long time,
queue is felt into full state e arrive e dropped. This state is overflow
f th ﬁ' 'J -
state of the queue. - b4 :
f -. \

In this work, we use.as mplifie 'basedonﬂuidmodel.LetLTbe

the link retry limit, and £ hethé hacke R) of the link (without retry),

) o
S X .
then the mean number o SIS ras \aﬁunﬂl it is either successfully
received or it reached its rgtrydimit'c " [41]:

s(Ly, Pe) = 1(1 = P.) + (L= P+ (L + )PY
1— Pl /o » (4.1
1-pP, F oEE
Let A be the arrival rate (packets/s): 10 odel, we calculate the overflow rate
as
(4.2)

Sslja Pe))‘

oo s B S AR SILIAR G s s v

occurs only whgi*‘ sA > C. By substituting Eq. 4.£i.nto Eq. 4.2, wsyave

PRIADIUNR NN Y

— PLr+1
e

(4.3)

A . . e .
, Where p(P,) = m isthe effective utilization factor of the link.
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4.3 Cross-layer MAC-Application-layer using Adaptive FMO and
Queuing Overflow Rate

For simplification, we assume that there are two queuesin MAC layer: AC1 and AC2.
The priority of AC2 is higher than the priority of AC1. Assuming that L, and P, are
constant, from Eq. 4.2 and 4.3, we can seethat p(L,, P.) ~ % Therefore, to reduce the
overflow rate of a queue, we should reduce t@ﬁ/arrival rate of that queue.

In video coding transmission without FM O, MBsin aframe are encoded in raster
scan order. Meanwhile, thedistributi on"df important MBsin aframeis amost random.
Figure 4.2 showstheimp /ttamce oi'M B$ in frame 10 of " akiyo” sequence. Numbersin
the table show the importanceof MBS m&he frame. Inthis case, the importance is mea-
sured by the residual ofyé At MB sreﬁdUaI error isequal to zero, MB is considered
“not important” and those é arei rﬁphégl t0 belong to background region of aframe.
More important MBs bélong to t_'_he_,w-‘rgglonrl_p_}“ | []terestl ng (ROI) of aframe. We can see
that, the order of moreim or'gént MBs andff_@gi mpartant MBs are interlaced. Thus, the
arriving rate of packetsto thg highTand Iow@éﬁty gueue is not able to be controlled.

:E .F'I .

— d

0y 0 0 0 0 0.Lo 0 0
000 4617 9367 4797- 0 0 0
0" 0 0 12687 17697 M7 "0 0 0
0 17 30567 22537 11207 2197 0 0
0 0

0
0 0 7897 22387 6847 3477 0
0 “0™ 1797 5107 “20237 15957 6787 7007 517
37 817 47 2297 11867 8127 4387 1637 4717
0 2507 3017 1577 “10927 5107 ' 2677 2827 8007

1247 2507 67 ¢ 67 6107 7527 4027 6097 1477

Figure 4.2: Importance of MBsin frame 10 of ”akiyo” sequence

To adjust the order of arrived packets, we can adjust the order of encoding MBsin
aframe by using explicit FMO map. Figure 4.3 shows the explicit FMO map and Fig.
4.4 is the importance of MBs arranged according to the FMO map appropriately. Ac-
cording to this FMO map, more important MBs (MBs in bold) are encoded first. After

that, the less important MBs (white MBs) are encoded. Therefore, the more impor-
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461 471 491 371 391 371 271 291 271 801 841
871 501 541 531 571 601 641 631 621 681 651
691 671 701 741 731 721 781 751 761 901 941
931 921 981 951 961 971 701 741 731 721 781
751 761 771 791 1 2 3 4 5 6 7
& 9 10 11 12 13 14 15 19 20 21
22 23 24 25 26 30 31 32 33 34 35
36 42 43 44 45, 46 47 48 53 54 55
56 57 58 66 67 7,78 79 88 89 99

Figure 4.3: Explicit-EMO map of framed0.of "akiyo” sequence

4617 9367 4797 42687 17697 7717 17 30567 22537 11207 2197
7897 22387 6847 3477 /(1797 5107 20237 15957 6787 7007 517
37 817 47 42297/ 11867 8127 4387 1637 4717 2507 3017
1577 10927 5107 2677 /2827 8007 1247 2507 67 67 6107
7527 4027 609741477, “0.. 0 0 0 0 0 0
0o 0 04 0 0%, 0 0 0 0 0
0 0 0 Jof =% 0" 0 0 0 0 0
0 0 0 0 ocel 0 0 0 0 0

T '1";

= b

Figure 4.4: The importance of M Bs after reagdngl ng in frame 10 of "akiyo” sequence

tant packets will be mapped into high priority queue fi rst. And then, the less important
packets are mapped into low priority queue. If we want flow of less important packets
arrives to low priority queuefirsty the EViQ:map isiconverted.<Fhe less important MBs
are encoded first, followed by the more important MBs.

Figure4.5describesthearchitecture of,system usingcross-layerscheme to gener-
ate explicit FMO map. In'this'system, ‘after encoding, flow-of video packets is mapped
into queue AC1 and queue AC2. After encoding each frame, the overflow state of two
gueues is sent to encoder. Based on this information, encode decides a FMO map for
the next frame to adapt with states of queues.

In case of overflow rate of queue ACL is higher than that of queue AC2, o1 > o3,
to reduce the arrival rate of packets coming to queue AC1, FMO map is generated in the
way such that the higher important M Bs are encoded before the lower important MBs.
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Figure 4.5: -Czb_glayer ar‘f1itecture of the proposed method

Therefore, the lower p K .lS' II come to queue ACL1 later than the higher

priority packets comin CZ m other word, the arrival rate )\ is decreased
and arrival rate A, isincr onsequebtly o1 1Sdecreased and o5 isincreased.
Incase of o, > 01, t@Teducet the arrwal rate of packets to queue AC2, FMO map
is converted. Thus the low |mp@ftant M_é’g_are encoded first. And thus the higher
priority packets will cometo queu&ACZ Iate&tﬁ%n the lower priority packets coming to

gueue AC1. Hence, |n the encod ng peri iod df a‘fl rst half ffame Ao IS decreased and A

isincreased. Con%q’tmy, o, isdecr and o, _é'é§ed

| T
4.4 Experiment Results -
44.1 Simulation‘setup

In this work, aframe is divided.into 8 slice grotips,, The highet important MBs are
contained ih four siice groups'and the'fower important MBS are contained in the other
four dlice groups. Each dlice group is contained in a packet. Asthe result, there are two
types of packets: the high priority packets containing the higher important slice groups
and the low priority packets containing the lower important slice groups as shown in
Fig. 4.4. The high priority packet is mapped into AC2 and the other is mapped into
AC1. The parameters of queues are shown in Table 4.1.

For the simulations, four video sequences Akiyo, Coastguard, Foreman and High-
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Table 4.1: Access Category at the MAC layer

Type Access Category Value
VoiceIP | AC3 (CWmin,CWmax,AIFSRL) | (7,15,2,4)

Video | AC2 (CWmin,CWmax,AIFSRL) | (15,31,2,4)
AC1 (CWmin,CWmax,AIFSRL) | (31,1023,3,4)
CBR,FTP | ACO (CWmin,CWmax,AIFSRL) | (31,1023,7,4)

J

Table 4.2: The number of video pac@ packet size of each method

Method = Frame | Packetnumber | Average video
" Gutiber packet size
Proposed method ™+ 100 \ 802 80 bit (64 Kbps),
(Adaptive FI\V /R 145 bit (128 kbps),
yI Y 410 bit (384 kbps)

Non-Adaptive E

2

~

Of 100 ~ =~ 1802 80 bit (64 kbps),
N \S é 145 bit (128 kbps),
%) 410 bit (384 kbps)

&l

Data Partition / / 100.. /| 867 (64 kbps), | 74 bit (64 kbps),

.+ 881 (128 kbps), | 133 bit (128 kbps),
E—— ;3;34 kbps) | 372 bit (384 kbps)

way are used. The% éequenceﬁ are coded at 20 fps with §|t rate of 64 kbps, 128 kbps
and 384 kbps. To ékéml ne the efficiency of the cross Iayér mechanism, we conduct

experiments over an 802.11e wireless LAN and implemented in network simulator
(NS2) [42] and-[43] ., knorder.to evaluate the.advantage of, the proposed method, the
proposed method is‘compared with'two other methods in'term of PSNR and packet 10ss
rate. The first method uses DP and the second.méthod uses non-adaptive FMO. In the
method using DP, packets of partition‘Avis mapped into queue’AC2 while partitions B
and C are mapped into queue ACL. In the method using non-adaptive FMO, aframeis
also divided into 8 slice groups including 4 higher important slice groups and 4 lower
important slice groups. However, without adaptability, high important slice groups are
always encoded first. Astheresult, the arrival rates of packets to queues are considered

as constant. Table 4.2 shows parameters of each method.



64

—+— length of AC2

— W —— — ','m,..",_lengmm'qm

M w = @ =~
L L 1 1 L 1 1

number of packets

Figure 4.6: Queue length.@i+the. method using Daia Partition with ”coastguard” se-
guence at 64kbps

)
4.42 Result analysis ;
a. Comparisons in queue length . /
Figure 4.6 describesithelength of qu"e’t'je’s} when transmitting partition B and par-
tition C. From these measurements it appears thaI AC1 (partition C) is always in full

state. While state of AC2 is not U%d effectlvely ThIS unbalance causes unnecessary in

-

packet dropping of ACl

Similarly, in method using FMO without adaptabllity (Flg 4.7), the arrival rates
of packetsto two queues are equal. However, the serverate of AC2 is greater than serve
rate of AC1. Thus, the state«of AC1 is awaysin full while the AC2 is occupied by a
small number of paekets.

Result in Fig. 4.8 shows that in the propesed method, begause of the change
of arrival traific depending on overflow. state of queue, the fullnessiof AC1 (for high
important packets) queue is reduced significantly. This is because when AC1 having
signal of overflow, the traffic of packets coming to queue isrelayed to AC2. Hence, the
packet drop rate of AC3 queue is reduced in the proposed method. Because of sharing
between two queues, the average length of AC2 in the proposed method is increased.
However, thisincrement is not significant therefore the drop rate of AC2 is not affected.

b. PSNR and Drop rate comparison

From Table 4.3-4.5, we can see that average PSNR of method using FM O without
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Figure 4.7: Queue length of.the'method using Nene-Adaptive FMO with ” coastguard”
sequence at 64 kbps
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Figure 4.8: Queue length of the proposed method using adaptive FMO with ” coast-
guard” sequence at 64 kbps

adaptability is the lowest; the following is the method using DP. The proposed method
with adaptive FM O has the highest average PSNR. The fmprovement is up to about
6dB compared to the method using FMO without adaptability and up to about 4dB
compared to the method using DP. These improvements are explained by packet drop

rate at queues shown in Table 4.6-4.11:

e The drop rates at both queues of method using FMO without adaptability are
always the highest. Because the number of low and high priority packets are

amost the same. In addition, the arrival rate of these packets to queues is con-
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stant. Therefore, the drop rates at both queues are high, especially at the queue
AC1. For example, as shown in Table 4.7 and 4.8, the drop rate of "akiyo” se-
guence with 64kbpsat AC2is0.034 (greater than 0.0 of the method using DP and
0.014 of the proposed method) meanwhile at AC1is0.25 (greater than 0.24 of the
method using DP and 0.02 of the proposed method). Consequently, the average

PSNR of this method is the lowest. |
/

e The drop rate at AC2 of method usi ﬁgﬁf)s the lowest because the number of
packetsin partitionB is_ very smalf’ However,—t-he drop rate at ACL1 of this method
is higher than tha@e/w{) osaimethod. Because in a dlice groups, the parti-
tion C ismajor. ThusSthe aumber bf packets in partition C is larger than that of

partition A and B. Bec > Of unb‘alance Inusing queue capacity, the drop rate

in AC1 is very highs€omp, mg to t\k}e-drop rate at AC2. For example, drop rate
at AC1 of the method usi g DP in ”'éklyo” sequence with 64kbps is 0.32 (much
f thlgmethQprnd 0.02'a ACL1 of the proposed method).

However, compared t0 drop r-_aie at A(ﬁ_ef:‘the method using FM O without adapt-

greater than 0.0 at AC

ability, the drop rate a-ACL of methgcrua-ﬂg DP is dtill smaller. Furthermore,
A
the important'packets.é

avi=g

2 : d. jl'hus, the average PSNR of
this method isv‘hi{:jher than that of the method usi ngfle O without adaptability.

| <
S —

e Meanwhile, the dropsates at both queues of the proposed method are rather fair
and small.| For example, thedrop rates at Both queues of " akiyo” sequence with
64kbps are 0.014 and 0.02, appropriately. 1t shows that the balance in dispatching

trafficSto queues,isimpartant.

Table4.10-4.12 show the number of undecodable MBsin each method. Undecod-
able MB is MB which can not be received by decoder because the packet containing
this MB is dropped at MAC layer of transmitter. To reconstruct these lost MBs, the

colocated MBs of the previous frame are copied. The results show that:

e The higher bitrate is, the larger number of undecodable MBsis. Thisis because

of the packet size in high bitrate is larger than packet size in low bitrate. Thus,
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the queues in the case of high bitrate are full more quickly than in the case of low

bitrate.

e Because of low dropping rate, the proposed method has the lowest number of
undecodable MBs.

Figure 4.9 and 4.10 shows subjective evaluations of the video quality for "akiyo” and

" coastguard” sequence of our pre nethog pared to the other methods.

] ]
AULINENINYINT
ARIAATAUNNIING A Y



Table 4.3: Average PSNR comparison of three methods at 64 kbps

Data partition | None-Adaptive FMO | Adaptive FMO
akiyo 38.52 37.38 42.60
coastguard 25.15 25.95 28.49
foreman 32.30 27.38 40.33
highway 38.99 30.88 36.72
Table 4.4: Aver R col ariiw&e methods at 128 kbps
' T——
O | Adaptive FMO
akiyo ~ 43.81
coastguard - 27.49
foreman 4 ) 4 29.56
highway 3 - 35.13
NG
i
e
il
Table 4.5: Average PSNR'« r of methods at 384 kbps

T
P gl - d

Data partition Ni
akiyo £
coastguar I

foreman
highway |
o

tive FMO | Adaptive FMO
- 36.78
= 22.45
25.81
29.64
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Table 4.6: Drop rate comparison at AC2 queue of three methods with 64 kbps

Data partition | None-Adaptive FMO | Adaptive FMO
akiyo 0.0 0.034 0.014
coastguard 0.0 0.027 0.017
foreman 0.003 0.017 0.0
highway 0.0 0.027 0.005
\ ‘ | \
2
Table 4.7: Drop rate co% at AC{&# three methods with 64 kbps
ition |, None-Adapiive FMO | Adaptive FMO
akiyo /1 RN 0.02
coastguard y// Yo 0.03
foreman ‘ . |47 \ 0.01
highway 0.02
Table 4.8: Drop rate Co eue of three methods with 128 kbps
Adaptive FMO
akiyo | 0.004
coastguard. |2 { y 0.014
foreman ./ . . | 0.007
highway A 1 0.024

Table 4.9: Qpp rate comparison at AC1 queue 0 thre;r meaods with 128 kbps
¢
't

= s
NI 5 R 1% TREPIEFVO
| Takiyo 7 ¥ 102397 103 T0T01025
‘coastguard 0.178 0.285 0.03
foreman 0.212 0.287 0.017
highway 0.206 0.242 0.078




Table 4.10: Drop rate comparison at AC2 queue of three methods with 384 kbps

Data partition | None-Adaptive FMO | Adaptive FMO
akiyo 0.0 0.044 0.027
coastguard 0.005 0.07 0.07
foreman 0.002 0.084 0.074
highway 0.012 0.057 0.078
Table 4.11: Drop rate ce (@three methods with 384 kbps
itition | N m:’_"‘ﬁf O | Adaptive FMO
akiyo 0 /'//7 L\ 0860 0.18
coustqurd |_gCff) 3 NOERS 03
foreman O3 f [ 5 4,046, 0.27
highway lillg b NG 0.27
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Table 4.12: Number of undecodable MBs of three methods with 64 kbps

Data partition | None-Adaptive FMO | Adaptive FMO
akiyo 603 861 214
coastguard 452 831 138
foreman 669 949 39
highway 703 89

Table 4.13: Numb
lone-AdaptiVe FMO | Adaptive FMO
akiyo /“‘Q\\‘@ 119 114
coastguard 103
foreman 51
highway 306

Table 4.14: Number of nde&’ééﬁ
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fiaid, -a""

Data partM -NoH
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highway
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S 0

ree methods with 384 kbps
|
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Original Data partitioning: 37 8dB

ﬂuﬁawaw§WS1ﬂﬁ

Fb@ W1thout adaptab111ty 23.2dB Adaptlve FMO: 28.4dB

Figure 4.10: Subjective evaluation for the ” Coastguard” sequence frame 60
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CHAPTER V

Conclusions and Future Works

In this dissertatation, we present a new me]',hod for error resilient video coding by us-
ing adaptive FM O when transmitting video’ ovgwj'ér_;or prone environment like wireless

channel. - 9 2

In chapter 111, thetﬁ'}ﬁﬁt

burst and guard sections |

Markov model is used to estimate the locations of

“ nel In&addmon the 1mportance of MB is measured

based on effect of error pre ‘W|th the predicted information of channel, impor-

tant MBs are arrangediinto guard s tlons‘?nd unimportant MBs are arranged into burst
sections. Moreover, w.

refresh rate is selected b

dermg mter frame error propagation, a suitable intra

.f)a-l L

n the éhannd jstate to reduce the effect of error propaga-

tion. Experimental results snow: that oulr. proposed method gains some improvementsin
terms of PSNR as compared to. some conven]lonal_methods that have not taken channel
condition and error .,prbpagatl oninto considerationin genéatmg FMO map.

Another methodjus ng adaptive FMO map is proposég in chapter V. In this chap-
ter, the meffectlvene%‘rn using queues at MAC layer of Some previous method is ana-
lyzed by usingdropping riete; | n these methedsyvideopackets are classified and mapped
into queues depending ©on importarce of packets. "However, the inflexibility in map-
ping algorithm.results in the unbalance inusing, gueues, At,sometimes; higher priority
gueues is avail ablewhile the other quetieistull. Fromthistimitatton, anew method us-
ing cross-layer approach is proposed to reduce dropping packet rate, based on feedback
information from queues at MAC layer of WLAN 802.11e standard, encoder changes
FMO map in such that the arrival rate of packets is changed following the overflow
rate of queues. In particular, video packets are also classified into two types of priority
and mapped into two queues at MAC layer. However, the overflow rate of queues are

tracked by encoder. If overflow rate of a queue is high, the arrival rate of packets to



74

that queue is adjusted by changing FMO map. Therefore, the arrival rate of packets
to queues are adaptive with fullness of queues. The proposed method is compared to
the method using data partitioning and the method using FM O without adaptivity. The
results show that the proposed method is effective in reducing the packet dropping rate
and can improve the PSNR up to 5 dB. Subjective evaluations also show an overal

\ pti @ this dessertation improve qual-
ity of video image significa mpari other methods for error resilient

arwg '
— - T——
in video coding. Howeve

h directions in error resilient
in wireless video trans lude improving the wireless
channel model to bette el condition, improving al-
gorithm for generating performance. In additional,
error concealment sche to increase error-proof abil-

ity of system.
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APPENDIX A

Estimated burst section location

T T
Errar - ’—| N
Mo Errar : L . L . L
500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500
Fagket

Actual burst séctioh locations
T T T T T T T T T

| ’_L_,_‘ H ’—I ’_ _
Mo Errap

L L . L L 1
500 1000 1200 2000 2500 3000 3500 4000 4500 5000 5500

Fackst
T
| I’r

1 1 il il | L 1
1800 2000 2600 3000 3500 4000 4500 5000 5500
FPacket

Error in estimation
T ! I T T T T T

Errar - I
Mo Errar

L
500 1000

Figure A.1: Comparisonactual and &stimatéd channel state for "Akiyo” sequence in
slow fading, 64 kbps.

Estimated burst section location
T T

T T T
. I‘I“I I I i n“‘l |" ||“ } | Ii |H I" |
Mo Error | | | | | ” |
500

1000 1500 2000 2500 3000 3500 4000 4500 5000 5500
Packet

Actdal burstsection locations

Errar

e Errop
500 1000 1500 2000 2500 Juoo 3500 4000 4500 S000 9500

Packet

Error in estimation

T T T T T T
Error_||||I “ I|I| | ||| ||||l|| | ||||||||| |
Mo Errar - -
4o

] 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500
Packet

Figure A.2: Comparison actual and estimated channel state for ” Akiyo” sequence in
fast fading, 64 kbps.



82

Estimated burst section location
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Estimated burst section location
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APPENDIX B

Akiyo, slow fading
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Foreman, slow fading
27 4
— 25 1
m
Tz
& 23
7]
o
1]
o 21 4
e
@
>
< 19 -
\ *--.
1 \ \‘
////éhl\ \\\

Figure B.5: PSNR coflpafis f“ 3

- &
&JE.V,_
mid‘

fﬁ%ﬁ@”
G D

e —

I
- —-

ed method (no IR + CP)
ed method (no IR + no CP)

256

fading at different bit rates.

25
‘a o
2 ! I - .
€, 3 - _ L .
3 =T EEETT
Y @I ‘NM’T}Vﬂ')ﬁQ
q (3 . — —&—Proposed metho
< 47 L.t —>— Proposed method noR+no
‘_f - == ST'
as —o - Bitcount
+ —+ - No FMO
15 T T L) T
32 64 Bit rate (kbps) 128 256

Figure B.6: PSNR comparison of “Foreman” in slow fading at different bit rates.

86



Foreman, slow fading
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Claire, slow fading
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