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CHAPTER I

INTRODUCTION

1.1 Motivation and Problem Statement

Video is one of the most popular types of media in several applications. However, with

a large amount of data in raw video, the transmission of uncompressed video through

networks such as the current internet is impossible. In addition, storage devices such as

Compact Disk (CD), Digital Versatile Disk (DVD) can only store a few seconds of raw

video at television-quality resolution and frame rate. Therefore, a good compression

algorithm for video coding is as important as ever.

Nonetheless, compressed video often experiences errors when transmitting through

communication channel, especially wireless channels. Hence, the decoded video qual-

ity is bound to suffer dramatically at high channel bit error ratios (BER). This quality

degradation is exacerbated when no error resilient mechanism is employed to reduce

the effects of error-prone environment. A single bit error that happens in a coded video

stream could lead to disastrous quality deterioration for extended periods of time. More-

over, the temporal and spatial predictions used in most of the video coding standards

today make the compressed video stream become more vulnerable to channel errors.

This vulnerability is represented by the rapid propagation of errors in both time and

space and the quick degradation of the reconstructed video quality.

To mitigate the effects of channel errors on decoded video quality, error-resilient

mechanisms are added to advance video coding standards like H.264/AVC. These stan-

dards are equipped with a wide range of error-resilience tools such as flexible mac-

roblock ordering (FMO), scalability, data partitioning, redundant slices, etc.

In this thesis, we investigate wireless video transmission quality and propose

error-resilient video coding method utilizing FMO tools in H.264/AVC video coding

standard to improve video quality. In video compression standards, macroblocks (MBs)
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are processed and transmitted in raster-scan order, starting from the top-left corner of

the image to the bottom right. In this case, if an MB is lost, this usually results in the

loss of neighboring area in a single frame. In order to provide a more flexible transmis-

sion order of MBs in a frame in H.264/AVC, FMO allows MBs to be mapped into slice

groups. Each slice group can be divided in several slices and a slice can also be de-

coded independently. An identification number for each MB is given by a macroblock

allocation map (MBAmap) to specify which slice groups MB belong to. Therefore,

MBs may be transmitted out of raster-scan order in a flexible and efficient way. For ex-

ample, by using FMO, spatially collocated image areas can be interleaved in different

slices. In case of a MB is lost, the neighboring MBs are still available in other error-free

slices. This is useful for decoder in concealment when using the availability of correctly

received neighbor MBs to conceal a lost MB.

To generate an FMO, initially, an importance indicator for MBs is selected. There

are some researches using bitcount [1], MB PSNR [2] as indicator. After that, based on

importance, MBs are mapped into slice groups in a specified way to create FMO map.

In the method using FMO tool, two-pass scheme is used. In the first pass, all frames are

encoded to estimate the importance value for MBs. In the second pass, the frames are

encoded again with explicit FMO map generated in the first pass. Thus, this method is

applied for video streaming applications such as video-on-demand, video news archive.

In these applications, video sequences are encoded in advance in the fist pass to ex-

tract some necessary parameters of video sequence including motion vector, bitcount,

PSNR, etc. These parameters are stored in database. When an end-user requests a

video sequence, encoder carries out encoding the requested raw video sequence with

appropriate data from database.

In this research, distortion of error propagation is used because this is one of

causes making the degradation of video quality. In video coding, to exploit the tem-

poral redundancy between successive frames of video sequence, motion compensated

prediction is used. Because of dependence between frames in this method, the error is

spread from one frame to the next frame if that frame is error while transmitting over

communication channel. Thus, measuring the distortion of error propagation from the
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past frame to the current frame is necessary in evaluating the effect of this error type.

To stop error propagation, intra coding mode is used. In video coding, each MB

may be encoded in one of two coding modes: inter-mode and intra-mode. In inter-

mode, the MB is first ”predicted” from the previously decoded frame via motion com-

pensation. Then the prediction error, or residue, is transform-coded. In intra-mode, the

original MB data are transform-coded directly without prediction. Although operation

in inter-mode generally achieves higher compression efficiency, it is more sensitive to

channel errors as the dependence between frames. If an MB is error while transmitting

over error-prone channel, the MBs referring to the error MB in the next frame are also

error. Thus, to stop error propagation, intra-mode should be applied to MBs referring

to error MBs.

However, there are some issues when using intra coding mode. Firstly, intra-mode

consumes more bit than inter-mode. Therefore, the number of intra MBs in the current

frame may affect to the quality of the next frames in a same group of pictures (GOP).

In H.264/AVC, before encoding a GOP, the total number of bits allocated for this GOP

is estimated. If a frame with too many intra coded MBs may drain bits in total, the

bits left to the next frames will be exhausted. As a result, the quality of video in the

next frames may not be guaranteed. Hence, a suitable number of intra MBs in a frame

is necessary to reduce the effect of error propagation while not affect to compression

efficiency. Secondly, beside intra refresh rate, the distribution of intra MBs in slice

groups is also considered. If intra MBs concentrate densely in a slice group, the target

bit allocated to slice groups will not be equal, as the result, the quality of slice groups

are not uniform. Thus, intra MBs should be dispersed in all slice groups by using FMO

tool to avoid losing important MBs in the worse case of channel.

Beside the error-resilient methods, cross-layer schemes also are investigated in

this study. The characteristics of real-time multimedia applications are high bandwidth

consuming and very stringent in delay constraint. Unlike file transfers, real-time multi-

media applications do not require a complete insulation from packet losses, but rather

require the Application (APP) layer to cooperate with the lower layers to select the opti-

mal wireless transmission strategy that maximizes the multimedia performance. Thus,
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in order to address multimedia support over wireless network, the resource manage-

ment, adaptation, and protection strategies available in the lower layers such as Physi-

cal layer, Medium Access Control (MAC) layer, and Network/Transport layer are opti-

mized with considering the specific characteristics of the multimedia applications.

In the previous researches using cross-layer approach [3], [4], packets are classi-

fied at Application layer and mapped into queues with different priorities at MAC layer.

In these methods, although important packets are protected from dropping, high priority

queues are not used effectively. With the higher priority, these queues are usually empty

while the lower priority queues have to drop packets because of fullness. The unbalance

in using queues causes to the unnecessary dropping packet at the lower priority queues.

In this research, by using APP-centric approach in the proposed method, the APP

layer optimizes the parameters of MAC layer based on the requirements from MAC

layer. In particularly, the overflow state of queues at MAC layer is monitored by video

encoder. Depend on the state of queues, FMO map is changed to adapt with the fullness

state of queues. Thus, the dropping packet rate at queues is decreased.

1.2 Research Contributions

The main contribution in this research is to propose an error resilience framework con-

sidering channel prediction to generate an adaptive explicit FMO map and adopting

suitable intra refresh rate for H.264 video transmission. We propose a method using

three-state Markov model to estimate channel state. Initially, based on feedback in-

formation from decoded frames, average burst length (ABL) and average guard length

(AGL) of channel are computed. After that, error bursts in channel at transmission pe-

riod of the current frame are predicted. In addition, a technique is introduced to evaluate

the importance of MBs based on error propagation between frames. Finally, an explicit

FMO map of the current frame is generated as the rule: MBs with low importance are

arranged in slice groups which are transmitted in error burst sections and MBs with

high importance are transmitted in error-free sections. To reduce the number of lost

important MBs, MBs are scattered into some slice groups. Furthermore, with the esti-
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mated information channel state, a suitable intra refresh rate is computed to stop error

propagation.

In the second proposed method, joint Application-MAC cross-layer mechanism is

used to generate explicit FMO map for H.264 video transmission over an IEEE 802.11e

wireless network. In cross-layer approach, FMO map of each frame is generated at

encoder by using information from queues of MAC layer. In particular, a frame of video

is divided into slice groups including high important and low important slice groups. In

case of light network traffic load, the low important slice groups are encoded first and

mapped into low priority queue. After that, the high important slice groups are encoded

and mapped into high priority queue. However, in case of heavy network traffic load,

the congestion happens and results in the overflow state at queues. Because of different

priority in queues, high priority queues usually are in light load state while low priority

queues are in over load state. To avoid unnecessary packet dropping at low priority

queues, FMO map is changed in the way that high important slice groups are encoded

and mapped to high priority queue first. Accordingly, the arrival rate of packets to the

low priority queue is reduced and thus dropping packet at this queue is decreased.

1.3 Thesis Organization

This thesis is organized into five chapters including this chapter. The following para-

graphs provide brief descriptions of the remaining chapter of this thesis.

Chapter 2 we discuss some basic video compression concepts, some background

about the H.264 video codec, some error resilient tools in H.264/AVC including FMO

especially. Some characteristics of wireless channel are also mentioned in this chapter.

Finally, a short summary of 802.11 wireless LAN standard is introduced.

Chapter 3 presents the first method using adaptive explicit FMO map to reduce

effect of error propagation in H.264 video coding. Results of the proposed method are

compared to some previous methods and are shown in this chapter.

Chapter 4 presents the second method using cross-layer mechanism to gener-

ate FMO map with target at reducing packet dropping at queues of MAC layer. The
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proposed method is applied to video transmission over 802.11e WLAN. Results and

analysis are shown of the method is shown in this chapter.

Chapter 5 includes conclusions and future works of the research.



CHAPTER II

BACKGROUND

In this chapter, some video compression concepts and the latest H.264/AVC video cod-

ing standard are introduced. Related to the main topic of this research, error resilient

tools and flexible macroblock ordering tool especially are discussed in the next section.

The characteristic of the wireless channel is presented to provide some basic under-

standing of the nature of error in fast and slow fading channel environment. Finally,

cross layer optimization is introduced.

2.1 Video Coding

2.1.1 Basic of video coding and standards

Compression is the process of compacting data into a smaller number of bits. Video

compression (video coding) is the process of compacting or condensing a digital video

sequence into a smaller number of bits. ’Raw’ or uncompressed digital video typically

requires a large bitrate and compression is necessary for practical storage and transmis-

sion of digital video.

Compression involves a complementary pair of systems, a compressor (encoder)

and a decompressor (decoder). The encoder converts the source data into a compressed

form prior to transmission or storage and the decoder converts the compressed form

back into a representation of the original video data. The encoder/decoder pair is often

described as a CODEC.

Video codec consists of some basic functional units such as prediction, motion

compensation, transformation, quantization, and entropy coding. A functional block

diagram of an encoder is shown in Fig. 2.1. The encoder consists of two dataflow

paths. The forward path deals with encoding a frame or field. The reconstruction path

deals with reconstructing a frame to form references for future predictions.
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Figure 2.1: Encoder structure of video codec.

Each picture in a progressive or interlaced video signal is represented by a frame

of pixels and in an interlaced video signal as fields. A frame consists of two fields,

a Top field and a Bottom field. A Top field captures the odd lines of a frame and a

Bottom field captures the even lines of a frame. Each frame/field is encoded by a video

encoder and finally transmitted as a bitstream to a receiver. Each frame is an encoded

video bitstream is identified by a frame number and similarly each coded field has an

associated picture order count.

An input frame is processed in units of macroblocks (MB). An MB is intra or inter

encoded. Typically all MBs in the first frame of a video sequence are intra coded. In in-

tra mode, the prediction signal for the current MB is formed from spatially neighboring

samples that have been previously encoded in the current slice. The prediction signal

is formed based on the chosen prediction mode which yields the least prediction error

or residual. Prediction residual is computed by subtracting the prediction signal from

the original samples. MBs of subsequent frames of a video sequence are inter coded

or intra coded which ever yields least prediction error between the original signal and

the predicted signal. Often, MBs of remaining frames are inter coded. In inter coding a

prediction signal is formed from a reference frame by motion compensation and motion
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estimation. Motion estimation will determine the motion vector which minimizes the

prediction error.

Motion compensation will apply the estimated motion vector displacement to the

reference picture to form the prediction signal, which is subtracted from the original

samples to yield a prediction error/residual. Motion vectors are encoded and transmitted

as side information. But encoding a motion vector of each MB partition or subpartition

will cost a significant number of bits. In order to save bits, motion vector prediction will

predict the motion vector of the current partition or sub partition based on the motion

vector information of neighboring partitions or sub partitions. Motion vector difference

between the current vector and the predicted vector is encoded and transmitted.

The residual signal is first transformed using DCT transform, and then scaled. The

scaled transformed coefficients are quantized and then entropy coded. Sophisticated

entropy coding schemes such as Context Adaptive Binary Arithmetic Coding (CABAC)

and Context Adaptive Variable Length Coding (CAVLC) are employed. The coded data

is transmitted as a bitstream.

The reconstruction path of the encoder is a mini decoder which deals with inverse

quantization and inverse transformation of quantized DCT coefficients. Inverse trans-

formed DCT coefficients will form the reconstructed residual signal which is then added

to the prediction signal already computed in the forward path of the encoder to form the

reconstructed MB. The reconstructed MB is filtered using a deblocking filter to reduce

blocking distortion, by smoothing the block edges threby improving the appearance of

a reconstructed frame. These frames are used as references for further prediction.

Decoder is very similar to the reconstruction path of Encoder. The Entropy de-

coder decodes the received bitstream to generate quantized DCT coefficients and forms

a prediction signal based on the received prediction modes and motion vector informa-

tion. The rest of the procedure is the same as the reconstruction path of the encoder.

The most important developments in video coding standards have been due to

two international standards bodies: the International Telecommunications Union (ITU)

and the International Standards Organization (ISO). The ITU has concentrated on stan-

dards to support real-time, two-way video communications. The group responsible for
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developing these standards is known as VCEG (Video Coding Experts Group) and has

issued:

• H.261 (1990): Video telephony over constant bit-rate channels, primarily aimed

at ISDN channels of 64kbps.

• H.263 (1995): Video telephony over circuit and packet switched networks, sup-

porting a range of channels from low bit rates (20-30kbps) to high bit rates (sev-

eral Mbps).

• H.263+ (1998), H.263++ (2001): Extensions to H.263 to support a wider range

of transmission scenarios and improved compression performance.

• H.26L: The project of the VCEG and the ISO/IEC Motion Picture Experts Group

(MPEG). The main goals of H.28L are a simple and straight forward video coding

design to achieve enhanced compression performance for “conversation” (video

telephony) and “non-conversational” (storage, broadcast, or streaming) applica-

tions.

In parallel with the ITU’s activities, the ISO has issued standards to support

storage and distribution applications. The two relevant groups are JPEG (Joint Pho-

tographic Experts Group) and MPEG (Moving Picture Experts Group) and they have

been responsible for:

• JPEG(1992): Compression of still images for storage purposes.

• MPEG-1 (1993): Compression of video and audio for storage and real-time play

back on CD-ROM (at a bit rate of 1.4Mbps).

• MPEG-2 (1995): Compression and transmission of video and audio programmes

for storage and broadcast applications.

• MPEG-4 (1998): Video and audio compression and transport for multimedia ter-

minals.
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Table 2.1: Comparison of H.264 to previous video codecs

Algorithm Characteristic MPEG2/H.263 H.264
Intra Prediction None Multi-direction, Multi-pattern

Coded Image Types I, B, P I, B, P, SP
Transform 8x8 DCT 4x4 DCT

Motion Estimation Blocks 16x16 16x16, 8x8, 4x4
Frame Distance for Prediction +/- 1 Unlimited forward/backward
Fractional Motion Estimation 1

2
Pixel 1

4
Pixel

Supported error resilient tools Just one method Providing many tools including:
using additional Flexible slice structured coding,

pictures Flexible MB ordering,
Arbitrary slice ordering,

Redundant pictures,
Data partitioning, SP/SI

synchronization/switching
pictures

• JPEG-2000 (2000): Compression of still images (featuring better compression

performance than the original JPEG standard).

2.1.2 H.264 video coding standard

H.264/AVC [5] is the latest video compression standard jointly developed by MPEG

and VCEG. H.264 is otherwise referred to MPEG-4 part 10. This new standard is far

superior to earlier video coding standards such as H.263 and MPEG-2, in terms of

compression efficiency. The efficiency is achieved by improving several function units

or blocks of the standards such as motion compression, inter prediction, intra prediction,

transformation, quantization and more importantly improved context adaptive entropy

coding techniques. Some advantages of H.264 compared to previous video codec such

as MPEG2, H.263 etc. are shown in Table 2.1.

Intraframe prediction:

H.264 exploits spatial redundancies better than MPEG-2 by allowing intraframe

prediction. An MB is coded as an intra MB when temporal prediction is impossible

(for the first frame of video) or inefficient (at scene changes). The prediction for the
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Figure 2.2: Intra prediction samples for 4x4 blocks

intra MB is determined using the neighboring pixels in the sam frame because they are

likely similar. An MB ca be coded as on 16x16, four 8x8, or sixteen 4x4 blocks. The

predictions for these blocks are determined using the weighted average of the pixels to

the left of and above the current block.

Figure 2.2(a) shows the neighboring pixels used to predict a 4x4 block. The cur-

rent block’s pixels (lowercase alphabet in the figure) are predicted using a weighted

average of the neighboring pixels (uppercase alphabet in the figure). The arrows in Fig.

2.2(b) indicate the direction of prediction in each mode. For mode 3-8, the predicted

samples are formed from a weighted average of the prediction samples A-M. For ex-

ample, if mode 4 is selected, the top right sample of MB (labeled “d” in Fig. 2.2(a)) is

predicted by round(B/4 + C/2 + D/4).

There are nine prediction modes for 4x4 and 8x8 block sizes and four prediction

modes for the 16x16 block.These intra prediction modes perform well when a picture

contains directional structures. The difference between the current and predicted blocks

is then encoded. With the intraframe prediction, the intra MBs can be encoded more

efficiently compared to MPEG-2, which doesn’t support intraframe prediction.

Interframe prediction:

The interframe prediction is the traditional motion compensated prediction sup-

ported by earlier MPEG video coding standards including MPEG-2. The H.264 extends

this several ways:

• Variable block sizes for motion compensation.

• Multiframe references for prediction.
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• Generalized B frame prediction.

• Use of B frames as references.

• Wighted prediction.

• Fractional pixel accuracy for motion vectors.

These extensions improve the coding performance and increase the complexity substan-

tially. The motion compensation of MBs in H.264 uses variable block sizes and motion

vectors with quarter-pixel resolution. An MB can be coded as one 16x16, two 16x8,

two 8x16, or for 8x8 blocks. Each 8x8 block can be in turn be coded as one 8x8, two

4x8, two 8x4, and four 4x4 sub blocks. An I frame can use as many as 16 difference

reference frames, and the actual number of reference frames is only constrained by the

buffer size in a particular profile and level.

2.1.3 Error resilience tools in H.264

When the compressed video bitstream is transmitted over a communication channel, it

is subjected to channel error. Generally, forward error correction (FEC) code is used for

protecting data. However, the FEC is only effective for random errors, but inadequate

in the case of burst errors. Thus, H.264/AVC provides some error resiliency schemes in

Video Coding Layer (VCL). These schemes includes:

Flexible Marcroblock Ordering (FMO): In this tool, picture can be partitioned

into regions (slice). Each slice can be independently decoded. The purpose of this tool

is stopping the propagation of errors between slices.

Arbitrary Slice Ordering (ASO): Since each slice is independently decodable,

slices can be sent and received out of order. This can improve end-to-end delay time on

certain networks.

Data Partitioning: In H.264/AVC data partitioning mode, each slice can be seg-

mented into header and motion information, intra information, and inter texture in-

formation by simply distributing the syntax elements to individual data units. These

information are mapped into three partitions A, B and C. Partition A contains header
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and motion information. Partition B contains intra information. The inter information is

mapped into partition C. If the partition A is lost, it is likely to be difficult or impossible

to reconstruct the slice. Partition B and C can be made to be independently decodable

and so a decoder may decode A and B only, or A and C only, lending flexibility in an

error-prone environment.

Redundant Pictures: A picture marked as “redundant” contains a redundant

representation of part or all of a coded picture. In normal operation, the decoder recon-

structs the frame from “primary” (nonredundant) pictures and discards any redundant

pictures. Howerver, if a primary coded picture is damaged, the decoder may replace the

damaged area with decoded data from a redundant picture if available.

Switching Pictures: A new feature in H.264/AVC consisting of picture types that

allow exact synchronization of the decoding process of some decoders with an ongoing

video stream produced by other decoders without penalizing all decoder with the loss of

efficiency resulting from sending an Intra-coded picture. This can be enable switching

a decoder between representation of the video content that used different data rates,

recovery from data losses or errors as well as enabling fast-forward and fast-reverse

playback functionality.

2.1.4 Flexible Macroblock Ordering

FMO [6] is one of the new error-resilience tools available of the H.264/AVC stan-

dard designed to improve transmission of video streams over error-prone networks. In

H.264/AVC, an image can be divided into regions called slice groups. Each slice group

can be further divided in several slices which containing a sequence of MBs. These

MBs are processed in a scan order (left to right and top to bottom) and a slice can be

decoded independently to the other slices. By using FMO, each MB can be assigned

freely to a slice group using an MBAmap. The MBAmap consists of an identification

number for each MB of the image that specifies which slice group the MB belongs to.

The number of slice groups is limited to 8 for each image to prevent complex allocation

schemes. If FMO is not used, the images will be composed of a single slice with the

MBs in a scan order. The use of FMO is totally compatible with any type of inter-frame
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Figure 2.3: Six types of FMO maps in H.264

prediction.

With this technique, errors can be corrected easily by exploiting the spatial redun-

dancy of the images. It’s a good idea to choose the slice groups in a way that no MB and

its neighbors belong to the same group. Therefore, if a slice is lost during transmission,

it’s easy to reconstruct the lost blocks with the information of the neighboring blocks.

However, the disadvantage of using FMO is the slight reduction in coding efficiency,

because motion compensation will be limited to MBs with the same slice groups. An-

other the drawback is the number of overhead bits incurred by the slice header for each

slice group will be increased. This can affect to low bit-rate applications because the

texture bit for MBs will be decreased and thus quality of video can be reduced.

H.264/AVC provides 7 types of FMO, labeled Type 0 to Type 6 as shown in Fig.

2.3.

• FMO type 0 uses runlengths which are repeated to fill the frame. Therefore those

runlengths have to be known to rebuild the MBAmap on the decoder.

• FMO type 1, also known as scattered slices, uses a function, which is known to

both the encoder and decoder, to spread the MBs. The more slice group used, the
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more each MB will be surrounded by MBs from different slice groups.

• FMO type 2 is used to mark rectangular areas, so called regions of interest (ROI),

inside a frame. MBAmaps can be stored using the top left and bottom right coor-

dinates of those rectangles.

• FMO types 3 to 5 are dynamic ones and let the slice groups grow and shrink over

the different pictures in a cyclic way. Only the grow rate, the direction and the

position in the cycle have to be known.

• FMO type 6 is called the explicit FMO. This type allows the full flexibility of

assigning MBs to any slice, as long as the mapping is specified in the MBAmap.

Extensive studies have been done by different researches to investigate the use of

explicit FMO as an error resilient tool for H.264. The general procedure on how

to use explicit FMO to design a specific MB-to-slice group mapping is as follows:

– Parameter Specification. Find a parameter to quantify the importance of a

MB.

– MB Classification. Classify the MBs to slice groups using the chosen pa-

rameter.

– MBAmap design. The result of the classification process determines the

MB-to-slice group map.

To design the slice group map, previous approaches use an indicator to define

the important of MB. Those previously proposed indicators are bit count [1], spatial-

temporal indicator [7], distortion-from-error propagation [8], MB PSNR parameter [2],

and MB importance factor [9].

In [1], bit count indicator was used to measure the importance of MB. The basic

idea of this approach is that the MB using the higher number of bits is the more impor-

tant MB due to the properties of motion-compensated prediction. Therefore, we try to

interleave consecutive the more-bit-count MB to be in different slice.
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Table 2.2: Bitcount of MBs in frame 6th frame, Akiyo sequence

0 0 0 0 0 4 0 0 0 0 0
0 0 0 0 397 582 318 0 0 0 0
0 0 0 0 888 1512 432 0 0 0 0
0 0 0 5 2830 2334 1274 235 0 0 0
0 0 0 0 504 2064 770 80 0 0 0
0 0 69 332 695 1470 485 240 332 5 0
0 0 0 0 125 575 414 0 173 108 0
0 138 0 290 0 294 318 0 0 522 0
0 0 0 0 0 5 193 0 0 0 0

Table 2.3: Arranging MBs into slice groups

Slice group MB bitcount values
0 2830 695 397 235 5 0 0 0 0 0 0 0 0
1 2334 582 332 193 5 0 0 0 0 0 0 0 0
2 2064 575 332 173 5 0 0 0 0 0 0 0 0
3 1512 522 318 138 4 0 0 0 0 0 0 0 0
4 1470 504 318 125 0 0 0 0 0 0 0 0 0
5 1274 485 294 108 0 0 0 0 0 0 0 0 0
6 888 432 290 80 0 0 0 0 0 0 0 0 0
7 770 414 240 69 0 0 0 0 0 0 0 0 0

Table 2.2 shows an example of bitcount for MBs in frame 6th of Akiyo sequence.

We can see that MBs having high bitcount concentrate in the center of frame. If they

are not dispersed into some slice groups, many important MBs are affected when an

MB is error. Thus, [1] proposes a method to dispersed important MBs to 8 slice groups

by sorting MBs in descending order of bitcount and mapped to 8 slices consecutively

as shown in Table 2.3. According to this arrangement, neighborhood important MBs in

Table 2.2 are separated into 8 slice groups. Therefore, if an MB is error, the other MBs

are not affected.

Finally, we have an explicit FMO map for 6th frame as shown in Table 2.4.

The results from [1] showed that, with the proposed method, the number of un-

decodable MBs is decreased by up to 70% . However, bitcount indicator may not be

accurate in evaluating the importance of MB because bitcount includes the information
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Table 2.4: Explicit FMO map of 6th frame, Akiyo sequence

0 1 2 3 4 7 5 6 7 0 1
2 3 4 5 0 1 4 6 7 0 1
2 3 4 5 6 3 6 6 7 0 1
2 3 4 0 0 1 5 0 5 6 7
0 1 2 3 4 2 7 6 4 5 6
7 0 7 1 0 4 5 7 2 5 1
2 3 4 5 4 2 7 6 2 5 7
0 3 1 6 2 5 3 3 4 3 5
6 7 0 1 2 1 1 3 4 5 6

of the number of bits of motion vector difference (MVD) as well as the number of bits

of residual. MVD is the difference between the predicted and actual motion vector,

and the predicted motion vector can be changed following which slice group the MB

belongs to. Hence, bitcount information of an MB is vary and may not truly represent

the importance of that MB.

In [7], we can overcome the limitations of bit count method by using distortion

and considering the importance of MB within one slice group. The method is based on

the idea that if we have an initial MB-to-slice group mapping, derived from distortion

measure for example, we generate another slice group map that will have lower distor-

tion from concealment error. As an extension, in [8], in addtion to the error propagation

within a slice group, the error propagation between frames is considered to estimate

the importance of MBs. In [2]- [9], PSNR and error concealment distortion are used

in a heuristic method to find out important MBs. After that, an efficient FMO mapping

technique is proposed accompany with an UEP technique to protect important MBs.

2.1.5 Network Abstract Layer

Unlike earlier video coding standards where compressed video is just transmitted as

a bit stream, H.264 uses an interface layer to interact with lower layers such as Real-

time Protocol (RTP). This Network Abstract Layer (NAL) is part of the standard and it

interfaces the VCL from other lower layer. NAL abstracts VCL data from the network

related parameters. Hence the VCL data can be transported in a variety of networks
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Figure 2.4: NALU packet structure

Table 2.5: NALU Packet Structure Field Description

Field Description Values
F Forbidden bit 0: no errors

1: syntax error
NRI NALU Reference Indicator 00: not used for reference

01: low priority
10: high priority
11: highest priority

Type NALU defined types 28 is used in this research
NALU Payload Variable length NALU payload

such as IP networks, circuit switched networks, etc. This network friendliness nature of

H.264 is exploited here to transport the NAL packets through RTP.

The NAL is used to transmit both VCL data and Non VCL data. VCL data rep-

resents the compressed video bit stream, such as encoded motion vectors, encoded

quantized DCT coefficients etc. Non VCL data are Sequence Parameter Sets (SPS)

and Picture Parameter Sets (PPS). These parameter sets carry very critical information.

Without knowing these parameter sets, the decoder does not know how to decode a

bit stream. The SPS contains all the information related to a video sequence defined

between any two Intra Decoder Refresh (IDR) frames. The PPS contains all the infor-

mation common to all slices in a single picture.

Whether it is VCL data or Non VCL data, it is encapsulated into the NAL Unit

(NALU). The packet structure of a NALU is shown below in the Fig. 2.4 and a descrip-

tion of the fields is listed in the Table 2.5. For VLC data, the NALU payload carries one

slice of information. For Non VCL data, the PPS and the SPS are transmitted in sepa-

rate NALUs. For a detailed description of NALU packet structure, please refer to [10].

In the scope of thesis, we will use field Nal Ref Idc (NRI) to setup priority for video

packets.
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2.2 Wireless Channel

2.2.1 Wireless Channel Characteristics

Wireless channel characteristics depend on the model of propagation used by wireless

communication system [11], [12]. There are two kinds of propagation model: large-

scale and small-scale or fading model. Large-scale propagation models are used to

characterize signal strength over large transmitter-receiver separation distances (several

hundreds or thousands of meters). On the other hand, small-scale propagation mod-

els are used to characterize the rapid fluctuations of the received signal strength over

very short travel distances (a few wavelengths) or short time durations (on the order of

seconds). In this work, we consider to only small-scale propagation model. Doppler

spread and coherence time are parameters which describe the time varying nature of the

channel in a small-scale region. Doppler spread is a measure of the spectral broadening

caused by the time rate of change of the mobile radio channel and is defined as the range

of frequencies over which the received Doppler spectrum is non-zero. Coherence time

is the time domain dual of Doppler spread and is used to characterize the time varying

nature of the frequency dispersiveness of the channel in the time domain. The Doppler

spread and coherence time are inversely proportional to one another.

Depending on how rapidly the transmitted baseband signal changes as compared

to the rate of change the channel, a channel may be classified either as a fast fading

or slow fading. In a fast fading channel, the coherence time of the channel is smaller

than the symbol period of the transmitted signal. This causes frequency dispersion due

to Doppler spreading, which leads to signal distortion. In slow fading channel, the

Doppler spread of the channel is much less than the bandwidth of the baseband signal.

It should be clear that the velocity of the mobile and the baseband signaling determines

whether a signal undergoes fast fading or slow fading.

In order to characterize a wireless channel, and determine its quality, we use typ-

ical parameters which describe the quality of the transmitted signal along the trans-

mission channel, such as the Level Crossing Rate (LCR) and Average Fading Duration

(AFD) (Fig. 2.5). LCR is defined as the expected rate at which the Rayleigh fading
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Figure 2.5: Average duration of fade and level crossing rate

envelope crosses a specified level in a positive-going direction. The number of level

crossings per second is given in Eq. (2.1) [11]:

LCR =
√

2Πfmρe−ρ2
(2.1)

fm, maximum Doppler shift, is equal to the velocity divided by the wavelength fm = v
λ
.

ρ = R
Rrms

is the value of the level R normalized to the root mean square values of fading

envelope amplitude. AFD presents the average time period for which the received signal

envelope is lower than a specific level. AFD duration is computed by:

ADF =
eρ2 − 1√
2Πfmρ

(2.2)

As shown in Eq. (2.1) and (2.2), ADF is inversely proportional to fm and LCR is

directly proportional to fm. So we can see that in fast fading case, the error bursts are

shorter but occur more frequently and vice-versa in slow fading case.

2.2.2 Channel Model

There are many different methods used to model the wireless channel. Two-state Markov

model is one of the popular models and is used in many researches for video transmis-

sion. In [13] [14], channel is modeled by two-state Markov model whose transition

probabilities are functions of the channel characteristic. In [15], throughput of wireless

channel is estimated by two-state Markov model at packet level. In [16], characteristics

of wireless channel derived from two-state Markov model is used to optimize intra re-
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Figure 2.6: Packet sequence for an error channel

fresh rate as well as determine an optimal channel code rate to get the maximum MSE

at decoder. However, two-state Markov has limitation in estimation of error location of

channel. In particular, model used in [13]- [16] can only predict whether the next state

of channel is good or bad. Two-state model cannot estimate the average length of guard

and burst section. Thus, locations of guard and burst cannot be estimated. To deal with

this limitation, a higher order of Markov models, i.e., more than two states are used.

As an extension of two-state model, finite-state Markov model is analyzed in [17], [18].

Authors indicate that the higher state of Markov model is used, the more accurate in

capturing the error burst nature of channel. However, the complexity level of model is

also directly proportional to the number of states in Markov model. With the limitation

of two-state model and the cost in computing of higher state models, three-state Markov

model is selected to estimate channel state.

In this section, three-state Markov model in [19], [20] is introduced. However,

instead of using model in bit level, we apply three-state Markov model in packet level

to estimate the position of error bursts in wireless channel. Figure 2.6 shows an ex-

ample of a packet sequence in an error channel. Similarly to [19], [20], we define the

following definitions at packet level. A guard section is defined as a duration in which

all packets are error-free. A burst section is defined as duration sandwiched between

guard sections. From now on, the section means guard or burst section. Minimum

guard length is the minimum number of error-free packets a guard section should have.

In this system, the minimum guard length is chosen to be 30 packets for computing the

transition probability. Thus, each guard section is longer than or equals to 30 consecu-

tive error-free packets. The run length is defined as the length from an error packet to
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Figure 2.7: Three-state Markov Model.

the next error packet excluding the first error packet. The first return probability P (i) is

defined as the occurrence probability of each run length i.

Figure 2.7 shows the transition probabilities of a three-state Markov model where

C1 and C2 show error-free states which are state 1 and state 2, and E shows the error

state which is state 3. C1 shows error-free state in a guard section while C2 and E show

error-free and error state in a burst section. pnm is the probability of transition from state

n to state m. pi−2
nn is the probability of the case in which there are (i − 2) consecutive

transitions from state n to state n. The first return probabilities are computed by

P (1) = p(E/E) = p33

P (2) = p(C1, E/E) + p(C2, E/E)

= p31p13 + p32p23

· · ·
P (i) = p(C1, . . . , C1, E/E) + p(C2, . . . , C2, E/E)

= p31p
i−2
11 p13 + p32p

i−2
22 p23

(2.3)

where p(α/β) means that β is the first state and then the sequence of α occurs. The
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transition probabilities are computed by

p33 = P (1)

p32 =

Lmin∑
i=2

P (i)

p23 =
p32

Lmin∑
i=2

(i − 1)P (i)

p31 = 1 − p33 − p32

p13 =
1

∞∑
i=Lmin+1

(i − 1)P (i)

p31

− Lmin

p22 = 1 − p23

p11 = 1 − p13

(2.4)

where Lmin is the minimum guard length. According to [19], the average guard length,

LG, and average burst length, LB, are computed as

LG = Lmin +
1

p13

LB =

p31

p13

+
p32

p23

+ 1

p31p
Lmin−1
11

− (1 +
1

p13

)

(2.5)

2.2.3 Wireless Channel Simulator

In this thesis, Rayleigh fading channel is simulated by using the technique described

by Jakes [21]. The autocorrelation function of the simulated two-ray fading waveforms

approximates the Bessel function J0(2ΠfdΔt), where fd is the maximum Doppler fre-

quency and Δt is the time separation between two fading signals. The block diagram

of wireless channel simulator [22] is shown in Fig. 2.8 and can be described as fol-

lows: Encoded video stream is converted to symbols using the Quadrature phase shift

keying (QPSK) modulation. After Nyquist filter with the roll of factor is 0.25, the chan-

nel impulse response with Rayleigh fading of multi-path delay spread is calculated. At

receiver side, a coherent receiver is used with an optimal symbol timing recovery and

perfect carrier recovery. A maximal ratio combiner for antennal diversity combining is

used. After that, signal is demodulated to get encoded video stream. In this system, the
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Figure 2.8: Block diagram of wireless channel simulator

Table 2.6: Wireless channel and air interface parameters used in this study

Multiple Access TDMA
Modulation QPSK
Channel rate 32kbps
Maximum Doppler Frequency 1Hz
Transmitted Signal Power 14dB
Time delay spread 1

4
of symbol period

Power delay profile 2-ray with equal power
Antenna diversity 1

multi-path model is an independent 2-ray fading model. The impulse response of the

model is represented as h(t) = a1δ(t − τ1) + a2δ(t − τ2) where ai is the amplitude of

the received impulse due to ith path, and τi is the time delay of the ith arrived impulse.

Table 2.6 shows parameters of our wireless channel simulation system. These

parameters related to the channel characteristics, and the nature of the error. In other

words, randomize of error depends on the setting values for parameters. Figure 2.9

and Fig. 2.10 show the error patterns in cases of slow fading and fast fading. Because

Doppler frequency affects to ADF and LCR, the figures show that in the case of slow

fading, the duration of fades are longer and the frequency of fades is lower. Conversely,

Figure 2.9: Error pattern with Doppler frequency of 1Hz



26

Figure 2.10: Error pattern with Doppler frequency of 40Hz

for fast fading, the error bursts are shorter, but occur more frequently.

2.3 Cross-Layer Optimization

2.3.1 Layers in Video Coding

H.264 consists of two conceptually different layers as shown in Fig. 2.11. First the

VCL contains the specification of the core video compression engines that achieve basic

function such as motion compensation, transform coding of coefficients, and entropy

coding. This layer is transport-unaware, and its highest data structure is the video slice

- a set of coded MBs in scan order. Second, the NAL is responsible for the encapsulation

of the coded slices into transport entities of the network.

At network dependent protocol layer, the NALU is encapsulated into the RTP

packet. RTP includes header information and payload. Header information includes

CRC, sequence number, timestamp, The NALU is carried by payload in RTP. Since the

NALU size can be varying and the RTP size is fixed, there is a need to fragment the

NALU into several RTP packets. If the NALU size is less than the RTP payload size,

then one complete NALU can be transmitted in a single RTP packet with the remaining

bits padded with zero bits. If the NALU size is greater than the RTP payload size, then

the NALU is fragmented into an equal length RTP payload size and the fragmented

NALU is encapsulated into an RTP packet. Typically zero bits are padded into the last

fragmented NALU to create a fixed length RTP packet.
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Figure 2.11: H.264 video transmission layers

2.3.2 Approaches in Cross-Layer

In recent years the research focus has been to adapt existing algorithm and protocols

for multimedia compression and transmission to the rapidly varying and often scarce

resources of wireless networks. However, these solutions often do not provide adequate

support for multimedia applications in crowded wireless network. This is because the

resource management, adaptation, and protection strategies available in the lower layers

of the stack are optimized without explicitly considering the specific characteristics of

multimedia applications, and conversely, multimedia compression and streaming algo-

rithm do not consider the mechanisms provided by the lower layers. The independency

in implementation of layers results in reduction in performance of system. To gain

more effectiveness, some solutions are given to connect the operation between layers or

cross-layer optimization in the system [23]:

• Top-down approach: The higher layer protocols optimize their parameters and

the strategies at the next lower layer. This cross-layer solution has been deployed
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in most existing systems, wherein the Application layer dictates the MAC layer

parameters and strategies, while the MAC selects the optimize PHY layer module

scheme.

• Bottom-up approach: The lower layers try to insulate the higher layers from

losses and bandwidth variations. This cross-layer solution is not optimal for mul-

timedia transmission, due to the incurred delays and unnecessary throughput re-

ductions.

• Application-centric approach: The APP layer optimizes the lower layer param-

eters one at time in a bottom-up or top-down manner, based on its requirements.

Howerver, this approach is not always efficient, as the APP operates at slower

timescales and coarser data granularity than the lower layers.

• MAC-centric approach: In this approach the APP layer passes its traffic in-

formation and requirements to the MAC, which decides which APP layer pack-

ets/flows should be transmitted and at what QoS level. The MAC also decides

the PHY layer parameters based on the available channel information. The disad-

vantages of this approach resides in the the inability of the MAC layer to perform

adaptive source channel coding trade-offs given the time-varying channel condi-

tion and multimedia requirements.

• Integrated approach: In this approach, strategies are determined jointly. How-

ever, to try all the possible strategies and requirements of all layers to find out an

optimized set of parameters is impractical due to the associated complexity. A

possible solution to solve this complex cross-layer optimization problem is in an

intergrated manner is to use learning and classification techniques. For this, we

identify content and network features that can easily be computed and are good

indicators of which composite strategy is optimal.
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2.3.3 Previous works using cross-layer approach

This section illustrates some methods using cross-layer design for optimized wireless

multimedia transmission. With MAC-centric approach, in [24], parameters of PHY and

APP layer are sent to MAC layer for optimizing the number of retransmission for each

packets. Given the channel SNR and the PHY modes, the optimal packet size L∗ that

maximizes the goodput is computed as

L∗ =
LHeader

2
+

1

2

√
(LHeader)2 − 4b(LHeader)2

ln(1 − Ps

(2.6)

where b is the number of bits per symbol and Ps is the probability of symbol error,

which depends on the modulation type and link SNR.

Since in the delay-constrained wireless video transmission, the maximum number

of times a packet j can be transmitted cannot actually be ∞ and is bounded by the delay

deadline Deadline. The optimized limit number of retransmission for packet j at MAC

layer is computed by:

mmax,opt
j = �

Deadline −
j−1∑
k=1

mk(L
opt
k /RatePHY + Timeo)

Lopt
j /RatePHY + Timeo

�
(2.7)

where �·� is the floor operation. Timeo is timing overhead for 802.11 MAC

protocol.

Besides optimal MAC retry limit for each packet given the maximum available

bit rate, the maximum tolerable delay, and the experienced bit error rate is calculated,

in [25], a classifier is used to assigning a retry limit to each packet such that the expected

overall distortion is minimized.

In above works, the problem of cross-layer optimization is considered in isola-

tion, at each wireless station (WSTA). However, in wireless multimedia transmission

systems, the cross-layer strategies adopted by the various WSTAs impact other compet-

ing stations. If a WSTA is adapting its transmission strategy, the delay and throughput

of the competing stations are effected and, as a consequence, they may need to adjust
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their own strategies. In [26], time fairness tries to deal with the problem by allocating

each WSTA a fair share of time, which is proportional to the requirements mentioned

in TSPEC, rather than guaranteeing a specific bandwidth. This proportional time allo-

cation removes part of the unfairness resulting from the deployment of differnet cross-

layer strategies by the various WSTAs. The time allocated to the stream i and j can be

defined

Ti(ti, t2
Tj(t1, t2)

≥ φi

φj

, j = 1, 2, . . . , N (2.8)

φi is the weight of video flow i served in a time interval (t1, t2).



CHAPTER III

Adaptive FMO Based on Error Propagation for Error

Resilient H.264 Video Coding

In this chapter, we propose an error resilience scheme for wireless video transmission

based on adaptive FMO and intra refresh. FMO explicit map is generated frame-by-

frame using prior information. This information involves estimated locations of guard

and burst sections in the channel and estimated effect of error propagation (EEP) from

the previous frame to the current frame. In addition, the role of the current frame

in propagating error to the next frame is also considered. Suitable intra refresh rate

which adapts to channel state is used to reduce the dependency between frames and

thus can stop the effect of error propagation. The results in experiments show that

the proposed method gains some improvements in terms of peak signal to-noise rate

(PSNR) as compared to some other methods that have not considered channel condition

and error propagation in generating FMO map.

The rest of this chapter is organized as follows: In Section 3.1, we present the

effect of error propagation and literature reviews of previous works related to error

propagation. The proposed method in locating and generating explicit FMO map is in-

troduced in Section 3.2 and 3.3, appropriately. Finally, simulation results and discussion

are presented in Section 3.4.

3.1 Introduction

In H.264, MBs can be grouped into slice groups. Structure of a slice group consists of

a resynchronization marker, a header field and a series of coded macroblocks in raster

scan order. Each MB is coded in order: Motion estimation and compensation (inter

coding), discrete cosine transform, quantization and entropy coding. In H.264, variable

length code (VLC) [27] is used in entropy coding. One serious drawback of VLC is
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Figure 3.1: Simple codec structure of H.264

that they are sensitive to transmission errors. An error in a sequence of VLC may cause

the bit stream to lose synchronization and fail to decode subsequence codes correctly,

leading to error propagation in a decoded sequenced. Thus, if a MB is error, the rest of

MBs in the slice groups are error.

While DCT is used in the decoder to exploit spatial redundancy, inter frame pre-

diction is used to exploit temporal redundancy to achieve a high compression ratio.

However, the disadvantage of this technique is inter-frame error propagation. To un-

derstand the effect inter-frame error propagation to overall performance of hybrid video

coding, consider the simplified codec structure in Fig.3.1. At the encoder, the original

frame fn is predicted by a motion compensated previous frame and the prediction error

en is transmitted over the channel. Assume that there is error on frame n , where the

signal un is added to the prediction error en. At the receiver, because of channel error,

the output of decoder is different from the output of decoder at the transmitter, ên �= ẽn.

However, due to the recursive structure of the decoder, not only the received frame f̃n is

error but also the following frames are error. As the result, the error in transmission will

be propagated to the next frames in group of pictures (GOP) until resynchronization

bits of the next GOP are inserted in bit stream.

In recent years, there are many researches proposing model for inter-frame error

propagation. In [28], by analyzing the effects of error propagation, it provides useful

indicator such that appropriate intra refresh rate is determined to minimize the effect

of errors. Reyes et al. [29] presented a corruption model for error propagation by us-

ing Markov model, which takes into account the parameters that characterize spatial
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resilience, temporal resilience, and the source rate. Base on this model, the bit rate

is allocated optimally to minimize distortion in video. In [30], authors estimated the

packet-level error propagation. This measurement is taken as the estimation of the

packet loss impact value of each packet. According to the packet-level loss estimation

and the feedback information from ARQ, packets are assigned an appropriate prior-

ity. Based on the packet’s loss impact, the lower priority packets will be dropped to

save bandwidth to retransmit the important lost packets under a retransmission delay

constraint. In [31], [32], authors developed a statistical model to describe the overall

behavior of the channel distortion. The method recursively computes the total decoder

distortion at pixel level precision to accurately account for spatial and temporal error

propagation. The estimated distortion is integrated into a rate-distortion framework for

optimal switching between intra-coding and inter-coding modes per macroblocks.

There is also approach using joint source channel rate-distortion analysis. In [33],

some MBs with higher channel distortion in a frame have been selected to be forcedly

intra-coded. All the MBs in the current frame will be mapped to two slice groups: slice

group 0 and slice group 1. The intra MBs will be assigned into slice group 0 and the

inter MBs into slice group 1. Obviously, slice group 0 has a higher importance than slice

group 1. And thus, slice group 0 is protected by using a stronger Reed Solomon code.

Similarly, to generate FMO map, in [34], MBs first are dispersed into two slice groups

(SG1 and SG2) and both slice groups are further splitted into more SGs according to

the impact factor of MBs. In order to make more efficient use of FEC, MBs with similar

impact factors are grouped into the same slice group. In this work, k-means clustering

algorithm is used to classify MBs. The k-means clustering classified this given data set

into a certain number of clusters (assume k clusters) with a distance as far away from

each other as possible. Each MB is regarded as a single data point and the impact factor

as its position in the coordinate axis for the algorithm. The k-means algorithm clusters

the impact factors of MBs into several variable size subsets and generates a FMO table

accordingly.

In this work, we will consider the effects of error propagation and propose an

approach of how FMO map could be generated given considering error propagation
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effects.

3.2 Locating Error Burst Positions

Assume that before encoding the current frame (n), encoder receives channel feedback

information containing position of error packets of the frame (n - 2). It is practical to

assume that the roundtrip delay in wireless networks is less than 100ms. Before encod-

ing the current frame (n), encoder receives channel feedback information containing

position of error packets of the frame (n − 2) after one-frame feedback delay. There

are some reasons why we should choose this period for feedback delay in system. The

feedback delay is set based on the assumption of the system that the roundtrip delay

time is less than 100 ms. For the channel bit rate of 32kbps and frame rate of 10fps,

the feedback of one frame is possible. Nevertheless, the authors also evaluated the pro-

posed method when the feedback delay is more than one frame, i.e., feedback delay =

2, 4 frames. The average PSNR values of four sequences are shown in Fig. 3.2. In

summary, we found that the longer feedback delay affects the decrease in PSNR value.

Because of propagation, we should stop error as fast as possible. As shown in Fig.3.3,

if the feedback delay is two frames, the frame (n−2) and frame (n−1) will be affected

by error propagation can be stopped sooner, at frame (n − 1). Thus, the system with

lower feedback delay would yield better performance.

Based on feedback information, encoder uses Eq. (2.5) to estimate values LG and

LB of channel. These values are used for the whole transmission duration of current

frame (n) and frame (n − 1). Then values of LG and LB are updated when encoder

receives the next feedback information. To estimate the first location of burst or guard

section in frame (n − 1), position of the last burst or guard section of frame (n − 2) is

used. If border between frame (n− 2) and frame (n− 1) is in a guard section (see Fig.

3.4), distance from the last burst in frames (n−2) to the first burst in frame (n−1) is LG

packets. Otherwise, if the border is in a burst section, the distance from the last guard

in frame (n − 2) to the first guard in frame (n − 1) is LB packets. The next sections in

frame (n − 1) and frame (n) are estimated from the position of the first section.
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Figure 3.2: Average PSNR of the proposed method for video sequences with difference
feedback values.

In this work, to validate the accuracy in locating burst sections of wireless chan-

nel, the estimated burst locations are compared with the actual burst locations of wire-

less channel which are generated from wireless channel simulator [22]. Figure 3.5 and

3.6 show actual burst locations of wireless channel at different bit rates. For the data

rate of 32 kbps, the bit duration is about 0.03 ms. For the data rate of 64 kbps, the bit

duration is 0.015 ms and equals to a half of 32 kbps. However, with the same Doppler

frequency and threshold level, LCR and AFD of a Rayleigh fading signal are constant.

Thus, with the same Doppler frequency and threshold, the number of error bit in 64

kbps channel will be double that of 32 kbps channel. That why the burst length and

guard length (in packet) of 64 kbps is double the burst length of 32 kbps, the burst

length and guard length of 128 kbps is double that of 64 kbps and so on.

However, because error patterns are unknown, system has to use three-state Markov

model to predict locations of burst and guard section in channel. To validate the cor-

rectness of the proposed method, the accuracy in locating burst and guard section of
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Figure 3.3: Effect of error propagation with two frames for feedback delay.

Figure 3.4: Locating burst and guard section for the current frame.

wireless channel is tested. Figure 3.7 and 3.8 illustrate the estimation of burst and

guard locations for 100 frames of Akiyo sequence in fast and slow fading. Figure

3.7(a) and 3.8(a) show the estimation of the locations of burst and guard sections when

transmitting Akiyo sequence over error channel. Figure 3.7(b) and 3.8(b) show the ac-

tual locations of burst and guard. They are obtained from wireless channel simulator

in [22]. The differences between actual locations and estimated locations include two

cases:

• A packet in the actual channel is in burst section but in the estimated channel, it

is in guard section.

• A packet in the actual channel is in guard section but in the estimated channel, it

is in burst section.
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Figure 3.5: Error patterns of wireless channel simulator in slow fading at different bit
rates.

Figure 3.6: Error patterns of wireless channel simulator in fast fading at different bit
rates.

The estimation mismatches in the first case where the actual channel state is good

do not have much affect to the result. Thus, we consider only the second case, i.e., a

channel state is bad and encoder estimates that it is good. Figure 3.7(c) and 3.8(c) shows

the second case only. The other comparison between actual and estimated channel

state at different bit rates are shown in Appendix A. For the data rate of 32 kbps, the
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Figure 3.7: Comparison actual and estimated channel state for ”Akiyo” sequence in
slow fading, 32 kbps.

Figure 3.8: Comparison actual and estimated channel state for ”Akiyo” sequence in fast
fading, 32 kbps.

bit duration is about 0.03 ms. Howerver, Fig.A.1-A.2 show that with the data rate of

64kbps, the bit duration is 0.015 ms and equals to a half of 32 kbps. Because level

crossing rate (LCR) and average fade duration (AFD) of a Rayleigh fading signal are

constant with the same Doppler frequency. Thus the number of error bit in 64 kbps

channel will be double that of 32 kbps channel. Similarly, in Fig. A.3-A.6, the burst

length (in packet) of 256 kbps is double the burst length of 128 kbps, the burst length

of 128 kbps is double the burst length of 64 kbps and so on.

Table 3.1 shows the percentage difference of four video sequences “Akiyo”, “Fore-

man”, “Claire” and “Carphone” in both slow and fast fading cases. The percentage
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difference is calculated by

Pd =
e

T
.100% (3.1)

where Pd is the percentage difference. e is the number of errors in estimation. T is total

number of packet of a video sequence.

Table 3.1: Percentage difference (Pd) between estimated and actual locations of burst
and guard sections

Akiyo Foreman Claire Carphone
Bitrate Slow Fast Slow Fast Slow Fast Slow Fast
32 kbps 2.5 5.2 4 5.7 3.2 3.3 3.7 4.5
64 kbps 2.5 4.6 2.1 3.1 2.1 2.4 3.4 3.6
128 kbps 2.7 5.1 2.5 4.3 3.2 4.1 2.1 3.3
256 kbps 2.4 4.3 2.0 5.2 2.8 5.9 2.2 3.7

3.3 Adaptive Explicit FMO Map Generation

In this section, the importance of an MB is estimated from the distortion caused by

error propagation. After that, an explicit FMO map of the current frame is generated

by mapping high important MBs and low important MBs into slice groups which are

transmitted in guard and burst sections appropriately.

3.3.1 The Estimation of MB Importance

To estimate the importance for an MB in the current frame, firstly, we estimate the

distortion at that MB caused by error MBs in the past frame. Secondly, we measure

EEP caused by that MB to the next frame. Sum of distortion and EEP is considered as

the importance of that MB. This importance in company with estimated burst locations

are taken into account to generate the FMO map and to decide inter/intra coding mode

for that MB. Figure 3.9 describes the error propagation from the past frame (n − 2) to

the current frame (n) and to the next frame (n + 1).

Compute the distortion at the frame (n− 1) caused by an error pixel in the frame

(n − 2):
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Figure 3.9: Error propagation from the past frame to the next frame.

Assume that a pixel j in the frame (n − 1) refers to a pixel s in the frame (n − 2).

If the pixel s in the frame (n − 2) is in error, the decoder will copy the pixel s of

the frame (n − 3) with assuming that the non-motion compensated error concealment

method is used. Therefore the distortion at the pixel j in the frame (n−1), D(s, j, n−1),

is computed as

if j is an inter coded pixel:

D(s, j, n − 1) =
∣∣∣∣∣f(j, n − 1) − f(s, n − 2)

∣∣ − ∣∣f(j, n − 1) − f(s, n − 3)
∣∣∣∣∣

if j is an intra coded pixel:

D(s, j, n − 1) = 0

(3.2)

where f(x, y) is reconstructed value of the pixel xth in the frame yth.

If the pixel s in the frame (n − 2) is error-free, the distortion at the pixel j in the

frame (n − 1) is computed in Eq. (3.3).

D(s, j, n − 1) = 0 (3.3)

Step 2: Compute distortion at the frame (n) caused by an error pixel in the frame

(n − 2):

Assume that the pixel i in the frame (n) refers to the pixel j in the frame (n − 1).

If the pixel j is inter coded, the distortion at the pixel i is computed as:

if j is error:

D(j, i, n) =
∣∣∣∣∣f(i, n) − f(j, n − 1)

∣∣ − ∣∣f(i, n) − f(j, n − 2)
∣∣∣∣∣

if j is error-free:

D(j, i, n) = D(s, j, n − 1)

(3.4)
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In conclusion, in the case pixel j is inter coded, the distortion at the pixel i is

computed as

D(j, i, n) = q(j)
∣∣∣∣∣f(i, n) − f(j, n − 1)

∣∣ − ∣∣f(i, n) − f(j, n − 2)
∣∣∣∣∣ + (1 − q(j))D(s, j, n − 1)

(3.5)

where q(j) is error probability pixel j. q(j) depends on the error probability of packets

and the length in packets of the MB containing pixel j.

If the pixel j is intra coded, the distortion at the pixel i is computed as

if j is error:

D(j, i, n) =
∣∣∣∣∣f(i, n) − f(j, n − 1)

∣∣ − ∣∣f(i, n) − f(j, n − 2)
∣∣∣∣∣

if j is error-free:

D(j, i, n) = 0

(3.6)

In conclusion, in the case j is intra coded, the distortion at pixel i is computed as

shown in Eq. (3.7).

D(j, i, n) = q(j)
∣∣∣∣∣f(i, n) − f(j, n − 1)

∣∣ − ∣∣f(i, n) − f(j, n − 2)
∣∣∣∣∣ (3.7)

Step 3: Compute EEP at the frame (n + 1) caused by pixel i in the frame (n):

To compute EEP from the past frame to the next frame through the current frame, all

MBs in the current frame are coded in inter mode in the first pass. Assume that the pixel

i in the current frame is referred by a pixel k in the next frame. The distortion caused

by error propagation for the pixel k is computed by

D(i, k, n + 1) = q(i)
∣∣∣∣∣f(k, n + 1) − f(i, n)

∣∣ − ∣∣f(k, n + 1) − f(i, n − 1)
∣∣∣∣∣

+(1 − q(i))D(j, i, n)
(3.8)

where D(j, i, n) is computed as shown in Eq. (3.5) or Eq. (3.7) depending on coding

mode of the pixel j. The overall distortion propagated from pixel i in the current frame

(n) to the next frame (n + 1) is computed as

I(i, n) =
∑

k∈{N}

D(i, k, n + 1) (3.9)
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where N is the number of pixels in the frame (n + 1) which refer to the pixel i in the

current frame (n).

Step 4: Estimate the importance of an MB in the current frame:

The importance of the lth MB in the current frame is computed as

Dl(n) =
M∑

i,j=1

D(j, i, n) +
M∑
i=1

I(i, n) (3.10)

where D(j, i, n) is computed in Eq. (3.5) or Eq. (3.7). I(i, n) is computed in Eq. (3.9).

M is the number of pixels in an MB. In this case, M = 256.

3.3.2 Adaptive Explicit FMO Map Generation

Flow chart of algorithm generating an explicit FMO map for the current frame is shown

in Fig. 3.10. In the first pass, all MBs in the P frame are encoded in inter mode to

get motion vector and number of packets of MBs. In the second pass, after getting

feedback information from decoder, LG and LB are computed. After that, the positions

of burst and guard sections are predicted for the current frame. Based on the importance

computed in Eq. (3.10), MBs are selected to fill in a section until the total number of

packets of selected MBs equals to the length of section. The number of slice groups in

a section, Nslg, is computed by

Nslg = �Nmb

γ
	 (3.11)

where �z	 is the smallest integer not less than z. Nmb is the number of MBs selected

to fill in a burst or guard section. For QCIF frames, to guarantee 99 MBs are fairly

distributed in 8 slice groups, the number of MBs in a slice group, γ, is selected to 13. In

the guard section, some MBs with high importance are selected for intra coding mode.

The number of intra MBs in the guard section, Nintra, is computed as

Nintra = λNslg (3.12)

To balance the compression efficiency and the effect of error propagation, λ is
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empirically selected to 2. According to Eq. (3.12), the number of intra MBs in frames

varies from 0 (if there is no guard section in transmission duration of frame) to 16 (if

the whole frame is transmitted within a guard section). Intra coded MBs are dispersed

into some slice groups in a guard section to reduce the number of lost intra coded MBs

in case channel prediction is not precise.

The algorithm is described through the following example: After the first pass,

motion vector and bit count of MBs are derived. Based on motion vector, bit count

and feedback information, in the second pass, encoder estimates EEP values for MBs.

Figure 3.11 shows an example of bit count and EEP of MBs in frame 29th in ”Akiyo”

sequence.

After sorting in descending order of EEP (Fig.3.12-a, we have appropriate bit-

count and id of MBs shown in Fig.3.12-b and Fig.3.12-c. Figure 3.13 shows the es-

timated locations of error burst. The number of packets in frame 29th is 30 packets

and the first packet of frame is 1480th in video sequence. The figure is extracted from

Fig.3.7-a and focus on offset from packet 1480th to packet 1510th.

In the next step, MBs are arranged into guard and burst sections as the rule: MBs

with high EEP are arranged in guard section until the sum of bitcount of frame fill up

the length of section. Similarly, MBs with low EEP are arranged in burst sections. The

detail of algorithm is described as following:

• The length of the first guard section is 800 bits (10 packets x 80 bit/packets).

Thus, MB id (selected from top to bottom) 96, 54, 92,· · · , 32, 47,83 (yellow MBs

in Fig. 3.12-c) with the total bitcount is 769 bits ( 57 + 0+ 44 + 9 +· · ·+ 17 + 84

= 769 < 800, Fig. 3.12- b ) are put into the first section.

• The length of next burst section is 560 bits (7 packets). Thus, MB id (selected

from bottom to top) 79, 78, 68,. . ., 99, 51 (red MBs in Fig. 3.12 - c) with the total

bitcount is 524 ( 0+ 0 + 0 + · · · + 46+ 85 = 524 < 560, Fig. 3.12- b) are put into

this section.

• The length of the next guard section is 800 bits (10 packets). MB id 37, 50,72,. . .,

62, 22, 31 (green MBs in Fig. 3.12 - c) with the total bitcount is 790 bits ( 63 +
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61 + 182 + · · · + 29 + 17 + 0 = 790 < 800, Fig. 3.12- b) are put into this section.

• The rest of MB ids (magenta MBs in Fig. 3.12 - c) are put into the last guard

section.

• In a slice group, if an MB is error, the rest of MBs in the slice group also is

error. Therefore, to reduce the number of error MBs in a slice group, MBs in

each section are dispersed into two smaller slice groups.

Finally we have a completed explicit FMO map with 8 slice groups shown in Fig.

3.14 ( MBs in a slice group are sorted in increasing order of ID). Note that all above

processing are computed before encoding the frame. After generating explicit FMO

map, macroblocks are encoded and transmitted following ID order as shown in FMO

map.

With the above arrangement, the MBs with high EEP value (yellow and magenta)

are transmitted in guard section. MBs with low EEP value (green and red) are transmit-

ted in burst section. Therefore, the number of lost important MBs is reduced.

3.4 Simulation Results and Discussions

3.4.1 Experimental Setup

In the study, wireless channels are simulated for video transmission using 2-ray Rayleigh

Fading channel [9]. The block diagram of the wireless channel simulator and the sys-

tem parameters are shown in Fig. 2.8 and Table 2.6. One important wireless channel

simulator’s parameter is Doppler frequency. In this research, we are interested to test

our technique in both slow fading channel, i.e., Doppler frequency = 1Hz, and fast fad-

ing channel, i.e., Doppler frequency = 40Hz. We used H.264 reference software JM

9.2 [35] with baseline profile in simulation. Video sequences in QCIF format (176x144

pixels/frame) are coded at 32kbps with a frame rate of 10fps. The following video se-

quences are used in the experiment: Akiyo, Foreman, Claire, and Carphone. At the

decoder, the non-motion compensated error concealment is used.
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Table 3.2: Comparison of Average PSNR (dB)

PSNR (dB) Akiyo Foreman Claire Carphone
Slow Fast Slow Fast Slow Fast Slow Fast

No FMO 30.22 26.59 17.67 15.54 28.37 24.65 22.41 19.75
Bitcount 34.62 32.14 21.28 18.32 32.14 28.87 25.34 22.95
STI-FMO 33.75 30.7 21.56 18.37 32.20 28.94 25.55 22.45

Proposed method 34.29 31.29 21.8 19.5 33.19 28.8 25.98 24.41
(no IR + no CP)
Proposed method 35.02 32.71 23.82 18.4 33.9 30.45 27.58 24.61

(no IR + CP)

3.4.2 Simulation Results

In this experiment, to evaluate the efficiency of using EEP as an indicator for FMO as

well as the effectiveness of channel prediction method, the proposed method is com-

pared to some other methods using different indicators, including bitcount [1] and

spatial-temporal indicator (STI) [7]. Moreover, to validate the method of selecting MBs

for intra coding mode and computing intra refresh rate, the proposed method is com-

pared to methods using fix intra refresh rate (FIR) [28] and random intra refresh rate

(RIR) [35]. In comparisons, we use both subjective and objective measures. For objec-

tive measure, PSNR is used as the performance metric in quantifying the effectiveness

of methods.

Table 3.2 shows the average PSNR of video sequences in the scenario of slow and

fast fading channels. The simulation results show that the proposed method without

intra refresh and channel prediction (no IR + no CP) gains higher average PSNR than

the conventional methods. Especially, if compared to the method of not using FMO,

the improvement of average PSNR is up to 5 dB. However, in some cases, PSNR of the

new method is lower. This is because the quality of measurements of video in terms

of PSNR depends solely on the locations of bit errors as well as the error concealment

method applied. In this experiment, simple non-motion compensated error concealment

is used, therefore we expect that the higher PSNR improvement can be achieved if

more sophisticated technique of error concealment is used in further study. Results
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show that the average PSNR is improved when channel prediction is applied to the

proposed method. This is because the number of lost important MBs is reduced when

the locations of burst and guard sections are estimated. However, in the fast fading case,

the improvement does not significantly increase in comparison with the case without

channel prediction. The reason is that channel prediction algorithm is more precise

in slow fading case. In fast fading case, there are more errors in locating burst and

guard sections. Therefore, the number of lost important MBs in fast fading case is

higher than that in slow fading case.Figure 3.15 and 3.16 show PSNR curve of Carphone

test sequence in the slow and fast fading case, respectively. From the curves, it can

be observed that the average PSNR of the proposed method is higher than the others.

This improvement is achieved by using an accurate method in stopping the effect of

error propagation. Furthermore, by estimating locations of burst and guard sections,

important MBs are put in error-free sections, thus the number of lost important MBs is

reduced. Consequently, the PSNR of the new method is increased.

Table 3.3 shows average PSNR of video sequences when comparing proposed

method using adaptive intra refresh rate with other methods using fix and random intra

refresh rate. In the first scene, the proposed method uses a fix intra refresh rate without

channel prediction (FIR + no CP). The fix intra refresh rate is 11 MBs per frame. The

results show that with considering effect of error propagation from the current frame to

the next frame, the proposed method has higher average PSNR than the method used

in [28]. In [28], only errors propagated from the previous frame to the current frame

are taken into account. Consequently, some MBs in the current frame are skipped in

evaluating importance because these MBs are not much affected by error propagation

from the past frame. However, these MBs may cause a high distortion for the next

frame. Therefore, it is necessary to consider both effects of error propagation from the

previous frame to the current frame and from the current frame to the next frame. In the

second scene, the proposed method uses an adaptive intra refresh rate with consideration

of channel prediction (AIR + CP). By locating the burst and guard sections, intra coded

MBs are more guaranteed than the other methods. Thus, average PSNR of proposed

method is higher.
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Table 3.3: Comparison of Average PSNR (dB)

PSNR (dB) Akiyo Foreman Claire Carphone
Slow Fast Slow Fast Slow Fast Slow Fast

RIR 34.39 30.09 21.77 20.61 31.47 27.61 25.04 22.25
FIR 34.36 30.05 21.29 17.5 33.59 30.69 26.42 24.53

Proposed method 34.05 31.85 22.49 19.16 32.6 30.78 27.39 23.87
(FIR + no CP)

Proposed method 34.58 33.13 24.83 19.9 33.08 31.63 28.39 26.15
(AIR + CP)

Figure 3.17 and 3.18 show the PSNR curve of methods using “Carphone” video

sequence in slow and fast fading. In the slow fading case, because of channel prediction

and adaptive intra refresh rate, the PSNR curve of the proposed method is higher than

that of “RIR” and “FIR”. Since channel prediction is less precise in fast fading, average

PSNR of “AIR + CP” is lower than “FIR + no CP” from the frame 71 to the frame 100

(Fig. 3.18). However, the results in Table 3.3 show that the average PSNR of “AIR +

CP” is still higher than the other methods. Comparisons between the proposed method

with some other methods at different bit rates are shown in Appendix B. We can see

that in slow fading cases (Fig.B.1-B.16), the proposed method achieves higher average

PSNR in all bit rates. However, this may be not true in the case of fast fading. This is

because in fast fading, the channel prediction is not as precise as the prediction in the

slow fading.

To further illustrate improvement of the proposed method, some frames from the

“Carphone” test sequence are extracted for comparison. Figure 3.19 depicts qualities

of original 49th frame of “Carphone” sequence and the reconstructed frames from four

different methods including “RIR”, “FIR”, “FIR + no CP” and “AIR + CP” in slow and

fast fading. It can be subjectively seen that the frame quality in “RIR” is severely af-

fected by error. However, in proposed method, this error can be substantially improved

by using intra refresh and channel prediction.
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3.5 Summary

In this chapter, we measured the effect of error propagation from the past frame to

the next frame. Based on the effect of error propagation, importance of MBs in the

current frame is estimated. We also use three-state Markov model to estimate locations

of burst in wireless channel. To reduce the number of lost important MBs, an explicit

FMO map for the current frame is generated as the rule: The high estimated importance

MBs are mapped into slice groups which are transmitted in guard sections of channel.

The low estimated importance MBs are mapped into slice groups which are transmitted

in burst sections. As the result, our proposed scheme show better results than some

other method. In particular, comparing to the previous method using different indicator

for generating FMO such as bitcount and spatial-temporal indicator, our method using

effect of error propagation has 4 dB higher in average PSNR. Comparing to some other

method using intra refresh to stop error propagation such as random and fix intra refresh,

our method gives 3dB higher in average PSNR.
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Figure 3.10: Flow chart of the proposed method.
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Figure 3.11: EEP, Bitcount and ID values of MBs in frame 29th before sorting.

Figure 3.12: EEP, Bitcount and ID values of MBs in frame 29th after sorting.
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Figure 3.13: Estimation of error burst and guard locations in wireless channel.

Figure 3.14: Explicit FMO map.
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Figure 3.15: PSNR comparison of “Carphone” in slow fading.

Figure 3.16: PSNR comparison of “Carphone” in fast fading.



53

Figure 3.17: PSNR comparison of “Carphone” in slow fading.

Figure 3.18: PSNR comparison of “Carphone” in fast fading.
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Figure 3.19: Visual comparision of frame 49th of “Carphone” sequence between meth-
ods in slow and fast fading



CHAPTER IV

Adaptive FMO Using Cross-Layer Application-MAC

Layer Scheme

In this chapter, cross-layer scheme is used to generate adaptive explicit FMO map for

the purpose of reducing packet loss rate at queues of 802.11e MAC. We show that in

the work using data partitioning (DP) [3] or the work without the use of adapting FMO,

when transmitting video packets over wireless network supporting QoS, the capacity of

queues at MAC layer are not used effectively. The high priority queues are sometimes

empty; meanwhile the low priority queues are always in overload. This effectiveness

results in unnecessary packet dropping at the low priority. To minimize the number of

dropped packets, we propose a method generating explicit FMO map based on feed-

back information from queues at MAC layer. Based on overflow state at queues, the

order of encoding high and low important slice groups in the current frame is decided.

By the adjustment FMO map frame by frame, the arriving order of packets to queues

is changed. Consequently, the arrival rate of packets to queues is changed to reduce

fullness at overflow queues. It results in packet dropping rates at queue are decreased

and PSNR of proposed method is increased comparing to some previous methods.

The organization of this chapter is as follows. Section 4.1 is literature review of

some previous works. In this section, we discuss the disadvantages of previous works

and suggest the method to overcome. In Section 4.2, the method to estimate overflow

state of queues at MAC layer is introduced. In Section 4.3, our proposed method to

generate adaptive FMO map is presented. The comparisons of proposed method to the

previous methods are described in Section 4.4. The results show that our proposed

scheme is effective in reducing the packet loss rate while improving the average PSNR

compared to the previous method. The conclusion is presented in Section 4.5.
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4.1 Introduction

Multimedia applications such as video streaming and telephony are becoming an im-

portant part of the network user experience and expectation. As a result, it is important

to support such applications in widespread broadband access networks such as 802.11

WLAN [36]. However, in this network, the resource management, adaptation, and pro-

tection strategies available in the lower layers of the OSI stack are optimized without

explicitly considering the specific characteristics of the multimedia applications. Con-

versely, multimedia compression and streaming algorithms do not consider the mecha-

nisms provided by the lower layers for error protection, scheduling, resource manage-

ment and so on [37]. Therefore, it is necessary to control the parameters and operation

of each layer in conjunction with the others to achieve optimum performance and avoid

service degradation.

There are many researches focus on the interaction between Application and

MAC layer with the objective to reduce the packet loss rate [3], [4]. In [3], a method of

marking priority for each type of video packet is proposed. Based on data partitioning

scheme of H.264, a slice is divided into three parts. Partition A contains the most im-

portant information which is crucial to the decoding of the other partitions. Partition B

(intra partition) carries intra coded block pattern and intra coefficient. This partition is

more important than Partition C because this information can stop further drift. Partition

C (inter partition) carries only inter coded block pattern and inter coefficient. In addi-

tion to three partitions, H.264 bitstream includes the parameter set concept (PSC) and

instantaneous decoding refresh (IDR). PSC contains information such as picture size,

display window, optional coding modes employed, MB allocation map. IDR contains

only the intra picture where no data partitioning can be applied. At the NAL layer of

H.264, each NALU is considered as a packet that contains payload type, which is parti-

tion A, B or C of slice. In addition, NALU includes an NAL header having Nal Ref Idc

(NRI) field. The NRI contains two bits that indicate the priority of the NALU payload,

where 11 is the highest transport priority, followed by 10, then by 01, and finally, 00

is the lowest. Accordingly, information of partition A obtains the highest priority and
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information of partition C obtains the lowest priority. At the IEEE 802.11e MAC layer,

there are four classified queues: AC 3 corresponds to the highest priority, and AC0 is the

lowest. The PSC is mapped to the highest priority queue. The IDR and partition A are

mapped to the same category AC2 while partition B and C are mapped to AC1. AC 0

is used for best effort traffic. The architecture of system is shown in Fig. 4.1. Although

this method achieves better performances in terms of delays and loss rate than the actual

WLAN standard and its QoS enhancement mechanism, there exists some limitations.

Because the number of packets of partition A is small while that of partition B and C

is large. Thus, the capacity of queue AC2 may be in available while the queue AC1 is

overload. Consequently, it causes the unnecessary packet dropping in the queue AC1.

In these cases, it is better if some packets arriving AC1 can be mapped to AC2 to avoid

overload in AC1.

H.264 source

Video coding layer

SliceSlice Slice

Network abstract layer

Slice

NALU NALU NALU NALU

MAC IEEE 802.11e layer

Network

Slice Type NRI Value
Parameter set 
information

IDR picture 
slice

Partition A
Partition B
Partition C

11

10

10

01

01

NRI values AC
11

10
01

3
2
1

AC0 is reserved for best -effort
AC3 AC2 AC1

Figure 4.1: Cross layer QoS architecture

To overcome the issue mentioned above, [4] proposes a method to balance traffics
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coming to queues. In this method, packets of video data are mapped into AC2, best

effort traffics are mapped to AC1 and AC0 is spent for back ground traffic. At the MAC

layer, the first queue length of AC2 is checked and compared against a set of threshold

values. If the queue length is lower than the lower threshold, the video data is mapped

to AC2. But if the queue length is greater than the upper threshold, the video data is

directly mapped to lower priority queues AC1 and AC0.

In scalable video coding, video bit stream is organized into separate layers based

on the delay deadlines of the various video frames (e.g. I-, P- and B-frames). Based

on cross-layer application-MAC layer architecture, [38], [23], [24] uses queue theory

to optimize the number of retransmission and packet sizes for each video layers with

different QoS requirements. In particular, the network queue and the MAC layer mon-

itor the overflow rate and the packet error rate. Using the information about state of

queues, a suitable number of retransmissions are given to achieve the lowest packet loss

rate. Meanwhile, authors prove that the packet loss rate also depends on the packet size.

Thus, the goal of the cross-layer optimization is to determine the optimal packet size

and maximum number of times each packet can be transmitted such that the expected

video distortion is minimized under a give delay constraints.

In [39]- [40], different FMO types are conducted to find out which pattern provide

the best video quality for a given packet loss scenario, typical for WLAN environments.

The results show that the ”dispersed” FMO type provides the best PSNR for the case of

moderate packet loss. However, with the best PSNR, this method just shows that ”dis-

persed” FMO is good for error concealment at decoder, not for cross-layer optimization

between layers at encoder. In other word, the FMO type at application layer does not

affect to the lower layer in term of reducing packet loss rate. Therefore, in our proposed

method, based on information from MAC layer, FMO at application is created with

criterion of reducing the packet loss rate at queues of MAC layer.
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4.2 Overflow rate

At the MAC layer, packet losses occur due to two reasons: link erasures and queue

overload. In the scope of the thesis, we assume that link erasure is zero. The used

queues are drop tail queue. Thus, the packet drop rate at the queues depends on the

arrival rate and service rate of queues. If the arrival rate is greater than the service rate,

the queue is occupied quickly by waiting packets. If this state occurs for a long time,

queue is felt into full state and the arrival packets are dropped. This state is overflow

state of the queue.

In this work, we use a simplified buffer analysis based on fluid model. Let Lr be

the link retry limit, and Pe be the packet error rate (PER) of the link (without retry),

then the mean number of transmissions for a single packet until it is either successfully

received or it reached its retry limit can be calculated as [41]:

s(Lr, Pe) = 1(1 − Pe) + 2Pe(1 − Pe) + · · · + LrP
Lr−1
e (1 − Pe) + (Lr + 1)PLr

e

=
1 − PLr+1

e

1 − Pe

(4.1)

Let λ be the arrival rate (packets/s). In the fluid model, we calculate the overflow rate

as

δ(Lr, Pe) =
s(Lr, Pe)λ − C

s(Lr, Pe)λ
(4.2)

, where C is the service rate of the link (packets/s). Equation 4.2 shows that overflow

occurs only when sλ > C. By substituting Eq. 4.1 into Eq. 4.2, we have

δ(Lr, Pe) = 1 − 1

ρ(Pe)

1

1 − PLr+1
e

(4.3)

, where ρ(Pe) =
λ

C(1 − Pe)
is the effective utilization factor of the link.
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4.3 Cross-layer MAC-Application-layer using Adaptive FMO and

Queuing Overflow Rate

For simplification, we assume that there are two queues in MAC layer: AC1 and AC2.

The priority of AC2 is higher than the priority of AC1. Assuming that Lr and Pe are

constant, from Eq. 4.2 and 4.3, we can see that ρ(Lr, Pe) ∼ λ
C

. Therefore, to reduce the

overflow rate of a queue, we should reduce the arrival rate of that queue.

In video coding transmission without FMO, MBs in a frame are encoded in raster

scan order. Meanwhile, the distribution of important MBs in a frame is almost random.

Figure 4.2 shows the importance of MBs in frame 10 of ”akiyo” sequence. Numbers in

the table show the importance of MBs in the frame. In this case, the importance is mea-

sured by the residual of MBs. If MB’s residual error is equal to zero, MB is considered

“not important” and those MBs are implied to belong to background region of a frame.

More important MBs belong to the region of interesting (ROI) of a frame. We can see

that, the order of more important MBs and less important MBs are interlaced. Thus, the

arriving rate of packets to the high and low priority queue is not able to be controlled.

0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 461 936 479 0 0 0 0 
0 0 0 0 1268 1769 771 0 0 0 0 
0 0 0 1 3056 2253 1120 219 0 0 0 
0 0 0 0 789 2238 684 347 0 0 0 
0 0 0 179 510 2023 1595 678 700 51 0 
0 3 81 4 229 1186 812 438 163 471 0 
0 0 250 301 157 1092 510 267 282 800 0 
0 124 250 6 6 610 752 402 609 147 0 

 

Figure 4.2: Importance of MBs in frame 10 of ”akiyo” sequence

To adjust the order of arrived packets, we can adjust the order of encoding MBs in

a frame by using explicit FMO map. Figure 4.3 shows the explicit FMO map and Fig.

4.4 is the importance of MBs arranged according to the FMO map appropriately. Ac-

cording to this FMO map, more important MBs (MBs in bold) are encoded first. After

that, the less important MBs (white MBs) are encoded. Therefore, the more impor-
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461 4 1 491 3 1 391 371 2 1 291 271 801 841
871 501 541 531 571 601 641 631 621 681 651
691 671  01  41  31  21  81  51  61 901 941
931 921 981 951 961 9 1 701 741 731 721 781
751 761 7 1 791 1 2 3 4 5 6 7 
8 9 10 11 12 13 14 15 19 20 21 

22 23 24 25 26 30 31 32 33 34 35 
36 42 43 44 45 46 47 48 53 54 55 
56 57 58 66 67 77 78 79 88 89 99 

 

Figure 4.3: Explicit FMO map of frame 10 of ”akiyo” sequence

461 936 479 1268 1769 771 1 3056 2253 1120 219 
789 2238 684 347 179 510 2023 1595 678 700 51 
3 81 4 229 1186 812 438 163 471 250 301 

157 1092 510 267 282 800 124 250 6 6 610 
752 402 609 147 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 

 

Figure 4.4: The importance of MBs after rearranging in frame 10 of ”akiyo” sequence

tant packets will be mapped into high priority queue first. And then, the less important

packets are mapped into low priority queue. If we want flow of less important packets

arrives to low priority queue first, the FMO map is converted. The less important MBs

are encoded first, followed by the more important MBs.

Figure 4.5 describes the architecture of system using cross-layer scheme to gener-

ate explicit FMO map. In this system, after encoding, flow of video packets is mapped

into queue AC1 and queue AC2. After encoding each frame, the overflow state of two

queues is sent to encoder. Based on this information, encode decides a FMO map for

the next frame to adapt with states of queues.

In case of overflow rate of queue AC1 is higher than that of queue AC2, σ1 ≥ σ2,

to reduce the arrival rate of packets coming to queue AC1, FMO map is generated in the

way such that the higher important MBs are encoded before the lower important MBs.
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Figure 4.5: Cross-layer architecture of the proposed method

Therefore, the lower priority packets will come to queue AC1 later than the higher

priority packets coming to queue AC2. In other word, the arrival rate λ1 is decreased

and arrival rate λ2 is increased. Consequently, σ1 is decreased and σ2 is increased.

In case of σ2 > σ1, to reduce the arrival rate of packets to queue AC2, FMO map

is converted. Thus the lower important MBs are encoded first. And thus the higher

priority packets will come to queue AC2 later than the lower priority packets coming to

queue AC1. Hence, in the encoding period of a first half frame, λ2 is decreased and λ1

is increased. Consequently, σ2 is decreased and σ1 is increased.

4.4 Experiment Results

4.4.1 Simulation setup

In this work, a frame is divided into 8 slice groups. The higher important MBs are

contained in four slice groups and the lower important MBs are contained in the other

four slice groups. Each slice group is contained in a packet. As the result, there are two

types of packets: the high priority packets containing the higher important slice groups

and the low priority packets containing the lower important slice groups as shown in

Fig. 4.4. The high priority packet is mapped into AC2 and the other is mapped into

AC1. The parameters of queues are shown in Table 4.1.

For the simulations, four video sequences Akiyo, Coastguard, Foreman and High-
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Table 4.1: Access Category at the MAC layer

Type Access Category Value
Voice IP AC3 (CWmin,CWmax,AIFS,RL) (7,15,2,4)
Video AC2 (CWmin,CWmax,AIFS,RL) (15,31,2,4)

AC1 (CWmin,CWmax,AIFS,RL) (31,1023,3,4)
CBR,FTP AC0 (CWmin,CWmax,AIFS,RL) (31,1023,7,4)

Table 4.2: The number of video packets and packet size of each method

Method Frame Packet number Average video
number packet size

Proposed method 100 802 80 bit (64 kbps),
(Adaptive FMO) 145 bit (128 kbps),

410 bit (384 kbps)
Non-Adaptive FMO 100 802 80 bit (64 kbps),

145 bit (128 kbps),
410 bit (384 kbps)

Data Partition 100 867 (64 kbps), 74 bit (64 kbps),
881 (128 kbps), 133 bit (128 kbps),
887 (384 kbps) 372 bit (384 kbps)

way are used. These sequences are coded at 20 fps with bit rate of 64 kbps, 128 kbps

and 384 kbps. To examine the efficiency of the cross layer mechanism, we conduct

experiments over an 802.11e wireless LAN and implemented in network simulator

(NS2) [42] and [43]. In order to evaluate the advantage of the proposed method, the

proposed method is compared with two other methods in term of PSNR and packet loss

rate. The first method uses DP and the second method uses non-adaptive FMO. In the

method using DP, packets of partition A is mapped into queue AC2 while partitions B

and C are mapped into queue AC1. In the method using non-adaptive FMO, a frame is

also divided into 8 slice groups including 4 higher important slice groups and 4 lower

important slice groups. However, without adaptability, high important slice groups are

always encoded first. As the result, the arrival rates of packets to queues are considered

as constant. Table 4.2 shows parameters of each method.



64

Figure 4.6: Queue length of the method using Data Partition with ”coastguard” se-
quence at 64kbps

4.4.2 Result analysis

a. Comparisons in queue length

Figure 4.6 describes the length of queues when transmitting partition B and par-

tition C. From these measurements, it appears that AC1 (partition C) is always in full

state. While state of AC2 is not used effectively. This unbalance causes unnecessary in

packet dropping of AC1.

Similarly, in method using FMO without adaptability (Fig. 4.7), the arrival rates

of packets to two queues are equal. However, the serve rate of AC2 is greater than serve

rate of AC1. Thus, the state of AC1 is always in full while the AC2 is occupied by a

small number of packets.

Result in Fig. 4.8 shows that in the proposed method, because of the change

of arrival traffic depending on overflow state of queue, the fullness of AC1 (for high

important packets) queue is reduced significantly. This is because when AC1 having

signal of overflow, the traffic of packets coming to queue is relayed to AC2. Hence, the

packet drop rate of AC3 queue is reduced in the proposed method. Because of sharing

between two queues, the average length of AC2 in the proposed method is increased.

However, this increment is not significant therefore the drop rate of AC2 is not affected.

b. PSNR and Drop rate comparison

From Table 4.3-4.5, we can see that average PSNR of method using FMO without
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Figure 4.7: Queue length of the method using None-Adaptive FMO with ”coastguard”
sequence at 64 kbps

Figure 4.8: Queue length of the proposed method using adaptive FMO with ”coast-
guard” sequence at 64 kbps

adaptability is the lowest; the following is the method using DP. The proposed method

with adaptive FMO has the highest average PSNR. The improvement is up to about

6dB compared to the method using FMO without adaptability and up to about 4dB

compared to the method using DP. These improvements are explained by packet drop

rate at queues shown in Table 4.6-4.11:

• The drop rates at both queues of method using FMO without adaptability are

always the highest. Because the number of low and high priority packets are

almost the same. In addition, the arrival rate of these packets to queues is con-
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stant. Therefore, the drop rates at both queues are high, especially at the queue

AC1. For example, as shown in Table 4.7 and 4.8, the drop rate of ”akiyo” se-

quence with 64kbps at AC2 is 0.034 (greater than 0.0 of the method using DP and

0.014 of the proposed method) meanwhile at AC1 is 0.25 (greater than 0.24 of the

method using DP and 0.02 of the proposed method). Consequently, the average

PSNR of this method is the lowest.

• The drop rate at AC2 of method using DP is the lowest because the number of

packets in partition B is very small. However, the drop rate at AC1 of this method

is higher than that of the proposed method. Because in a slice groups, the parti-

tion C is major. Thus the number of packets in partition C is larger than that of

partition A and B. Because of unbalance in using queue capacity, the drop rate

in AC1 is very high comparing to the drop rate at AC2. For example, drop rate

at AC1 of the method using DP in ”akiyo” sequence with 64kbps is 0.32 (much

greater than 0.0 at AC2 of this method and 0.02 at AC1 of the proposed method).

However, compared to drop rate at AC1 of the method using FMO without adapt-

ability, the drop rate at AC1 of method using DP is still smaller. Furthermore,

the important packets at AC3 and AC3 are preserved. Thus, the average PSNR of

this method is higher than that of the method using FMO without adaptability.

• Meanwhile, the drop rates at both queues of the proposed method are rather fair

and small. For example, the drop rates at both queues of ”akiyo” sequence with

64kbps are 0.014 and 0.02, appropriately. It shows that the balance in dispatching

traffics to queues is important.

Table 4.10-4.12 show the number of undecodable MBs in each method. Undecod-

able MB is MB which can not be received by decoder because the packet containing

this MB is dropped at MAC layer of transmitter. To reconstruct these lost MBs, the

colocated MBs of the previous frame are copied. The results show that:

• The higher bitrate is, the larger number of undecodable MBs is. This is because

of the packet size in high bitrate is larger than packet size in low bitrate. Thus,
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the queues in the case of high bitrate are full more quickly than in the case of low

bitrate.

• Because of low dropping rate, the proposed method has the lowest number of

undecodable MBs.

Figure 4.9 and 4.10 shows subjective evaluations of the video quality for ”akiyo” and

”coastguard” sequence of our proposed method compared to the other methods.
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Table 4.3: Average PSNR comparison of three methods at 64 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 38.52 37.38 42.60

coastguard 25.15 25.95 28.49
foreman 32.30 27.38 40.33
highway 38.99 30.88 36.72

Table 4.4: Average PSNR comparison of three methods at 128 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 38.20 35.20 43.81

coastguard 22.25 24.86 27.49
foreman 24.50 27.59 29.56
highway 37.74 31.28 35.13

Table 4.5: Average PSNR comparison of three methods at 384 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 36.20 33.32 36.78

coastguard 21.27 22.19 22.45
foreman 29.16 25.29 25.81
highway 31.16 29.11 29.64



69

Table 4.6: Drop rate comparison at AC2 queue of three methods with 64 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 0.0 0.034 0.014

coastguard 0.0 0.027 0.017
foreman 0.003 0.017 0.0
highway 0.0 0.027 0.005

Table 4.7: Drop rate comparison at AC1 queue of three methods with 64 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 0.24 0.25 0.02

coastguard 0.1 0.22 0.03
foreman 0.2 0.28 0.01
highway 0.18 0.3 0.02

Table 4.8: Drop rate comparison at AC2 queue of three methods with 128 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 0.000 0.041 0.004

coastguard 0.012 0.036 0.014
foreman 0.005 0.032 0.007
highway 0.000 0.029 0.024

Table 4.9: Drop rate comparison at AC1 queue of three methods with 128 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 0.239 0.323 0.025

coastguard 0.178 0.285 0.03
foreman 0.212 0.287 0.017
highway 0.206 0.242 0.078
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Table 4.10: Drop rate comparison at AC2 queue of three methods with 384 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 0.0 0.044 0.027

coastguard 0.005 0.07 0.07
foreman 0.002 0.084 0.074
highway 0.012 0.057 0.078

Table 4.11: Drop rate comparison at AC1 queue of three methods with 384 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 0.32 0.36 0.18

coastguard 0.48 0.45 0.3
foreman 0.31 0.46 0.27
highway 0.17 0.4 0.27
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Table 4.12: Number of undecodable MBs of three methods with 64 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 603 861 214

coastguard 452 831 138
foreman 669 949 39
highway 703 903 89

Table 4.13: Number of undecodable MBs of three methods with 128 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 769 1119 114

coastguard 1264 993 103
foreman 1339 978 51
highway 1063 850 306

Table 4.14: Number of undecodable MBs of three methods with 384 kbps

Data partition None-Adaptive FMO Adaptive FMO
akiyo 1397 1341 742

coastguard 4714 1410 1051
foreman 3349 1441 1126
highway 2112 1409 928
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Figure 4.9: Subjective evaluation for the ”Akiyo” sequence frame 50

Figure 4.10: Subjective evaluation for the ”Coastguard” sequence frame 60



CHAPTER V

Conclusions and Future Works

In this dissertatation, we present a new method for error resilient video coding by us-

ing adaptive FMO when transmitting video over error prone environment like wireless

channel.

In chapter III, the three-state Markov model is used to estimate the locations of

burst and guard sections in channel. In addition, the importance of MB is measured

based on effect of error propagation. With the predicted information of channel, impor-

tant MBs are arranged into guard sections and unimportant MBs are arranged into burst

sections. Moreover, when considering inter-frame error propagation, a suitable intra

refresh rate is selected based on the channel state to reduce the effect of error propaga-

tion. Experimental results show that our proposed method gains some improvements in

terms of PSNR as compared to some conventional methods that have not taken channel

condition and error propagation into consideration in generating FMO map.

Another method using adaptive FMO map is proposed in chapter IV. In this chap-

ter, the ineffectiveness in using queues at MAC layer of some previous method is ana-

lyzed by using dropping rate. In these methods, video packets are classified and mapped

into queues depending on importance of packets. However, the inflexibility in map-

ping algorithm results in the unbalance in using queues. At sometimes, higher priority

queues is available while the other queue is full. From this limitation, a new method us-

ing cross-layer approach is proposed to reduce dropping packet rate, based on feedback

information from queues at MAC layer of WLAN 802.11e standard, encoder changes

FMO map in such that the arrival rate of packets is changed following the overflow

rate of queues. In particular, video packets are also classified into two types of priority

and mapped into two queues at MAC layer. However, the overflow rate of queues are

tracked by encoder. If overflow rate of a queue is high, the arrival rate of packets to
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that queue is adjusted by changing FMO map. Therefore, the arrival rate of packets

to queues are adaptive with fullness of queues. The proposed method is compared to

the method using data partitioning and the method using FMO without adaptivity. The

results show that the proposed method is effective in reducing the packet dropping rate

and can improve the PSNR up to 5 dB. Subjective evaluations also show an overall

improvement using our proposed method.

The proposed methods using adaptive FMO in this dessertation improve qual-

ity of video image significantly comparing with some other methods for error resilient

in video coding. However, there are still many research directions in error resilient

in wireless video transmission. Possible further works include improving the wireless

channel model to better adaptively cope with varying channel condition, improving al-

gorithm for generating FMO map to further improve the performance. In additional,

error concealment scheme at decoder should be considered to increase error-proof abil-

ity of system.
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APPENDIX A

Figure A.1: Comparison actual and estimated channel state for ”Akiyo” sequence in
slow fading, 64 kbps.

Figure A.2: Comparison actual and estimated channel state for ”Akiyo” sequence in
fast fading, 64 kbps.
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Figure A.3: Comparison actual and estimated channel state for ”Akiyo” sequence in
slow fading, 128 kbps.

Figure A.4: Comparison actual and estimated channel state for ”Akiyo” sequence in
fast fading, 128 kbps.
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Figure A.5: Comparison actual and estimated channel state for ”Akiyo” sequence in
slow fading, 256 kbps.

Figure A.6: Comparison actual and estimated channel state for ”Akiyo” sequence in
fast fading, 256 kbps.



APPENDIX B

Figure B.1: PSNR comparison of “Akiyo” in slow fading at different bit rates.

Figure B.2: PSNR comparison of “Akiyo” in fast fading at different bit rates.
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Figure B.3: PSNR comparison of “Akiyo” in slow fading at different bit rates.

Figure B.4: PSNR comparison of “Akiyo” in slow fading at different bit rates.
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Figure B.5: PSNR comparison of “Foreman” in slow fading at different bit rates.

Figure B.6: PSNR comparison of “Foreman” in slow fading at different bit rates.
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Figure B.7: PSNR comparison of “Foreman” in slow fading at different bit rates.

Figure B.8: PSNR comparison of “Foreman” in slow fading at different bit rates.
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Figure B.9: PSNR comparison of “Claire” in slow fading at different bit rates.

Figure B.10: PSNR comparison of “Claire” in slow fading at different bit rates.
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Figure B.11: PSNR comparison of “Claire” in slow fading at different bit rates.

Figure B.12: PSNR comparison of “Claire” in slow fading at different bit rates.
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Figure B.13: PSNR comparison of “Carphone” in slow fading at different bit rates.

Figure B.14: PSNR comparison of “Carphone” in slow fading at different bit rates.
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Figure B.15: PSNR comparison of “Carphone” in slow fading at different bit rates.

Figure B.16: PSNR comparison of “Carphone” in slow fading at different bit rates.



92

BIOGRAPHY

Vu Huu Tien was born in Hanoi, Vietnam, in 1979. He received his Master’s de-

gree in electrical engineering from Hanoi University of Technology, Vietnam, in 2005.

He has been granted a scholarship by the AUN/SEED-Net (www.seed-net.org) to pur-

sue his Doctoral degree in electrical engineering at Chulalongkorn University, Thai-

land, since 2007. He conducted his graduate study with the Digital Signal Processing

Research Laboratory, Department of Electrical Engineering, Faculty of Engineering,

Chulalongkorn University. His research interest includes Multimedia and Video Wire-

less Transmission.


	Cover (Thai) 
	Cover (English) 
	Accepted 
	Abstract (Thai)
	Abstract (English) 
	Acknowledgements 
	Contents
	CHAPTER I INTRODUCTION
	1.1 Motivation and Problem Statement
	1.2 Research Contributions
	1.3 Thesis Organization

	CHAPTER II BACKGROUND
	2.1 Video Coding
	2.2 Wireless Channel
	2.3 Cross-Layer Optimization

	CHAPTER III AdaptiveFMOBased on Error Propagation for Error Resilient H.264 VideoCoding
	3.1 Introduction
	3.2 Locating Error Burst Positions
	3.3 Adaptive Explicit FMO Map Generation
	3.4 Simulation Results and Discussions
	3.5 Summary

	CHAPTER IV Adaptive FMO Using Cross-Layer Application-MAC Layer Scheme
	4.1 Introduction
	4.2 Overflow rate
	4.3 Cross-layer MAC-Application-layer using Adaptive FMO and QueuingOverflow Rate
	4.4 Experiment Results

	CHAPTER V Conclusions and FutureWorks 
	References 
	Appendix 
	Vita



