Chapter 4

In a real particle physies > collider generates interactions

of bunches of particles &t higk : ielding shewers of particles which are then
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CMS detector.
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For the CMS project, ms 7 are involved in the full simulation
chain. The diagram-showifig an order of s askdn the CMS experiment
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e To give physicists a feeling for the kind of events one may expect and hope

to find, and at what rates.

e As a help in the planning of a new detector, so that detector performance
is opﬁmized, within other constraints, for the study of interesting physics

scenarios.
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Figure 4.1: An illustration of £he womnk ical event at the LHC ptpt —
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e As a tool for d?sing the analys thT should be used on real
data, so that sigiial-to-background conditions are optimized.
¢ o Q
e Asa meﬁ%rﬁti@atw %}%ﬁc%ﬁﬁ}ﬂoﬂég)m that have to be
applied toyraw data, in order to extract the “true” physics signal.
- ¢ o Q/
TGRS RN B Qb s
ehzgi erms of a more fundamental underlying theory (usually Standard

Model). -

In our work, we generated events from proton-proton collision using CMS
event KINetic generation (CMKIN). CMKIN is built under Fortran code and

is interfaced with many kinds of high energy physics event generators, such as
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interface because it is easilyfohtainable fi o y updated and well documented.

In the early day of doi icle physics, a program called

JETSET, created b , 0 1978, was used-to generate ete™ to do
Y > ."w

erating hadronic physics at very hig T THB generates the collisions

physics study. Then, andle the job of gen-

between leptons; hadroné and gammas based on QCD model. Most of the time,
s v B W 0PN 11301 1 i
programs are in es e PYTHIA.
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4.1.1 Physics in CMKIN

The typical collision in high-energy physics event can be described in the following

steps, in time order:
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1. Initially, the two beams are coming towards each other. Normally, each
particle is characterized by a set of parton distribution functions, which
defines the partonic substructure in terms of flavor composition and energy

sharing.

2. One shower initiator parton from each beam starts off a sequence of branch-

ings such as ¢ — gg which build up an initial-state shower.

7 owers enters the hard processes,
where then a numbez Of outgoing produced, usually two. It is
the nature of this Process-that de 1es é, main characteristics of the
event. |

4. The hard process

aset of short-lived resonances, like the Z° and
; ﬁ' !“\\'\\* ns and has to be considered
it (1O IO L) G 4‘\
0 O . \-n

W+ gauge bosons,

in close associa

final-state showersr

5. Also, the outgoi b QQ ‘\. ¢ interactions), to build up

Fa)
! f.'.

6. In addition to the hard .!’ ‘t‘ e

tions may occur betwee -g €0 Qh r : of two incoming hadrons.

d above, further semihard interac-

7. When a show ! initiator is taken out of a be 5‘6 le, a beam remnant is
left behind. ]I en a) Eructure, and a net color
charge that relate it to the rest of the final stat

) ;ﬁZnﬁﬁﬁﬂilncﬂmmllﬂljnge(::lrgalql?aa.;f:n:nd
b A1 o Ob 1

rearrangement or Bose-Einstein may complicate the picture.

10. Many of the produced hadrons are unstable and decay further.

More detail on each step can be found in reference [30].
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4.1.2 Generating Events using CMKIN

The CMKIN version we used in our work is 4.0.0. To generate events of interest
using CMKIN, we first select the datacards of the type of process we want. The
datacard consists of two parts: 1) channel independent cards in the job script and
2) a separate datacards *.txt file which contains the physics channel dependent
control cards. The datacards used for W* and Z° production and the background

After selecting the datacard, we defifle °r necessary parameters:
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a number of differ

the output file n

E ; . —'.
the ntuple format (in our !- i T ntuple format)

the Parton Di'b ) .
y*—* X )

We are now re to cor cecute e e@ generation jobs through
the KINE module. The gMKIN code on KINE module offers a standard way to
interface kme e KINE module for
PYTHIA ntupl uH?Mganﬂm’?JﬂEe code of the main
program of the KINE module can bé found in

ARAS RUTITTNIN Y, s

formatlon stored in each entry of HEPEVT ntuple can be found in Appendix
AT.

In our work, we have generated W+ and Z° in channels qq - WtW~- —
wrv,(v,) and gg — Z°2° — 2u+2~ which we referred them as “signal” processes.

Four of our “background” processes are 1) the Drell-Yan process, 2) g7 - vy —
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KI_PYT_MAIN N

L——»KI_INIT « Initializations
KI_DEF_KEYS

L KI_FFKEY2
KI_FFGO
KI_CHECK_PARS
KI_NTPL_DEF « Define HEPVET ntuples
- KI_EVT _SEL « Initializae event selection
—— KI_PYT_INIT * Pythia parameters initialization
* — PYEVNT * Pythia event generation (loop)
— KIU_FILL_HEPEVT

CMKIN.

7 = YY" — ptpu) m um bias process. The

processes are consider ons in their final decay

product. For descriptions# ‘ ':‘7 yrocess and the minimum bias events,

configurations as thesfolle

. center—of—mass -‘ll g

pseudorapidity: 77] < 24 (corresponds to the full coverage of CMS Muon

e 412 AN YN INYINT

transversefthomentum: 0 < PT < 200 GeV/ C

QRN T HATN YA Y

Pa.r‘on Distribution Function (PDF) set: CTEQ5L [8]

There are 10,000 events being generated for each process, except for the
processes ¢¢ — Y*y* — p*p~ and ¢ — vy — ptp~ which contain 40,000 events.
We need more events for the two processes because, from our preliminary analysis,

they yielded very few numbers of muons in the detector simulation.
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Table 4.1: The number of events being generated by CMKIN for each process.

Drell-Yan Process

minimum bias

Wy,

Event Number of events i)eing generated
99 - WHW~ — p*v,(9,) 10,000
97— 2°Z° - 2ut2p- 10,000
9@ — 7Y - ptp 40,000
9q — vy — ptp 40,000

10,000
—d.,
0,000

4.2 Detecto

» L1 _I“ \
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Detector simulation is'of affuddamental ik nce \ many aspects and phases of
particle physics experiufen Ao:im-).';:' ’ \ v \ a preliminary investigation
to the design of the expeafiment an e \ ation of the potential physics

output and risks involving the detee ictién. In addition, it posts a good
assessment on the detector development. ¢

i

= o g

and optimizes of reconstruction and

physics analysis, and.help iongof physics outcome.

-

In general, wi L > he detector simulation

simulates how particles interact or m@rial, how they transverse

through the detector, curye in magnetic ﬁeki}s, produce shower in calorimeters and

e @YU INUNITNYINT

e softwdie responsible for d‘f:tector simulation in the CQI\,/.I.!S experiment is
Object-Oxi ipaulagion, f; i SCAR). OS-
SN R TR 11015 1 g
tool kit [31], providing a complete set of tools for all domains of detector simu-
lation: Geometry, Tracking, Detector Response, Run, Event and Track manage-
ment, and User Interface. A large number of set of physics processes in OSCAR
gives many possible interactions of particles with matter over a broad range of

energy. In addition, OSCAR has implemented abundant set of utilities, including

PDF (Parton Distribution Function) information, particle management, sets of
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random number’ generators, physics constants and units and interfaces to event
generators. A detail of OSCAR BuildFile and OSCAR run configuration file can
be found in Appendix C.1.

OSCAR (In our work, we used OSCAR version 3.4.0.) works by incorporat-
ing four ingredients.

e Primary Event: input f nts gvent generator CMKIN. These input
events must be in HEREV] o at i ﬁo be processed by OSCAR.
a _db
e Detector Description:.data co ntainy 'h'xk detector information. it is

separated in three caie : 3."\ detector’s materials, shapes,
geometrical informatieon 2)/dafa specific to .,\ ks of particular parts of
the detector, o ' d 3) data describing the

CMS magnetic database named Detector

Description Databag D) o) v o, \\

s (electromagnetic and hadronic

process). The procCessgs arein ncorporated g ing the simulation job. For

available physics processes gf)- KR the GEANT4 manual [31].
= ,’ b2 - :

e User Action:.adj j input-output config-

uration.

The simulation t‘ﬂc in OSCAR coTlsists of 3 stepﬂ

- mhz@uﬂ AN NINEAD T e

tion of par Hcles and physics processes and (&culatxon of cr&y-sectlon

» ol Gk b eobea b b0 e

° Events Processing: processing one track, stepping and generate hits.
Note: Tracks are traces of particles corresponds to the simulation of a par-
ticle from its birth to death. When a particle is tracked in a volume, each
step in the volume is signaled to the sensitive detector which extracts hit

information. Steps is a simulated segment of the track of a particle.
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To sum up, OSCAR uses information from the DDD, takes input of gen-
erated events from CMKIN and uses GEANT4 to simulate how particles propa-
gate through space, interact with the CMS detector material, depdsit energy, etc.
From the simulations, OSCAR then produces output stored it in POOL database.
The information stored in the database consists of three types of information:
Sim Vertices, SimTracks and SimHits. They will be an input for the next chain of
simulation — digitization.

OSCAR simulation is very PU i ive work. For example, it had taken
o run OSCAR on a 1.6 GHz
Pentium 4 PC. Under atight-sehe ¢ CANT 6t simulate as many number of
events as we plan to. WeWereforeed tc \L» 0 events in OSCAR, which
was expected to yield high st# /f{fi ‘O‘%‘- an to

A b o ghnin

that were input into OS@A R’ ’
e )

Table 4.2: The #§pefand n diber: % eing input in OSCAR
w ents input in OSCAR

1,000

n more number of events

is set, for the near futus bthe types and number of events

Event

qq — 2°2° Sl (. 000

oo
B lgIngniny Wy |
SAIANNIUIAIANHIRY, ...

and User ANAlysis for CMS (IGUANACMS), responsible for the part. In our

work, we are not concern with graphical aspects of the simulation, and thus have

4q =+ 4"y

qq — vy — pty

omitted this part for future study. Below, in Fig. 4.4, we show one example of
OSCAR visualization in the IGUANCMS program.
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Figure 4.4: An IGUANAC)
(picture from http://iguadacsfweb. det / cms/gallery.html)

4.3 Event Recé ti'u’,“cti An Digitization

#

i 1%

W

L 'fg'}ﬁg“ﬁ ; :
From the full detector simulatioa-by OS the information of every detector
4 AT L =
readout channel are stored irr'a?[&d%‘ 0 be reconstructed and

dlgitized The _Qb‘%a :ﬁ pStrieron il— \;}! Analysis (ORCA), IS
the software responsil '

T
S

and digitization task. It
rom OS@{AR into physics meaning
quantities and further pe{fgns simulation @f the responses of readout electronics.

oron A BYRIHEIANT: v b s

as programmingq-language. The des&gn of ORCA clf based on QI\4§ Analysis and
Recon jm r ﬂ?m ﬁ%sfﬂw ' reconstruc-
tion mseﬁo S! ﬂw ﬂ ﬁrﬂyﬁ

There are two logical layers in ORCA; the subsystems and in each subsystem,
packages. The packages in a subsystem generate a single library to handle a par-
ticular domain of the associated sub-detector (e.g. for Calorimetry: G3EcalDigits,
G3HcalDigits, EcalCluster) or reconstruction utility. In standard ORCA package,

there are minimum of four packages located in four ORCA sub-directories. Only

organizes and convert§ information obtaine
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the first two of these are exposed to external users of the packages. Those four
packages are:
¢ doc The documentation related to the package.

e interface The C++ header files that can be referred from other packages

in the same or in different subsystems. In case of missing documentation

> imp { “d functionality of the package.
e src The actual souree-code & éﬁles local to the package.
e test Source code"®ffcsisplobts G trol of the package.

CA subsystem also contains

Except from the fétir
a directory domdin, whigh hélds filesTand documentati ion shared by all packages
of the subsystem. '

To run event reéon onsand d ORCA (in our work, we
used ORCA version 8.4.08, y 0 bpecifieg \ ation of POOL database, the
and'the g ataset to be stored after ORCA

had finished the job. Then, we. 7 executing two operations: first,

number of event to be procgssegd

T

recording.

2

1. Digitization:

ﬂ dig [ %nulated the response of
electronic readout in the CMS detector. It first took input files from OS-

CAR output, p I “Digis.obj cﬁj stored in POOL
databaseﬁ[‘uo utsD i ﬁﬁd f information: 1)

informatio® from the event geperator, 2) ingrmation from dgtector simula-

AT TR TN
d‘a luding pile-u ronics response siMulation). “The data at

this stage was not yet in format to be analyzed. It has to be recorded in
DST database first. In Appendix C.2, we provide ORCA BuildFile and run

configuration file of the digitization operation.

2. DST Recording: ORCA has implemented a DST feature for recording

and retrieving database stored from digitization process. DST is chosen
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as data sterage technology for the CMS project because it could provide
compact information for analysis and homogeneous collections of objects:
tracks, vertices, muons, electrons, jets, taus, etc.

In DST recording, ORCA took POOL data file from digitization and write all

objects created during reconstruction in DST format. The information from

the output of DST recording was to be retrieved by DST reading feature in

ﬂ'lJEl'WIEWI'iWEI"Iﬂ‘ﬁ
ﬂmmnmumwmaﬂ



	Chapter 4 Simulation
	4.1 Event Generation
	4.2 Detector Simulation
	4.3 Event Reconstruction and Digitization


