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CHAPTER |
INTRODUCTION

1.1 Introduction

The demands for new and higher data rates wireless communication services such
as multimedia streaming, video surveillance, Voice over Internet Protocol (VolP), video
conferencing, interactive gaming, and mobile TV, are rapidly growing, where new radio
frequency bands are very scarce if available at all; beside the power limitations of the
terminal stations. Thus, future wireless communication systems must provide higher
bandwidth efficiencies that can achieve higher user capacities and faster data rate with
low complexity by introducing advanced features to existing cellular and other wireless
communication systems standards (Juntti et al., 2005). Concurrently, initiating the
research and development towards the introduction of future wireless communication
systems, including fourth generation (4G) cellular systems and beyond the fourth
generation (B4G); where the vision of the next generation wireless systems is not only to
support high speed data transmission and cover the need for new communication
services but also to enable the integration of existing technologies in a unified platform
(Fazel, and Kaizer, 2008).

The main technical and theoretical challenges in future wireless systems concepts
creation are: bandwidth efficiency challenge (2-10b/s/Hz), and frequency selectivity
challenge due to the large bandwidth (>> 100 MHz). The bandwidth efficiency
challenge requires novel solutions in both the network and physical layers. The latter
could include powerful coding and modulation methods, transmission adaptation
technigues, and antenna configurations (Juntti et al., 2005).

Multiple-Input  Multiple-Output (MIMO), sometimes called a “volume-to-volume”
wireless link, communications based on multiple transmit and receive antennae is a very
promising technique to increase bandwidth efficiency, and is seen as a potential key
solution for fading channels with rich enough scattering (Juntti et al., 2005 and

references therein). The advantages of the MIMO can be used to increase both the



network’s quality of service (QoS) and the operator’s revenue significantly (Wang et al.,
2008), which leads to propose the MIMO concept in the third generation (3G), beyond
the third generation (B3G) and the fourth generation (4G) (Foschini and Gans, 1998).

On the other hand, Orthogonal Frequency Division Multiplexing (OFDM), being a
multicarrier modulation technique, can effectively handle frequency-selective fading
channels without complex equalization structures as well as the enhancement of noise
at the receiver by dividing the given bandwidth into narrow sub-channels to make them
(almost) frequency-flat. The demodulation and modulation processes have very low
complexity when the Discrete Fourier Transform (DFT) and its inverse (IDFT) are used.
The OFDM is widely used in both wireless and wired applications. In the wireless arena,
OFDM has been standardized for Digital Audio Broadcasting (DAB), Digital Video
Broadcasting (DVB), and Wireless Local Area Networks (WLAN) such as IEEE 802.11a/g
(Ibars, and Bar-Ness, 2001) and |EEE 802.16a fixed wireless broadband access
systems.

However, wireless communications share the transmission media, namely the
wireless channel, and generally involve multiple users, hence the need for a multiple-
access technique. There are different multiple access schemes based on OFDM
modulation such as: Multiuser-OFDM (M-OFDM) also referred as Orthogonal Frequency
Division Multiple Access (OFDMA); and Multicarrier-Carrier Division Multiple Access
(MC-CDMA) (Ibars, and Bar-Ness, 2001 and references therein).

Multiuser-OFDM (M-OFDM) or OFDMA, is one of the promising candidates for
efficiently sharing the wireless communication channel, which combines OFDM with
frequency division multiple accesses (FDMA), by allowing multiple users to transmit
information simultaneously by allocating exclusive subcarriers to each user.

The Multi-Carrier Code Division Multiple Access (MC-CDMA), which combines
OFDM and CDMA with proposed techniques such as Multi-Carrier Direct Sequence
CDMA (MCDS-CDMA), and Multi-Tone CDMA (MT-CDMA); permits multiple users to

access the wireless channel simultaneously by modulating and spreading their input



data signals across the frequency domain using different spreading sequences (Hara
and Prasad, 1997; Phasouliotis and So, 2009, and references therein).

The combination of multiple smart antennas at both transmitter and receiver (MIMO),
which allows substantial increase in peak data rates, significantly higher spectrum
efficiency especially in low-interference environments, and increased system capacity
(number of users) without increasing the transmission bandwidth or the total transmitted
power of the system, with the multi-carrier transmission techniques such as MC-CDMA
and OFDMA are promising techniques for the future broadband mobile communication
systems due to dealing with the multipath propagation at a low complexity, high spectral
efficiency and ability to deal with frequency selective fading as well as narrowband
interference (Zhou et al., 2005 ; Horlin et al., 2006; Yu et al., 2008 and reference therein).

Although MC-CDMA has garnered significant attention in China and Europe (Zhang
et al., 2005) due to the success of CDMA in the existing third generation (3G) networks,
a performance analysis and comparison between the two candidates i.e. MC-CDMA
and OFDMA draw a great attention in the research pool. In most of these performance
analyses of MIMO-MC-DMA and MIMO-OFDMA, such as (Lindner et al., 1998; Ibars and
Bar-Ness, 2001; Lo et al., 2007; Phasouliotis and So, 2009), the later scheme
outperforms the MIMO-MC-CDMA due to the increase of the Multiuser Interference
(MUI), which is proportional to the system load. Furthermore, there was no MIMO-MC-
CDMA receiver that could match the performance of MIMO-OFDMA ones. This is also a
part of the reason why MIMO MC-CDMA has drawn less attention than OFDMA recently

(Phasouliotis and So, 2009 and references therein).

1.2 Motivations and Rationales

A long with its attractive features, the drawbacks associated with OFDM are directly
inherited by MIMO-OFDMA such as synchronization offsets between the transmitter and
the receiver, channel estimation and the nonlinearities of the transmitter high power
amplifiers (Barbarossa et al., 2002), which degrade crucially the performance of the

candidate system (i.e. MIMO-OFDMA).



However, the synchronization is the process of acquiring the transmitted signal by
the receiver through detecting the existence of the transmitted signal and determining
approximately the timing of the transmission (Bliss and Parker, 2010) as well as the
frequency offsets in the system, to establish a wireless communication link. Therefore,
time synchronization is the process of elimination/mitigation of the time offset (TO) by
finding the best possible time instant for the start of the received OFDM symbol.
Although the OFDM is well known for its ability to combat Inter-Symbol Interference (ISI)
introduced by multipath fading channel, incorrect positioning of the DFT window within
an OFDM symbol reintroduces ISI during data demodulation at the receiver. The ISI
causes delayed versions of received symbols to overlap and interfere with each other,
which is causing serious performance degradation (Speth et al., 1999) through
perturbing orthogonality of the received subcarriers (Zhangyong et al., 2003).

In addition, frequency synchronization deals with finding an estimate of the carrier
frequency offset (CFQO). Estimation of the CFO in OFDM-based systems is critical since
in its presence, a demodulated signal of one subcarrier is distributed into other
subcarriers (loss of subcarrier orthogonality) as interference, which is called Inter-Carrier
Interference (ICl) and causes performance degradation (Moose, 1994; Pollet et al.,
1995; Engels, 2002; Zhangyong et al., 2003). Accurate frequency synchronization is
thus essential for reliable reception of the transmitted data.

Furthermore, in converting the received waveform back into digital signal, the
Analog-to-Digital Converter (ADC) samples at time instants that are coincided with the
time instant of the Digital-to-Analog Converter (DAC) at the transmitter, where the
difference between these clocks of the two converters is called the sampling clock
frequency offset (SCFO). Then the purpose of sampling clock frequency synchronization
is to align the receiver sampling clock frequency to that of the transmitter, where the
receiver sample interval is usually differ from that of the transmitter (Baoguo et al., 2000).
Hence in the received signal, it will either miss a sample or gain a sample over a period
of time. However, the sampling clock frequency offset (SCFO) includes the clock phase

offset, of which its effect is similar to symbol time offset, as well as the clock frequency



offset (Yang et al., 2001). Hence, in this research only the clock frequency offset is
treated. The SCFO can be deleterious to the OFDM-based system, by introducing ISl
due to a drift in the symbol timing window because of the accumulation of offset (Yuanxin
et al., 2008), and then the SCFO can further worsen the symbol synchronization problem.
Furthermore, the SCFO introduces Inter-Carrier Interference ICl (Wen-Long and Chen,
2008) due to violate of the subcarriers orthogonality. In addition, the increment or
decrement of the samples of the desired OFDM symbol in the DFT window due to
negative or positive SCFO respectively, would cause a shift in the estimated channel
impulse response.

Generally, MIMO-OFDMA system requires synchronization in the time, frequency
(Zhou et al., 2005 and references therein) and sampling clock frequency (Baoguo et al.,
2000). Moreover, in uplink MIMO-OFDMA systems, coherent signal detection at the
base station (BS) requires the channel state information (CSI) of all uplink channels
between the BS and mobile users. To obtain the CSI, channel estimators are designed
at the BS receiver using pilot symbols. Due to the time-varying nature of multipath fading
channels, the CSI has to be updated continuously and promptly (Wang et al., 2008).

Moreover, synchronization offsets and channel estimation are unfortunately a more
difficult task in uplink scenario (Van de Beek et al., 1999; Morelli, 2004), due to the
number of unknowns (Sezginer and Bianchi, 2008). In particular, parameter estimation
based on the direct maximization of the log-likelihood function is impractical where it
involves a bi-dimensional (2D) numerical search in the uplink OFDMA system.

The estimation complexity of the TO, CFO, SCFO and the channel impulses in
OFDMA is inherited when MIMO technique is integrated, and became more complex
especially when all new users entre simultaneously the system and regardless of the
subcarriers assignment scheme is enabled.

However, the synchronization offsets in the OFDM-based systems, can be
addressed in two different ways: the first focuses on mitigation/estimation of individual
and joint asynchronous TO, CFO, and SCFO through suboptimal algorithms such as
(Van de Beek et al., 1999; Morelli and Mengali, 2000; Baoguo et al., 2000; Barbarossa et



al., 2002; Cao et al., 2003; Morelli, 2004; Pun et al., 2006; Saemi et al., 2007; Sezginer
and Bianchi, 2008; Xu et al., 2008) for OFDMA uplink systems. The other way involves
performance evaluation such as (Pollet et al., 1995; Wei and Schlegel, 1995; Nishookar
and Prasad, 1996; Speth et al., 1999; Tomba, 1998; Armstrong, 1999; Sathananthan and
Tellambura, 2001; El-Tanany et al., 2001; Athaudage, 2002; Wang et al., 2003; Park et
al., 2003; Lee et al., 2004; Rugini and Banelli, 2005; Zhou et al., 2006a; Zhou et al.,
2006b; Mostofi and Cox, 2006; Wei and Lindner, 2007; Wen-Long and Chen, 2008;
Raghunath and Chockalingam, 2009; Park et al.,, 2010) in OFDM/OFDMA uplink
systems. Recently Voltz et al. (2006), Liu et al. (2008), Koivisto and Koivunen (2009),
Kotzsch and Fettweis (2010) and Kotzsch et al. (2010) conducted a performance
evaluation for MIMO-OFDM(A) systems. It is worthy to note that the performance
evaluation, generally, can be calculated in two ways: firstly, it may be approximately
derived as degradation in metrics of power loss such as Signal-to-(Interference) plus
Noise Ratio (S(I)NR) and Carrier to Interference Ratio (CIR). Lastly, the Bit Error Rate/
Symbol Error Rate (BER/SER) could be approximated using the central limit theory.

In this thesis, a performance evaluation in terms of the SINR at the DFT output of the
receiver and BER/SER are conducted for MIMO-OFDMA uplink systems over multipath
fading channel in presence of synchronization offsets. The analytical results provides a
useful reference or test bed in designing suitable synchronization algorithms as well as

performance evaluation for the MIMO-OFDMA uplink system applications

1.3 Objectives

The main objective of this research is to analyze comprehensively and characterize
quantitatively the impacts of the individual and joint synchronization offsets on MIMO-
OFDMA uplink systems performance.

This main objective includes the following sub-objectives:

1. Develop a comprehensive mathematical model represents the effect of the
individual and joint synchronization offsets on the received signal at any

receiving antenna in MIMO-OFDMA fading channels uplink systems. The



effects of these impairments can be represented in terms of additional
amplitude reduction, and phase shift encounter the desired signal, as well as
the interference such as the Multiple User Interference (MUI) i.e., Multiple
Access Interference (MAI), according to the incurred ICIl and ISI components
at the DFT output at any subcarrier.

2. Determine the exact asymmetric boundaries of the TO, which are essential to
define fully its distribution.

3. Develop exact expressions for the average Signal-to-Interference plus Noise
Ratio (SINR), and the Bit Error Rate/Symbol Error Rate (BER/SER) as system
performance measurements in  presence of individual and joint
synchronization offsets where no prior assumptions of the statistical

properties of the incurred interferences.
1.4 Scope

The scope of this research includes:

a. System and Communication Link: The system under consideration is the
convention MIMO-OFDMA uplink system with U users and one Base Station
(BS). The BS and each user are equipped with Q and P antennas
respectively. The system using the Discrete Fourier transforms (DFT) and its
inverse (IDFT) modules with N_ subcarriers are used. A cyclic prefix (CP)
with N samples is added to combat the ISI. Moreover, relaxing the CP
condition in insufficient CP (InCP) and absent CP (ACP) on the
synchronization offsets is also investigated.

b. Transmission Channels and Noise: The slowly time varying multipath fading
channel is modeled as a Wide Sense Stationary, Uncorrelated Scattering
(WSSUS) channel. The received signal is affected only by the Additive White

zero-mean Gaussian Noise (AWGN).



c. Synchronization Offsets Parameters: The investigated synchronization offsets
include only the time offset (TO), sampling clock frequency offset (SCFO),
and carrier frequency offset (CFO).

d. Subcarrier Allocation Scheme: The general subcarrier allocation schemes
(SASs) such as Block SAS, Interleaved SAS and Generalized SAS are
exploited.

e. Performance Measurement: The instantaneous and average SINR at the DFT
output as well as the BER/SER based on the SINR are nominated to reflect

the impact of synchronization offsets on the performance of the system.
1.5 Methodology

To achieve the preceding objectives, the considered methodology can be briefly
highlighted in the following:

1. Consider a general SISO/MIMO-OFDMA uplink systems model that
compatible with the proposed systems in synchronization offset estimation
algorithms such as (Van de Beek et al., 1999; Morelli, 2004; Pun et al., 2006;
Saemi et al., 2007; Sezginer and Bianchi, 2008; Wang and Xin, 2008; Jiang
et al., 2008a; Jiang et al., 2008Db).

2. The contents of the DFT window are exploited to develop expressions for the
desired signal and the associated interferences due to the synchronization
offset(s) in single-user with single-transmit antenna system. This model is

then generalized to MIMO-OFDMA system.

3. The boundaries of the TO be determined under the following assumption: the
time index of the DFT window is coinciding to the transmission time of the
dominant OFDMA samples occupied the processing window by all channel
paths. Hence, the maximum TOs that conserve the n" DFT window
belonging to the n" OFDMA symbol rather than its neighbors, are considered

the TO’s boundaries.



4. The instantaneous and average SINR at the DFT output in presence of
synchronization offsets are derived using the power of the desired signal and
the associate interferences, as well as the distribution of the synchronization
offsets, where no prior assumption on the statistical properties of the
interferences.

5. The BER and SER of asynchronous system are derived using the
correspondence SINR by utilizing the expressions by Cho and Yoon (2002)
and Simon et al. (1995; eq. (10.32)) respectively.

6. The analysis of the impact of the synchronization offsets and the system
performance include the following issues as well:

. Insufficient (INCP) and absent (ACP) cyclic prefix,

ll. Different Subcarrier-Assignment Schemes.
1.6 Thesis Overview

This thesis is organized as follows. In Chapter 2, some researches that investigate
the degradation in metrics of power loss in OFDM-based system are reviewed, where
the rational of the conducted research can be grasped. In Chapter 3, system, signal,
and channel model for uplink MIMO-OFDMA systems are presented. Moreover, the
impacts of the synchronization offsets are explored for the desired signal and
interference components. Hence, the corresponding instantaneous and average SINR is
evaluated. In Chapter 4, the expressions for BER/SER are derived exploiting the
corresponding SINR. In Chapter 5, the analytical results are simulated and compared
with the competing analysis, where the simulation environments take a scenario similar
to ITU-R M.1225, 3GPP TR 25.814, and 3GPP TR 29.913 recommendations. The
presented results studied the influence of the CP condition and the subcarrier allocation
schemes on the system performance. Finally, Chapter 6 concludes the thesis and

suggests future works.



CHAPTER Il

BACKGROUND ON PERFORMANCE EVALUATIONS OF OFDMA/MIMO-OFDMA
SYSTEMS IN PRESENCE OF SYNCHRONIZATION OFFSETS

2.1 Introduction

Wireless systems are challenged to meet higher data rate requirements for the
increasing and demanding applications. Considering the frequency spectrum as being
limited and valuable resource, wireless devices are faced with the necessity to utilize the
available opportunities of the spectrum and coexist with other legacy or otherwise future
systems.

Studies to increase the wireless system throughput have been concerned with
improving signal detection algorithms and reducing the impact of various practical
impairments to wireless signals. Time, sampling clock frequency and carrier frequency
offsets, radio channel propagation effects, and baseband modulator gain and phase
imbalances are examples of signal degradation sources those need to be estimated
and equalized. Hence determining/minimizing the effects of these impairments increase
the system performance such as the effective Signal-to-Noise Ratio (SNR) at the
receiver, and allow the system to support higher modulation orders and consequently
higher data rates. This approach can be considered as maximizing the system spectral
efficiency for a given allocated spectrum or bandwidth (Mahmoud, 2009).

However, Fazel and Kaizer (2008) have outlined the horizons of the next generation
and beyond by declaring that the exploiting of all forms of diversity (time, frequency,
and spatial) in future wireless systems, such as beyond the third generation (B3G), and
the fourth generation (4G), will ensure the highest performance in terms of capacity and
spectral efficiency.

Orthogonal Frequency Division Multiplexing (OFDM) is one of the most widely used
technologies in current communication systems, and has been proposed for multi-user
systems such as the Universal Mobile Telecommunication System (UMTS), the Wireless

Local Area Network (WLAN) (Tourtier et al., 1993; Schmidl, 1997). One of the main
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reasons for choosing OFDM as a multi-carrier modulation method is its robustness and
high spectral efficiency especially for high data rate systems. OFDM divides the
allocated spectrum into sub-bands that are modulated with orthogonal subcarriers over
frequency selective channels; the subcarrier bandwidth becomes smaller than the
channel coherence bandwidth. This effect allows the system to use single-tap channel
equalizers, instead of the complex equalizers that are usually needed for high
bandwidth single carrier signals. Another result of this subcarrier division is that every
symbol is modulated over a longer time duration which reduces the Inter-Symbol
Interference/Inter-Block Interference (ISI/IBl) effects caused by multipath propagation.
Other advantages of OFDM include its scalability and easy implementation using
Discrete Fourier Transform (DFT) methods (Mahmoud, 2009 and references therein).
Orthogonal Frequency Division Multiple Access (OFDMA), which is the multi-user
version of OFDM (M-OFDM), divides the total signal bandwidth into multiple orthogonal
subcarrier groups, with each group being allocated to one user through different
subcarrier allocation schemes (SASs), thus each user's signal can be separated easily
in the frequency domain. OFDMA has been selected as the physical-layer technology
for a number of wireless applications, such as Digital Audio Broadcasting (DAB),
Terrestrial Digital Video Broadcasting (TDVB), and also has been adopted by IEEE
802.11a standard in the 5 GHz band, IEEE 802.11g standard in the 2- 4 GHz band, IEEE
802.16d/e WIMAX, and HIPERLAN/2 for high-data-rate wireless packet transmissions
(Cao et al., 2004 and references therein). Also, the OFDM-based physical layer is being
considered by several standardization groups such as the |[EEE 802.15.3 Wireless
Personal Area Network (WPAN) and the IEEE 802.20 Mobile Broad Wireless Access
(MBWA) groups. Furthermore, OFDMA has been adopted by wireless communication
standards as the multiple access technology, which has the advantages of scalability,
multi-user gains, and more; compared to the traditional access technologies (Gao et al.,
2009), which is emerging as a promising technology for next generation wireless

communication systems.
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On the other hand, Multiple-Input Multiple-Output (MIMO) transmission techniques
seem to be the ultimate way of fulfilling the high data and superior performance
requirements of the future generations of wireless and cellular communication systems.
The MIMO system, which uses multiple antenna elements to simultaneously transmit and
receive signals, proportionally boosts the transmission rate by a factor equal to the
number of transmit antenna elements and the signal quality by a factor equal to the
number of receive antenna elements. The multiple wireless channels between the
transmitter and the receiver are denoted the MIMO channel, since all data are
transmitted both in the same frequency band and at the same time, this technique
utilizes spectrum very efficiently (Fazel and Kaizer, 2008 and references therein). In
addition, if a broadband wireless connection is desired, the data rate must be increased
further, which at some point will lead to a frequency selective channel. There are two
ways to go, either pre- or post-equalization of the channel is employed or the channel is
divided into many narrowband flat fading sub-channels, a technique utilized by OFDM,
and transmits data on these sub-channels without the need for channel equalization.
Hence, it is possible to convert a frequency selective channel to many flat fading
channels using OFDM and apply the developed flat fading MIMO signaling techniques
to each of these sub-channels (subcarriers).

Moreover, MIMO technique allows substantial increase in peak data rates,
significantly higher spectrum efficiency especially in low-interference environments, and
increased system capacity (i.e. number of users) without increasing the transmission
bandwidth or the total transmitted power of the system. With the multi-carrier
transmission techniques such as Multi-Carrier Code Division Multiple Access (MC-
CDMA) and OFDM, MIMO is a promising technique for the future broadband mobile
communication systems due to dealing with the multipath propagation at a low
complexity and high spectral efficiency and ability to deal with frequency selective
fading and narrowband interference, respectively (Zhou et al., 2005; Horlin et al., 2006;

Yu et al., 2008 and reference therein). Thus, the combination of OFDMA and MIMO
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techniques i.e. MIMO-OFDMA, has become a strong candidate for the next generation

wireless networks (Wang et al., 2008; Stuber et al., 2004).

2.2 The Impact of the Synchronization Offsets

A long with its attractive features, the well known drawbacks associated with OFDM
are directly inherited by all the OFDM-based systems such as OFDMA systems, MIMO-
OFDM(A) systems, and cooperating space division multiple access (SDMA) systems
(i.e., Network MIMO-OFDM systems). These drawbacks are: synchronization offsets
between the transmitter and the receiver, channel estimation and nonlinearities of the
transmitter high power amplifiers (Barbarossa et al., 2002), which degrade crucially the
performance of the candidate systems.

The synchronization is the process of acquiring the transmitted signal by the
receiver through detecting the existence of the transmitted signal and determining
approximately the timing of the transmission (Bliss and Parker, 2009) as well as the
frequency offsets in the system, to establish a wireless communication link. In OFDM-
based systems, three different effects of synchronization offsets can be identified: Time
(TO), Carrier Frequency (CFO), and Sampling Clock Frequency (SCFO) Offsets.
Therefore, frequency synchronization deals with finding an estimate of the CFO, which is
due to the difference between the Local Oscillator (LO) in the receiver and the
transmitter, Doppler shift due to user mobility, and carrier frequency compensation
offset (Zhang and Tellambura, 2007). The CFO estimation in OFDM-based systems is
critical since in its presence, a demodulated signal of one subcarrier is distributed into
other subcarriers (loss of subcarrier orthogonality) as interference, which is called inter-
carrier interference (ICl) and causes performance degradation (Moose, 1994; Pollet et
al., 1995; Engels, 2002; Zhangyong et al., 2003).

Time synchronization is the process of elimination/mitigation of the TO, which is due
to path delay differences between different users, and imperfect time synchronization
(Raghunath and Chockalingam, 2009), by finding the best possible time instant for the

start of the received OFDM symbol. Although the OFDM is well known for its ability to
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combat inter-symbol interference/inter-block interference (ISI/IBl) introduced by
multipath fading channel, incorrect positioning of the discrete Fourier transform (DFT)
window within an OFDM symbol reintroduces ISI/IBl during data demodulation at the
receiver. This ISI/IBI is causing serious performance degradation (Speth et al., 1999)
through perturbing orthogonality of the received subcarriers (Zhangyong et al., 2003).

Moreover, the purpose of sampling clock frequency synchronization is to align the
receiver sampling clock frequency to that of the transmitter, where the optimum
sampling time in the Digital-to-Analog Converter (DAC) at the transmitter is usually differ
from the actual sampling time in the Analog-to-Digital Converter (ADC) at the receiver
(Baoguo et al., 2000; Wang et al, 2003). The SCFO can be deleterious to the OFDM-
based systems, by introducing ISI due to a drift in the symbol timing window because of
the accumulation of offset (Yuanxin et al., 2008), and then the SCFO can further worsen
the symbol synchronization problem. Furthermore, the SCFO introduces ICI (Wen-Long
and Chen, 2008) due to violate of the subcarriers orthogonality. However, the caused
increment or decrement in the number of samples of the desired OFDM symbol in the
DFT window due to SCFO would cause a shift in the estimated channel impulse
response.

In addition to the ISI/IBI and ICI, inaccurate synchronization offsets estimation
introduces Multi-User Interference (MUI) in multiuser-OFDM uplink systems (i.e., OFDMA
uplink systems), which degrades as well the overall system’s performance (Sezginer
and Bianchi, 2008).

Furthermore, coherent detection which constitutes the best demodulation principle
implies an accurate estimation of the unknown synchronization offsets as well as
channel coefficients. The synchronization offsets estimations in OFDMA/MIMO-OFDMA
uplink systems are much more difficult than that in downlink (Sezginer and Bianchi,
2008). In uplink transmission, the correction of the TO of one user’s offsets, as example,
would misalign the other users (Morelli, 2004), whereas different users introduce
different CFO, and SCFO which make their estimation at the base station is a multi-

variable estimation problem (Jiang et al., 2008b; Wang and Xin, 2008).
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2.3 Performance Evaluation and Optimization of OFDMA/MIMO-OFDMA Uplink

Systems In Presence of Synchronization Offsets

The compensation of the synchronization offsets of OFDMA/MIMO-OFDMA uplink
systems can be addressed in two different ways: the first focus on mitigation/estimation
of synchronization offsets; and the second involves performance evaluation.

However, to cope with ISI from frequency-selective fading channel, as well as
possible TO from all uplink users (Park et al., 2010), the last N, input samples in each
input symbol of length N_ , which is known as the Guard Interval (Gl) or the Cyclic Prefix
(CP), are repeated at the beginning of the symbol. This makes the input sequence
periodic and clears the channel memory at the end of each input symbol making the
successive OFDMA symbols independent (Lashkarian and Kiaei, 2000). To obtain this
benefit, unfortunately, a long timing duration is required, resulting in some reduction in
data throughput (Park et al., 2010).

Furthermore, to alleviate the misalignment of the other users encounters the TO
compensation of one user, a downlink synchronization scheme was proposed. In this
approach an uplink user first estimates the starting point of the downlink frame by
means of a specially designed preamble or embedded redundancy (such as a CP), and
then adjusts the uplink transmission accordingly, which provides only a rough
synchronization for the uplink transmission, and therefore does not guarantee precisely
synchronized reception (Park et al., 2010).

The effects of synchronization offsets in OFDM-based systems are, generally,
calculated in two ways. Firstly, it may be approximately derived as degradation in
Signal-to-Noise Ratio/Signal-to-Interference Ratio/Signal-to-Interference plus Noise Ratio
(SNR/SIR/SINR) or the statistical average of the Carrier-to-Interference Ratio (CIR) or the
average ICl| power, all of which are known as metrics of power loss. Secondly, the Bit
Error Rate/Symbol Error Rate (BER/SER) could be approximated by assuming the ICI to
be Gaussian base on central limit theory. Alternatively, computer simulations may be
used to obtain the performance degradation caused by the ICI (Zhou et al., 2007). It is

also both interesting and useful to know the precise correlation between the BER or SER
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and these impairments (Santhanam and Tellambura, 2001). Moreover, CFO and clock
offset are usually combined as frequency offset, while sampling timing offset is identified
as time offset (Wang et al., 2003).

These performance measurements i.e., metrics of power loss and BER/SER, can be
reviewed in several papers that have studied the effect of asynchronous OFDM-based
systems such as (Pollet et al., 1995; Wei and Schlegel, 1995; Nishookar and Prasad,
1996; Speth et al., 1999; Tomba, 1998; Armstrong, 1999; Santhanam and Tellambura,
2001; El-Tanany et al., 2001; Athaudage, 2002; Wang et al., 2003; Park et al., 2003; Lee
et al., 2004; Rugini and Banelli, 2005; Zhou et al., 2006a; Zhou et al., 2006b; Mostofi and
Cox, 2006; Wen-Long and Chen, 2008; Raghunath and Chockalingam, 2009; Park et al.,
2010).

An approximate analysis of the SNR degradation and BER of single-user OFDM with
CFO on additive white Gaussian Noise (AWGN) channels was introduced in (Pollet et al.,
1995), which is followed by Speth et al. (1999) who have provided an approximated
formula with limited applications for the interference caused by TO. Zhou et al. (2006a)
achieved the closed-form expressions of the CIR and ICI power in AWGN channels.
Although these analyses have the merit of mathematical simplicity, it is valuable to
characterize the performance through the precise relation between the average error
probability and the CFO (Zhou et al., 2007). Furthermore, Santhanam and Tellambura
(2001) derived the exact SER performance using the Characteristic Function (CHF) of
the ICI and the well-known Beaulieu series with CFO on AWGN channels; by making a
Gaussian approximation of the ICI, while Zhou et al. (2006b) extended the result to Multi-
Phase Shift Keying (MPSK) OFDM systems using the Signal Space Decomposition
(SSD). The CIR of OFDM systems with CFO in multipath fading channel was analyzed by
Lee et al. (2004).

Exploiting the Gaussian Approximation (GA) of the ICI to determine the average
error probability, Rugini and Banelli (2005) presented the BER performance of Quadrate
Amplitude Modulation (QAM) and it was expressed as a sum of an infinite series

according to the generalized hyper-geometric functions in frequency-selective Rayleigh
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and Ricean fading channel with CFO. The GA approach, however, has three main
weaknesses. At first, the analytical results using GA of the ICI are identical to both cases
that the fixed phase shift is compensated and uncompensated, whereas BER
performance will be further degraded for the case of the fixed phase shift not being
compensated compared with those of it being compensated. Although it is, secondly,
acceptable for the case that both the normalized CFO and the SNR are small, the
theoretical analysis of the GA method mismatches the simulation results for other cases.
Finally, it appears difficult to evaluate the SER performance such as QPSK and 16-QAM
that the conditional SER expression exists the form of Q*(-), where Q(-) is Q-function
(Zhou et al., 2007). However, Zhou et al. (2007) present a performance analysis when
the CFO impairs OFDM systems in frequency selective Rayleigh fading channels by
applying the CHF of the ICI and the well-known Beaulieu series to evaluate the effects of
CFO on SER and BER performance. Note that the analyses in (Pollet et al., 1995;
Santhanam and Tellambura, 2001; Lee et al., 2004; Rugini and Banelli, 2005; Zhou et al.,
2006a; Zhou et al., 2006b) were conducted without considering the TO.

Mostofi and Cox (2006) have provided a mathematical analysis of the effect of the
TO, when the CFO was assumed to be zero, on the performance of an OFDM receiver in
a frequency-selective fading environment, and have formulated exact expressions for
the power of interference terms and the resulting average SIR, including the impact of
ICIl and ISI. Furthermore, the analysis was extended to the subsample level. The derived
formulas reflected the nonsymmetrical effect of TO on the performance of an OFDM
system due to the presence of the CP.

Furthermore, in (Wang et al., 2003) the reception process of OFDM signal with
frequency and time offsets was presented, and a closed-form analytical result on the
SER with residual synchronization offsets, which are the difference between the
estimated and the correct offsets, was derived, when these residuals was proven to be
Gaussian distributed.

In the uplink OFDMA systems, however, Wei and Schlegel (1995), El-Tanany et al.
(2001), Park et al. (2003), Raghunath and Chockalingam (2009), Zhang and Lindner
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(2007), Wen-Long and Chen (2008) and Raghunath and Chockalingam (2009) derived
an analytical expressions for the system performance such as SIR at the receiver, where
most of the BER evaluations in uplink OFDMA are based on simulations such as
(Fantacci et al., 2004; Huang and Letaief, 2005; Manohar et al., 2007; Raghunath and
Chockalingam, 2010).

Wei and Schlegel (1995) noted that the synchronization requirements for OFDMA
systems are tighter than those for single-user systems, where Tonello et al. (2000)
consider the joint effects of the TO and CFO in static multipath channels. EI-Tanany et al.
(2001) presented a performance analysis with CFO, SCFO, and TO. However, their
analysis for the TO was based on a restrictive assumption, that the TO is small enough
not to cause ISI. With this assumption, the TO results only in a phase rotation. The MUI
arising from TO over frequency-selective fading channels is ignored.

Park et al. (2003) expressed the symbol TO between users, when zero CFO was
assumed, as the symbol TO with respect to the desired user, and derived an explicit
expression of the SNR after analyzed the MUI using the frequency-domain channel
transfer function. The SNR expression was a function of the maximum value of the
symbol TO in static multipath channels where the TO was uniformly distributed in two
regions limited by [O,Ncp) and [NCD,NC+NCp) respectively. Although this approach
simplifies the analysis, it cannot explicitly present the mechanism relating ISI and ICI to
MUI. Therefore, these studies do not present how well the analytical results match
simulations (Park et al, 2010). Moreover, in (El-Tanany et al., 2001; Park et al., 2003),
only analytical results are provided without verification.

Park et al. (2010) have generalized prior work in analyzing MUI in (van de Beek et
al.,, 1999; Morelli, 2004; Park et al., 2003) where the single asynchronous user was
studied, and in (Wei and Schlegel, 1995; El-Tanany et al., 2001) where the MUI-free
range of asynchronous time offset is assumed. The MUI analysis in (Park et al., 2010)

was carried out by dividing the extended range of relative TO into five regions edged by

[—(NC N )/2,(Nc +N )/2] , and by using the Gaussian approximation.
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In (Zhang and Lindner, 2007) the effects of CFO on OFDMA systems at downlink
and uplink scenarios were investigated. Zhang and Lindner (2007) have stated that the
SINR loss due to CFO can be exactly given for AWGN channels, where only an
approximate SINR can be obtained in frequency selective fading channels since the
average SINR will depend on the values of CFOs as well as the channel characteristics.

Moreover, in (Wen-Long and Chin, 2008) a theoretical SINR is formulated to
characterize the losses due to joint synchronization offsets in time-variant multipath
fading channels, where the symbol time offsets were confined within three ranges
bounded by (—Ncp) and (Nc—1). Wen-Long and Chin (2008) concluded that the
Normalized Doppler Frequency (NDF) and CFO have similar impacts on the SIR which
its values remain the same when NDF=\/§ CFO. Moreover, Raghunath and
Chockalingam (2009) analytically characterized the degradation in the SIR due to large
CFO and TO in uplink OFDMA, and presented a Parallel Interference Chancellor (PIC)
receiver that effectively cancelled the interferences caused by CFO and TO to handle
their effect in uplink OFDMA, which in turn can reduce user terminal cost and
complexity.

Recently, Park et al. (2010) investigated the effect of asynchronous MUI on the
performance of the OFDMA uplink systems in frequency selective Rayleigh fading
channel environments using the GA where also the un-coded average symbol error
probability (SEP) was obtained with various modulation schemes. In addition,
Raghunath and Chockalingam (2010) have extended their research and derived an
analytical BER expression that quantify the degradation in BER due to the combined
effect of both CFO and TO in uplink OFDMA on Rician fading channels in different cases
such as perfect synchronization for the desired user while the other users have non-zero
CFO and TO, and when all the users (including the desired user) have non-zero CFO
and TO.

Unfortunately, the interference modeling in MIMO environment involves a large
number of random variables, and extra interference sources, therefore the extension of

these methods i.e. (Wei and Schlegel, 1995; El-Tanany et al., 2001; Park et al., 2003;
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Zhang and Lindner, 2007; Wen-Long and Chen, 2008; Raghunath and Chockalingam,
2009; Park et al.,, 2010), which is not straightforward, should be achieved. Then, a
recognizable attention is drawn to evaluate the performance of the asynchronous MIMO
system, and some performance studies are available in the open literature such as Voltz
et al. (2006), Liu et al. (2008), Koivisto and Koivunen (2009), Kotzsch and Fettweis
(2010), and Kotzsch et al. (2010).

Voltz et al. (2006) investigated the performance of a frequency domain re-sampler
for MIMO-OFDM systems which has developed for a proposed IEEE 802.11n Task
Group in terms of the loss in SNR. Moreover, available frequency domain correction
technique was proposed and compared to a competing technique passed upon
available digital delay filter (Farrow Filter). Moreover, Liu et al. (2008) proposed a spatial
diversity algorithm of sampling clock offset estimation in MIMO-OFDM systems. In
addition, a lower complexity sampling clock recovery design was presented.

Koivisto and Koivunen (2009) have studied the impact of frequency and time offsets
on cooperative multi-user MIMO-OFDM down-link systems. An expression for the SINR
seen at the receiver showing especially how frequency offsets rotate the equivalent
channel, thereby causing pre-coding imperfections was also derived (Koivisto and
Koivunen, 2009). However, Kovisto and Koivunen (2009) concluded that in cooperative
MIMO-OFDM systems, transmission timing imperfections and different propagation
delays cause larger time offsets than typically faced in MIMO-OFDM systems.

Kotzsch and Fettweis (2010) have considered fully asynchronous spatially
multiplexed transmission with different symbol TO and CFO on each transmitter-receiver
link which appears in distributed MIMO systems with multiple users and BSs. A
factorized system model for signal transmission in frequency domain where the different
effects of the ICI and ISI/IBI are separated and analyzed in terms of SINR degradation
was derived (Kotzsch and Fettweis, 2010). Recently, Kotzsch et al. (2010) have
presented an analysis of the impact of the ISI in CP limited cooperating space division
multiple access (SDMA) systems, which are often referred to as network MIMO systems,

where cooperating base stations apply joint signal processing to the receive signals of
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several users. Moreover, an investigation of the combined effect of ISI and path loss in a
simple symmetric user configuration scenario as well as in a scenario with arbitrary user
positioning was carried out based on the derived expression for the post equalization
SINR for transmissions with arbitrary symbol timings (Kotzsch et al., 2010).

Moreover, in the considered cooperating SDMA uplink systems (network MIMO) by
Kotzsch et al. (2010), both the active users and the cooperating BSs were equipped
with a single antenna, which is the same structure of (Kotzsch and Fettweis, 2010),
where in (Kovisto and Koivunen, 2009) only the downlink scenario was studied.

However, the maximum allowable TO towards and away from the cyclic prefix, which
is known as the boundaries of the TO, to the best of our knowledge, is not analyzed in
the reviewed literature, although these boundaries were mentioned explicitly such as in
(Park et al., 2003; Wen-Long and Chen, 2008; Park et al., 2010); and implicitly such as in
(Van de Beek et al., 1999; Morelli, 2004), where the asymmetric (Mostofi and Cox, 2006)
boundaries of the TO towards and away from the CP of the OFDM symbol are crucial for
defining the distribution of the TO in both estimation algorithms and performance

evaluations techniques, and need to be analyzed.



CHAPTER Il

PROPOSED ANALYSIS OF INSTANTANEOUS AND AVERAGE SIGNAL-TO-
INTERFERENCE PLUS NOISE RATIO (SINR) FOR UPLINK MIMO-OFDMA FADING
CHANNEL SYSTEMS IN THE PRESENCE OF SYNCHRONIZATION OFFSETS

3.1. Introduction

In this chapter, a precise interferences analysis of MIMO-OFDMA uplink system in
presence of synchronization offsets such as time, carrier frequency and sampling clock
frequency offsets with arbitrary subcarrier assignment scheme in multipath Rayleigh
fading channel of arbitrary power-delay profiles as well as various CP scenarios is
achieved.

The considered system and signals are initially presented, where the
correspondence model of the fading channel is described. The impact of the
synchronization offsets are analyzed for single-user single-transmit-antennas structure at
first, and then generalized for multi-user MIMO systems. It is worthy to mention that the
contents of the DFT window are exploited to derive the expressions for the desired
signal and the associated interferences in presence of synchronization offsets. Hence,

the instantaneous and average SINR can be readily evaluated.
3.2. System, Signals and Channel Model for Uplink MIMO-OFDMA Systems

An uplink OFDMA system with single base station (BS) and U active users is
considered as in Figure 3.1. The BS and each user are equipped with Q and P
antennas, respectively. N _-subcarriers, which are sequentially indexed with
{m};me[O,Nc—1], are shared by all users; and N subcarriers are assigned
exclusively, with the index cu={cuvg};u€[1,u],gE[O,Nu—1]1, to the u" user through

dynamic Subcarrier-Assignment Scheme (SAS).

! Throughout this thesis, the first subscript (i.e., u) is the user index; while the second (i.e., n) is the symbol index.
Furthermore, the single superscript (i.e., p or q) is the index of transit or receive antenna, while superscript with two
arguments (i.e., p,q) is the index of transmit-receive pair antennas. Generally the index within the symbol block is

denoted by the arguments (m, g, and i) of the variable such as x° (g) .
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It is worthy to note that the SAS (i.e., subcarrier allocation scheme) is used to decide
which carrier frequency (subcarrier) will be used for each parallel subset of original
binary sequence representing the information source. In other words, each information
service requiring access to the wireless medium is assigned a number of subcarriers.
Generally, there are three major SASs, namely the Block SAS (BSAS), the Interleaved
SAS (ISAS) and the Generalized SAS (GSAS) (Hara and Prasad, 1997). In BSAS,
contiguous subcarriers are assigned to each user, where in ISAS; adjacent subcarriers
are assigned to different users. Furthermore, in GSAS each user can select the best

available subcarriers with the largest channel gains (IEEE 802.16a Standard).
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Figure 3.1 Discrete-Time Model of the Baseband Uplink MIMO-OFDMA systems
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At the u” user’s transmitter, the N -length data symbol transmitted on the pth antenna
at the n" symbol x’u"nz{xjn(g)} where elements of X' are assumed to be

independently and identically distributed (i.i.d) with zero-mean and variance
E[X’u"n(g)(xfﬂ(g))‘]zci, where E[ ] and () are the statistical expectation and the

complex conjugate value, respectively (Zhang and Tellambura, 2007; Zeng and Minny,

2007 and reference therein). ><p is mapped into an N -length data symbol

s, =18, (m)} by:

X’ (g) ,m=c
s* (m)=< " ° melon =1 (3.1)
“‘”( ) 0 ,otherwise [ ¢ ]
Then, Sp is processed by an inverse discrete Fourier transform (IDFT) unit. Before
transmission, a cyclic prefix (CP) of length T, =N_T,where N_ is the CP discrete-time
samples and T is sampling interval, is appended to the IDFT output to combat the ISI
due to the dispersive nature of the transmission channel (Cao et al., 2003; Saemi et al.,

2007). Thus the n" time-domain signal transmitted on the pth antenna is given by:

JZT[FT\([—TCD —nT)

x:no):ﬁtz;s:n(m)e Tc

jZT[Cu‘g (t—TCD *nT)

1 N, =1
= in,n(g)e £ ;nT£t<(ﬂ+1)T,—OO<n<oo

where T:(TC +Tcp) is the duration of one OFDMA symbol, T =NT and f=1/TC is the
subcarrier frequency spacing.

The signals are transmitted through slowly time-varying multipath fading channel i.e.,
fading coefficients are assumed to be constant during one OFDMA symbol with unity
expected power (Huang et al., 2010; Yang et al., 2001). The channel between the u”
user’s pth transmit antenna and the BS’s qth receive antenna is characterized by a
tapped delay line (TDL) with L being the channel order as (Van de Beek et al., 1999;
Fuchs, 1999):
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h:’y’:(t,T)Zi(XS:J(t)S(’C—T‘D'q) (3.3)

where (x:’f“(t) represents the complex fading gain, 5( ) is the Dirac-delta function and
T =IT_is the integer value time propagation delay of the " path, where the maximum
possible delay is T_ =(L—1)T <7  ie, sufficient CP (SCP). The correlation
relationship between the paths can be expressed by the wide sense stationary

uncorrelated  scattering (WSSUS)  model as (Park et al., 2010):

E|:0LE:H (tw)((xz“:“z (tQ))JZS(I1 —1,)o’(1:t,—t, ), where &°(it) is the autocorrelation of
the " path at time t. When t =t , the autocorrelation function yields the power delay
profile of the channel G, (IW;O) =o' (1).

At the uplink receiver side, the signal of one OFDMA symbol is the superposition of

signal from all U active users, thus with synchronized system, the received signal at the

th . .
g antennais given by:

rn“(t):iiiaj‘:(t)xjm(t—m)+wj(t) (3.4)

u=1 p=1 =0

where w:(t) is zero-mean additive white Gaussian Noise (AWGN) with variance G .
For demodulation, r*(t) is sampled at ZTSE(Z"‘NCP)TS"' nT;zE[O,NC—1] instants,
where z is an integer sample index, to remove the CP. If the DFT’s search window starts

at sample index z, vector r’(z) consisting of N consecutive samples is defined as

at the i subcarrier at the BS's qth antenna during the n" OFDMA symbol is given by:

ve(i)= ZU:ZP:HS::(DS:H ()+w ()iefoN, —1] (3.5)

u=1 p=1

where H”(|) denote the channel frequency response on the i subcarrier of the u”

user’s channel during the n" OFDMA symbol, i.e.,

— 2T,

H::(i)Zi(xj:‘(z'l's)e " iefonN, 1] (3.6)




26

and W' (i) is the DFT of w' (2T ).

Paths — Nc >+ Ncp >4 »<+—Ncp

h

0 [ . T T T T 171 1rT1r1 1 [ [ ]

1 RN P e [ [
nt" DFT Window (correct)

=L-1 - I I I I I P -
—(n-1)th Sy, > nth Symbol- >4 (n+1)th Sy, — P

Figure 3.2 General OFDMA Symbol Structure in Multipath fading Channels and

ynchronous
DFT Window

Synchronous DFT Window along the Channel Paths

3.3. Average SINR Analysis for Uplink MIMO-OFDMA Fading Channel Systems In The

Presence of Time Offset
3.3.1 Single-User Single-Antenna Structure and Time Offset

For the purpose of derivation, only one user u with single-transmit antenna p is firstly
analyzed in presence of the TO, where the used notations are kept for smooth analysis
generalization to multi-user multiple-antenna structure in subsection 3.3.3.

Considering that each subcarrier is assigned exclusively to one user, linearity of the
DFT, and superposition technique; the DFT output for the u"” user's |oth transmit antenna

in the absence of noise can be written from (3.2 and 3.5) as:

(e, )=H e, X, () €on, —1] (3.7)

un u,n

Let w** =C""T denote the TO encountered over the link between the u” users p"
transmit antenna and the BS’s qth receive antenna during the n" OFDMA symbol, which
is due to path delay differences between different users, and imperfect time

p.q

synchronization (Raghunath and Chockalingam, 2009). Moreover, W, can be
decomposed into an integer and fractional parts with respect to T. (Morelli, 2004).
Without loss of generality, only the integer part of the TO is considered in this research,
when the fractional, of which its effect is only a phase shift in the received signal

(Engels, 2002), is indistinguishable from the phase of the channel impulse response and

can be incorporated into its samples b’ (t) (Morelli, 2004).
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From (3.1-3.7), the presence of the TO {C:‘:};‘v’p,u changes the signal model of
(3.7) to

N, —1 —1

'y (i) ZZOLW ) (zn =g =i )e e [on = 1] (3.8)

CZO\O

Considering that the TO in the n" DFT window can occur towards or away from the
CP to include samples from either the previous (i.e., the (n-1)m) or the next (i.e., the

(n+1)m) OFDMA symbol, respectively, we can define:

(¢2 = +1)
sql 1,5gl o =
1 0 M NC ug
N,
e = ¥ 3 (3.9)
N, 2=, Sin(TE( A )((I)z‘sg‘— 1ng|+1)) ”‘()(:%*d’)
~1 e ° ;elsewhere
Ncsin(Tt( ~ ))

as the interference coefficient between the cu‘gth and i" subcarriers for each signal
components: desired signal (DS), ICI, and 1Sl i.e., sgl€{Ds,ICl, ISI} . Then, and with the

aid of (3.1-3.9), ¢Yuf’n‘° (i) can be rewritten as:

qu()_ 2wy, /N ( 7)204 =jamin, (¢2,Ds_ 1‘DS+1)

NC
¢vp,q(‘)

276, E03 A, —nzncmw/w 1 s (e, =)

I Y R e SR
9=0.¢, o Fi N Z:(bucw

j2Te,, Nop modN/ —szcu‘g/Nc 1 des J2ﬂz(cu‘g*\)/Nc

+Z un+1(g)e Zaun+ﬂ s _Ze
Nc Z=¢usw

Dsrds)\ Y\Tr}q (0]

where the first term on the right-hand side represents the DS i.e. I;I’SYU“’H‘Q(i), which is
linearly phase shifted by jzniC”'q/N . The second and the last terms are the ICl and ISI;
respectively i.e. DSSIYU “(i) represent the self-interference (SI) associated with the DS i.e.

DS-SI.

2 Throughout this thesis, the left superscript such as ¢, € and & is the asynchronous signal with the TO, CFO, and

SCFO respectively. The left subscript such as DS, DS-SI, CAs-SI and MUl is the type of the signal at the DFT output.
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The impact of the different signal components of d’Yj’f(i), especially the ISI, can be
investigated comprehensively through proposing a wide range of the TO to the limits
that the n" DFT window contains only one sample from the n" OFDMA symbol in any
channel path.

To meet the limits of the TO’s wide range, seven ranges ® ={ab,c,def,g} are
figured, where the main system parameters such as: T_, L, N, and N_ are used to
define each range ¢ € @ . An investigation of contents of the *Y""(i)’s DFT window and

an evaluation of the sgl are carried out for each TO’s range ¢ in the following.
i. The TO Towards The CP (i.e. |\’ <0)

In this scenario, the n" DFT window is formed by samples from the current and the
previous OFDMA symbols, according to the value of the TO, which is explored in the

following ranges (Figure 3.3):

a. oS—pj‘jS(T —me) = oS—C:’fS(NCp—LH)

cp

During this interval, all the N_ demodulated samples for any " path contain only
the transmitted data symbols. Moreover, the erroneous n" DFT window captures
(I—CZ’:) samples from its own CP, and (Nc S —l) samples from the desired symbol
in each " path. Then the corresponding ((l)«sg‘,d)w):(amg‘,aw);ngle{DS,ICI,ISI} to

different signal components is given by:
(aw.Ds’az‘Ds):(O‘Nc_1);|€[O’L_1] (311)
(aw,{\cw.lsw} ’az‘{ucu,\sx} ) =0le [O’L - 1] (31 2)

It is worth to note from (3.11-3.12) that the received signal is immune to ICI as
well as ISI due to orthogonality conservation because of the CP, then (3.10) can be

given by:

=" (0x (o) (3.13)
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b. (Tcp—’l?mx)<—uj‘:STcp = (NCD—L+1)<—§E:SN

cp

In this scenario, two groups of paths can be recognized in the n" DFT window:
the first (NCD+QZ"‘:+1);IE|:O,(N®+C:’:)] paths have the same structure as that of
range (a). The following (I_—Ncp—Cj‘:—1);|e|:(Ncp+(;f::+1),L—1] paths include
(I—CJS:—NCP) samples from the previous OFDMA symbol to compensate the lost
samples from the current symbol, generating what is called self interference (i.e. ISl as
well as ICl) by the previous symbol contents. Then the corresponding

(d)msg”(l)“g‘):(bmg‘,bzvsg‘);‘v’sgl to different signal components is given by:

(0N, —1) ;IE[O,(NCD"‘C:':)]

(0000 )=
o (I—NCD— jjj,Nc—1);!6[(Nw+§j‘j+1),L—1]

(3.14)

(.e0.)
(0,05, )= (01N, =Gee =t)ae[ (N, + &7 +1).L—1] (3.16)

(I—NCD =GN, —1);1 e[(Nw G +1),L—1:| (3.15)

c. T,<—W<(T—1, —T)= N, <-L"< (NC +N, —L)

During this TO interval, the received OFDMA symbols by all paths include the
last (I—(;pq —Ncp);IE[O,L—ﬂ samples from the previous OFDMA symbol and
(NC —|+Cj‘: +Ncp) samples from the current symbol to form the DFT window. Then the

corresponding (9,9, )=(c..,.c,., ):Vsal to different signal components is given by:
(€1 oy ) = (1N, =N, = 1)€[0L—1] (3.17)
(cpunun)=(01=N, =" =1)€[0L—1] (3.18)
d (1=, —T)<-w<(T=7)=(N 4N, —L) <G (N N, 1)

Throughout this TO interval, the received OFDMA symbols by the first

(NC +N, +C );I € [O,(Nc +N, +C - 1)} paths follow the same scenario in range (c).
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In the following (L—Nc —N_ —CS::);IG[(NC +N_ +Z;:‘:),L—1:| paths, the N_ samples in
the n" DFT window are from the previous OFDMA symbol. Then the corresponding

(¢1,sgw(|)z,sg‘ ) =(d1vsgl,dzvsgl);ngl to different signal components is given by:

(dt(m},dzv{m} ) = (| —N_—CN, —1);| € |:O,(NC +N, +C —1)} (3.19)

(o1, ~C =)o (v +n, +C—1)]

(d1,|5\’d2.|5|): o (320)
(0N, —1) ;IE[(N +N_+E” ),L—1:|
c c cp u,n
z
| | =]
(n=-1)" Sy, »e n™ Symbol -+ 1) Sy — E
= Paths —Nc -l:_ ~Nep :I‘ Nec e Nep =
= =0 [ ) [
& =1 N T Y O e I
[~ nh DFT Window (erroneous)
T |--1 . - T I I ;
(n=1)ih Sy, 4 nt" Symbaol »4(n+1)ih Sy,
. G . @
-7 Paths Nc > >
o =0 NN -
@ I1=1 [ [ T [ [ [ [ [
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Figure 3.3 The Asynchronous DFT Window During the TO’s Ranges towards the CP
i. The TO Away from the CP (i.e.ll" >0)

In this scenario, the n" DFT window is formed by samples from the current and the
next OFDMA symbols according to the value of the TO, which is explored through the

following ranges (Figure 3.4):
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e 0<p<T_ = 0<CI (L)

Throughout this range, the first '€ I:O(C” —1):' paths include (Cpq —I)
samples from the CP of the next OFDMA symbol, which are appended to (NC —C"“ +|)

samples from the current symbol to form the DFT window. The N_ captured samples of
the following (L—CSV‘:);IE[CZ’:,L—G paths are from the current OFDMA symbol. Then

the corresponding (d)«sg‘,d)w)=(e1‘sg‘,e2'sg‘);ngl to different signal components is given
by:

(O,NC — +|—1);| e[o,(@jj —1)}
(0N, —1) e[ grL—1]

(ewem ) = (O,Nc = +1= 1);| = [0,(@3;: N 1)] (3.22)
(eren)=(n =L +in =) 0L 1) ] (3.23)

foT, <pl<(n-m)= (L=0)<Er<(v 1)

(3.21)

(ew,Ds ’ez,Ds ) =

Within this interval, all paths include (Q” —I);IG[O,L—1] samples from the next

OFDMA symbol, which are suffixed to (NC o +|) samples from the desired symbol

1,591’ 2,50l

to form the n" DFT window, and then the corresponding ((I)ﬂvsg‘,(l)z‘sg‘)z(f f );ngl to

different signal components is given by:

(‘?,{Ds“c‘}'fz,{os“c‘} ) =(O,NC R +|—1);| eloL—1] (3.24)
(fﬂv‘s‘,fzv‘s‘ ) :(NC —CHIN —1);| eloL—1] (3.25)
g (T-1)<pl<(+7.)=(n—1)<C<(n+1-1)

In this duration of TO, only the last (L—Cj‘:+NC—1);I€[(ij:—Nc+1),L—1:|
paths contain (NC —Q” +|) samples from the current OFDMA symbol similar to range

(f), whereas the first (C” —N_ —I—I);IEI:O,(CZ’: —Nc)] paths include only samples from
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the next symbol. Then the corresponding ((I)mg‘,(l)zvsg‘)=(gmg‘,gz‘sg‘);‘v’sg| to different

signal components is given by:
(gt{m 9, o ) =(oN —C +i1- 1);| € [(Cj’j —N,+1)L— 1] (3.26)

(0N, —1) ;|€[0,(Cj‘: _Nc)]
(N, - jjj+|,NC—1);|e[(Cff—Nc+1)’L_ﬂ

Paths Ncp'l:_ - _.l Nc B4 Ncp e Nc

(0.00..)=

(3.27)

)
= =0 | ol I I I 3
Q2 I=1 (N X U Y Y O I
G n'" DFT Window (erroncous) -
£ =1 IR I I I I L[| | [l
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Figure 3.4 The Asynchronous DFT Window During the TO’s Ranges Away From the CP
3.3.2 Analysis of the Boundaries of the TO

To determine the boundaries of the TO, the following assumption is considered: the
time index of the DFT window is coincided to the transmission time of the dominant
OFDMA samples that are occupied in the processing window by all channel paths.
Hence, the maximum TOs that conserve the n" DFT window belonging to the n" OFDMA

symbol rather than its neighbors are the TO’s boundaries. This can be interpreted as:

maxarg|:ZN(nth Symbol) > ZN((n F1)" Symbol):| (3.28)

&
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where N(xmsymbol) represents the number of samples belong to the X" symbol. The
solutions of the inequality in (3.28) can be found within ranges (c) and (f), which can be
precisely determined by the statistical median of each range, respectively.

Consequently, the boundaries of the TO can be given by:

) —(NC+2NCD—L)/2 - if (NC—L)W -0

v —(N+n, —L—1)/2? t(N.~L),, %0

) (NC+L—2)/2 (N, =L) =0
P (N +L—1)/2 (N =L)  #0

where B and B:O are the boundaries of the TO towards and away from the CP,

es}

(3.29)

(3.30)

respectively.
It can be concluded from (3.29) and (3.30) that the effective ranges of the TO that
were discussed in the previous section are ¢€ () :{a,b,c,e,f} where ranges (c) and (f)

can be redefined as:
c. T,<-W '<B T=N <-C"<B, (3.31)
(T, -T)<pis<ein= (L-)<gr<sl (3:32)

Note that ranges (d) and (g) became ineffective because their ranges are beyond

the TO boundaries.
3.3.3 Instantaneous and Average Interferences Power and SINR with TO

Consider that among the U active users in the MIMO-OFDMA uplink systems,
UC{1 ..... U} users belong to effective TO’s range (I) where N(¢U) represent the
number of asynchronous users in *U . The u" user is considered as asynchronous user
(i.e., ue 'y ), when at least one of its belonging transmit antennas experience TO w.r.t a
certain BS's receive antenna, where the TO is transmitter-receiver pair specific.

Generally, any of the P antennas of the u” user can be a member of either synchronous
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syn.

G or asynchronous G antennas group, where G UG™ ={1..P}Vu and

u

syn.

G, NG =, Since the k" users t" transmit antenna is the antenna of

u

interest, ¢an (i = Ck,g) can be simply rewritten from (3.5 and 3.10) with the AWGN as:

)=ty )+ e+ ZP: e+ DD D) +w () (3.33)

p=1p#t e P Uk pec,™"

Chs-SI MUl

where the first and the second terms in the right-hand side represent the DS and DS-SI,
respectively as derived in (3.10). The third term represents the interferences caused by
the co-transmit antennas of the k" user (CAs-Sl) as an additional SI component in the
MIMO-OFDMA uplink systems (comparable to the OFDMA uplink systems), where all
user's transmit antennas exploit the same allocated subcarriers. The last term in (3.33)
represents the MUl which is the interferences incurred by all other asynchronous users
except the desired one.

The average SINR at the output of the DFT on the i" subcarrier at the BS's qth receive
¢

=SeR

antenna of the desired k" user with SCP SINR:(i) is defined as the ratio of the

average power of the DS to the average interference power which contains the powers

of the DA-SI, CAs-Sl, and MUI, plus the average noise power as:

P
GO 0 — 3
SINR'? (i)= 2
P, +P, P, +P

Ds-sI CAs-S|

(3.34)

where P = Gi. The average desired and interference signal powers can be obtained by

p

averaging them with respect to C;q aswellas c,_andi.
Since all the available subcarriers are allocated to the users in the MIMO-OFDMA
uplink systems which implies that at most one subcarrier from each set cu;Vu may

interfere with the i subcarrier, then the averaging over ¢, and i is not required (Park et

¢ Throughout this thesis, the second argument in the superscript of the asynchronous SINR such as Ae{d),s,&}
represents the incurred synchronization offset(s), where the second argument of the subscript such as

xCP € {SCP,InCP,ACP} represents the condition of the CP.
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al., 2010 ; Ashore, 2010). Then, from (3.10, 3.33 and 3.34) the following expressions can

be obtained:

o, =e[ |20 J=0 X0 0| (6. =+ )] | (3.35)
PDS,SI = E|:

ol

N —1 ¢2ch an(ckg ‘)/NC i N —1 d)z‘\sw JZTEZ(Ck-Qﬂ)/NC ’ (336)
PIPRACCIDIE CODEACSIPIE
=0’ o (1)E — |+0o° o (1)E —_—
g=0cy g # | =0, g NC =l =05 Nc

P = ZE["’Y”()]

p=1p#t

b el 2 2T\ (3.37)

- Z zzc ()e Z— +o ZZG ()E

p=1p#t =0y c

P CR

= Is! c

S IDIRECIHID N EHWA A

ve P Uk pec®” Oy yrk pece” g=0 | =0y Nc
(3.38)
¢2\s\ 121'[ (C 9_)/N° v
+c ZZG (1E
= ¢st c

where the data signal and the channel are assumed to be independent. It is worthy to

note that substituting the instantaneous power of the interference coefficient such as:

¢2 jlel} J2T[Z(Ck_g _')/NC . ¢2.\sw JQT[Z(CK 9 _‘)/NC .
‘((I)z‘DS -, + 1) ! Z 2 | and Z g | atany TO's value for the DS,
=0, g, Nc =y Nc

ICI and ISI respectively, in (3.35-3.38) producing the instantaneous SINR in (3.34).
However, the TO is assumed to be i.i.d uniform discrete random variable Cj‘: (Jung

and Zoltowski, 2004; Park et al., 2010; Kotzsch et al., 2010; and Kotzsch and Fetteweis,

2010), therefore for any function g(C”), E[g(g:)]:ZZE(?::B;OQ(E;Q)Pr<§;: =Q”)

(Papoulis, 1965) where Pr( ) is the probability, thus:
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£ ((I)z.Ds _(I)«Ds + 1)| — N (¢2D5 — (|)1vDS + 1) (339)
L N, ‘ Gin=8ro Nz (B:o - BT_O )
i %{i) ejzr:z(cu_g*')/NC : _ Bl sinz(TC(Cu‘Ng:‘)((I)z‘{ICHS‘} _¢1{015} +1)) (3.40)
IS =, N(B, -8B )sin (7’5( i ))
where Pr(C_,jf = C”)zﬁ A detailed derivation of (3.39-3.40) is carried out in
= B, —B
Appendix A.

However, from (3.34-3.40), it is worthy to have the following remarks: In order to
evaluate the average SINR, the power delay profile of the channel i.e., {Gi(l)} is
needed. Generally, an evaluation procedure, model or tabulation of the {Gi(l)} is
provided by the recommendations of the wireless applications such as
Recommendation ITU-R M.1225, 3GPP TR 25.814, and 3GPP TR 29.913 which are
adopted in running the simulation environment. In addition, the difference between the
allocated subcarriers i.e., (Cu‘g_i) plays a vital role in evaluating the interference
coefficient (and the SINR), which is closely related to the applied SAS, however, the

analytical results are illustrated based on different SASs.
3.3.4 Special Case of Insufficient and Absent CP

In this section, the expressions for signal and interference terms at the DFT output of
the BS'’s qth receive antenna are redefined for insufficient CP (InCP) where
T, =(L=D)1>1 =(L—1)>N_ as well as absent CP (ACP) where T_=TN_ =0

during the following TO’s ranges:
A 0S—p"<T = 0<-C"SN

During this interval and with insufficient CP, the DS, ICI and ISI components are
equivalent to the corresponding expressions in range (b) i.e. equations (3.14-3.16).

However, with absent CP, only Cu‘n:O is defined in this range and the signal

components are corresponding to those in range (b) when N, =0 is substituted.
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B. T, <—H <B,T=N <-('<8B,
Throughout this interval and with both insufficient and absent CP, the DS, ICI
and ISI components are equivalent to the corresponding expressions in effective range

(c) i.e. equations (3.17-3.18).
C. O<W'ST =0<C7 SN

Along this interval, and with InCP, the first CS,':?'E[QCS:_G paths include
(C“ —I) samples from the next OFDMA symbol, which are appended to (NC -C +|)
samples from the desired OFDMA symbol. The next path |=<;pq includes all the N -
samples  from the  desired OFDMA  symbol, where the following
(L—q"‘: —1);IEI:CE:: +1,L—1] paths contain (I—C”) samples from the previous
OFDMA symbol and (NC —|+§j‘:) samples from the desired OFDMA symbol to form
the DFT window. Then the corresponding (d)wvsg‘,(])zvsgl):(cmg‘,cmg‘) to different signal

components is given by:

(O,Nc — G +|—1);| e[o,gj': —1]
(61 0. )= (0 —1) =G (3.41)
(I—C:‘:,NC —1)i e[Qj —1,L—1:|
(O,NC - +|—1);| e[o,q’f —1]

(CoonCoo )= (3.42)

(=Gin —ae[g +101]

(CHS‘,CZ‘SI): (NC =C+IN —1);| e[o,QZf —1] 54
’ (o,|—§j‘j —1);|e[§j’j +1,L—1:|

With ACP, the signal components are corresponding to those in range (b) when N, =0

is substituted.
D. o<p’<t_=0<{'<(L—1)

Within this interval and with InCP, the signal components are equivalent to the
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corresponding expressions in range (e) i.e., equations (21-23). And with ACP, the signal
components are equivalent to the corresponding expressions in range (C) i.e.,

equations (41-43).
E. T <W’'<B 1= (L—-1)<{"<B]

During this interval and with both insufficient CP and absence CP, the signal
components are equivalent to the corresponding expressions in effective range (f) i.e.
equations (3.24-3.25).

The corresponding average SINR for InCP, SINR™® (i) and ACP, SINR™_(i) are

equivalent to expression in (3.34) and its follows when the corresponding values of

(d)«sg‘,d)z‘sg‘) are substituted along any CP scenarios.

3.4. Average SINR Analysis for Uplink MIMO-OFDMA Fading Channel Systems In

Presence of Time and Carrier Frequency Offsets

3.4.1 Single-User Single-Antenna Structure and Coexistence of Time and Carrier

Frequency Offsets

The coexistence of the TO and CFO is analyzed firstly for single-user single-
antennas system using the same method in subsection 3.3.1. However, and analogue to
the TO, the CFO can be also divided into an integer and fractional parts. The integer
part shifts all the subcarrier locations in the frequency domain by the amount of the
integer offset (Lee et al., 2006), which results in cyclic shift of the subcarriers, and the
fractional part, which is analyzed in this research, makes the OFDMA symbol lose the
orthogonality between its subcarriers (Zhangyong et al., 2003). Since the antenna
separation on each user’s mobile terminal is generally much smaller than that on the BS,
it can be reasonably assumed that the CFO between transmit antennas of the same user
and a specific receive antenna on the BS is identical (Kim et al., 2010), thus let
€ ESffnTc , where —05<¢g’ <05 (Lee et al., 2006), be the normalized fractional CFO
w.r.t. the subcarrier spacing frequency between transmit antennas of the u” user and

the BS's qth receive antenna, which is modeled as a complex multiplicative distortion of
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the received signal in the time domain i.e., ejm“‘/k. The presence of the TO C“ and

CFO g change the signal model of (3.7) to:

A ( Miia” (z1)x: (21 - S::TS—ITS)ejm(gj'"ﬁ)/%;iE[O,NC—1] (3.44)

€ n
un (l)_ \/E — = un,

(8:‘“):ejzns“‘”(N““+”(NC+NC°))/N° . Considering (3.8) and (3.44), reduction and rotation

where U
of each DFT output i.e., Un(aj) and ICl are additionally introduced by the CFO to the
TO detriments. In presence of TO and CFO, the interference coefficient in (3.9) can be

redefined as:

1 Lo JMZ(C“E*—SS‘F‘) Sin(n( 7 -::ﬁﬂﬂ )(4)2,59\ T Vi + 1)) m(c“‘g e 7’\“)(4’159#%-59‘)
e . (3.45)

e ‘ =

Nc Z:‘bw‘sg\ Nc SII’](TC( CU‘QT\:L“H_I ))

Then, be Y:f(i) and its components can be represented by:

¢2,DS
=" ()% (ol ) aeme =D
I

Nc Z:¢1‘DS
LX)
N, =1 1 ¢2,\c1 ( )/
. era o7 2mz( ¢, o +EL i | N,
+u,(e) D] X:n(g)emu‘gcu‘"/NcZOL:':J(ZTS)e N (3.46)
9=0.c, o #i | Nc Z=¢ucw
N oo (C0N,) N e 1R (o, e
v (£) 30 (@) S S g e LS el
=0 | Nc Z=¢usw

£ P
Ddérsﬁfnq @)

where the first term on the right-hand side represents the desired signal (DS) i.e.

de Yp,a

DS ‘un

(i). The following terms are the ICI, and ISI, respectively represent the self
interference (Sl) associated with the asynchronous DS i.e. iilYff (|)

Considering the wide range of the TO towards and away from the CP in section
3.3.1, it is easily expected that only the corresponding (d)w“c‘,d)z“c‘) is affected by the

coexistence of the TO and CFO to be coincided with the ((I)«st(bws)! where the
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(d)usﬁ(l)z‘\sw) is as given in subsection 3.3.1 along the different TO ranges. The
corresponding (d)«,{asm ’¢2.{DS‘\C\}) along the various TO ranges can be represented as:
i. The TO Towards The CP (i.e. L.’ <0) and CFO (i.e. €' >0)

(1{05\0\} 3,00 (ON —1)iefoL—1] (3.47)

P.g
ON —1) IE[O,(NCP+CM):|
{Ds ici}? 2{Ds \cw}

IE[(NCP +C +1),|_—1} 249
( €, posici*Cafosic) (| N, —C7IN — ) eloL—1] (3.49)
( 1{osioi}? z{oswcw}) (' N, —GLN. — ) [O’(Nc TN, +C _1)] (3.50)

ii. The TO Away from The CP (i.e.ll”” >0) and CFO (i.e. € >0)

ON =C +1=1)iel 0L —1
(eL{Ds‘wc‘} €, (s o} ) = {( ' ) [ ( v )] (3.51)
(0N, —1) e[ Co—1]
(fﬁ{Dswc\} ’fQ,{Ds‘\cw} ) = (O’Nc — CS: + = ,I);I € [O'L — 1] (352)
(gt{m} 9, o0 ) e (O,NC o A 1);| € [(q’j —N_+ 1),L - 1] (3.53)

It is worthy to note from (3.12 and 3.47) that the received signal is immune to ISI
because of the CP where the introduced ICl is due to the CFO not the TO, hence (3.46)

can be given by:

i )T
Y () Nsm(TCS /N) H ()X (9| :)

+Um(82m) i o, 28 n(TC c, +8 —I) n(cu‘gﬂjﬂ—w)(NC-W)/NcHS:(Cug)xzm(g)

0., g N sm(TE c, +8 —l )

(3.54)
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Consequently, “Y""(i)=""y"" (i)‘ngo represents the DFT output in presence of only
the CFO as in (Lee et al., 2006; Lin and Ma, 2009). However, the effective range and

boundaries of the TO in subsection 3.3.2 are not affected by presence of the CFO.
3.4.2 Instantaneous and Average Interferences Power and SINR with TO and CFO

In the presence of TO and CFO, ¢an(i) in (3.33) can be rewritten as:

()= )+ 0 D ) 3D () () (3.55)

p=1p#t ue¢u,u¢k pea, "

CAs-SI MU

And the expression of the SINR™* ( ) is equivalent to (3.34). Then, and with (3.45)-

k,SCP

(3.53), and (3.34) the following expressions can be obtained:

a 2
¢2‘DS j2mzE, ‘H/NC
e

=[O J=or e 0 2 (3.56)
| 2=0;ps c
N1 Z D21 IZT[Z(CK‘9+CE"‘7')/N° ‘]
¢8 tq 2 ‘ €
PDSS\_ Ds-sl kn ()‘ Z Zsh(l)E N
9=0.c g#i | Z:‘bwcw [
=l - (3.57)
0= Da1s1 J27.[2(0’“9JrEE-“ﬂ)/N“ ’
2 2 ‘ €
+GXZZGh (NE ——
g=0 I 2=0y5 Nc
B 2
b —1 D211 IZT[Z(CK 9 el 7‘)/N°
de . pa 2 €
= O Y 0 X o 0 | 3
p=1p#t p=1p#t g=0 | =0y Nc
- (3.58)

2
~d
. jZTEZ(CK‘g +&/, —n)/Nc
= €

Z:d)usw N

+0§Nizgs(|)E
i

c
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2
a
¢2 . ZT[Z(CU‘g +Eu‘" *I)/NC

SDIPYRFCISDIDIES YIS DR

ue Euuzk p=1 Euuzk p=1 2=, Jci c

(3.59)

2
J2T[Z(Cuvg +e], —\)/NC

where the data signal and the channel are assumed to be independent. Moreover,

substituting the instantaneous power of the interference coefficient i.e.

¢25g\ j2mz{ e, o ﬂ—‘ ' ’ . . . q : ’
E e2 ( ot )/N/N = smTE(c +8q—|/N )(¢ —d) +1)/N smﬂ:(c +& —|/N )‘
Z=¢1‘sg\ c ug u c 2,59l 1,50l c ug u c

n (3.56-3.59) and (3.34) producing the instantaneous power of the corresponding signal

components and SINR respectively, at any TO and/or CFO value. Furthermore, and by
carefully examining equations (3.56-3.59), it can be easily seen that evaluating the

average SINR can be achieved by quantifying the average power of the interference

[ 27z( 0, o +E] =i) N, 2
coefficient i.e., EUZ o Jn(' ) N };ngl.

Considering the assumed independency in generation between the TO and the

CFO, which is justified in (Park et al., 2010), the average power of the interference

coefficient can be given by:

de’  (3.60)

d)zi ejznz(cu‘g-'—83‘”_‘)/NC ’ i € Sin2 (ﬂ:( CA‘QT‘TSVF‘ )((I)Q.sg\ - 4)1,59\ + 1))
. NC G =0 - Nj ( +BTO - 7BT0 )(28)Sin2 (Tc< C‘J'QZ§3‘07I ))

where the TO is assumed to be iid uniform discreet random variable C"" with

1
" elB, .8, ):—, and CFO is i.i.d uniform random

(s.-8.)

variable € with a probability density function fg(gf

probability Pr(CDq =C

1
[—8,8]) =— (Zhang and
2€

Tellambura, 2007). Note that the detailed derivation of (3.60) is provided in Appendix B.
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3.5. Average SINR Analysis for Uplink MIMO-OFDMA Fading Channel Systems In

Presence of Carrier Frequency and Sampling Clock Frequency Offsets

3.5.1 Single-User Single-Antenna Structure and Coexistence of Carrier Frequency

(CFO) and Sampling Clock Frequency(SCFO) Offsets

In this subsection, the received signal r"’(t) and the DFT output

b"é\(:’:‘(i):(1/\/N—C)Z:s'iru‘f:‘(zTS')eﬂmN° are exploited to obtain the analytical

expressions for the desired signal and the interferences with transmit-receive antennas
pair in presence of carrier frequency (CFO) and sampling clock frequency (SCFO)
offsets.

P.q

In converting the received waveform r (t) back into digital signal, the Analog-to-
Digital Converter (ADC) samples at time instants zTS';zE[O,NC—1], which is usually
different from the sampling instant T“;Vu at the Digital-to-Analog Converter (DAC) of
the u" user (Pollet et al., 1995; Liu et al., 2008) which is primarily because of the
tolerances of quartz oscillators and temperature variations (Sliskovic, 2001). This offset
is known as SCFO.

Let & :(TS’_TU,S )/TU,SJVU denote the normalized SCFO, which can be split into an
integer part and a fractional part. Considering the mitigation algorithms of
synchronization offsets such as closed-loop synchronization offsets correction between
the user transmitters and the BS receivers such as IEEE 802.16e standard, only the
fractional part of the SCFO (i.e., residual SCFO ) is considered and can be assumed to
be —O.5S<::n <0.5 (Yang et al., 2000). For instant, if the sampling clock specification is
10 ppm (part per million) and the sampling frequency is 5 MHz, then the clock has adrift
of about 500 samples per second (Yang et al., 2000).

Without loss of generality, assuming the time synchronization was successful
enough to find the OFDMA symbol start within ISI/IBl-free region, two kinds of
synchronization offsets remain after the acquisition mode: CFO and SCFO (Langowski,
2001; Morelli and Moretti, 2010). In presence of CFO and SCFO " (zT') and **v"(i)

can be represented as:
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q q q q
j2me, g[z+Ncp+n(Nc+Ncp )J(ng )au‘n JZT[ZCU‘Q('H»E‘,UM) j2Te, Q[Ncp+n(Nc N )]&W

1NU—1
S () =— 22 (@) (e, )e e Y e (3.61)

JQT[\[NCP +n(N N, )]éj . N1 J2RZ[(1+§S” )'+(1+éjn )S(u]‘n "]

1
Ser@)=v (e ) (ol et =D "
A -

z=0
’ (3.62)
e (G P G Gl
o (e8) 2 xrife,)e 0 =D "
g:D,cu_g¢\ Nc z=0
oo F(No G, ) (165, Jeda /N . - .
where U”(Sjyn,ajn)zem[N it )l , and the interference coefficient in presence

of CFO and SCFO can be given by:

iNEZ_ieJznz[(wasn)cuzj(w&s_n)si‘n—'] / sin(TCI:(1+ a0 )Cu‘g +(1+ g )ga _iJ)
N, = N, sin(TCI:(1+ & )cu‘g +(1 + ij‘n)sjn —i}/Nc) (3.63)

m[(w&j_n )cuvg +(1+E_,jﬂ )gjvn_‘]

Xe

It is worthy to mention that equation (3.62) is equivalent to (Nguyen-Le et al., 2009
eq. (5)) in the case of single-user MIMO systems i.e., MIMO-OFDM, which can be
approximated to be equivalent to (Speth et al., 1999 eq. (37)) in the case of a single-
input-single-output SISO-OFDM systems.

It is easily to observe that EéY;’:‘(i) in (3.62) consists of several contributions: the

first term represents the DS which is affected by the channel i.e., Hpq(l) rotated and

attenuated by Un(8:“’?53,”)ejz“‘[Nw*”(NﬁNw)]gi‘”/N“ and (1/Nc)ZNG_WG]W[(ﬂmgﬁ(ﬁéﬂ")gjﬂJ/Nc ,

respectively, where both latter effects depend on the incurred offsets as well as the
subcarrier index i.e., i. Moreover, the second term in (3.62) denotes the ICI due to CFO
and SCFO.

However, the SCFO can also induce ISI because of the accumulation of offset
(Yuanxin et al., 2007). Moreover, the SCFO not only cause synchronization offset, it may
also cause the duration of an OFDMA symbol at the receiver to be different from that of

the transmitter (Prema and Ananthi, 2011).
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Unfortunately, the induced ISI by the SCFO, specifically positive SCFO, is not
explicitly presented in equation (3.62). Therefore, an exact expression for CgYu“’n‘“(i),
which includes the ISI as well as the ICI, is proposed in the following, where two

scenarios of the residual SCFO can be recognized according to the value of &
i. Negative Sampling Clock Frequency Offset (SCFO) (i.e., O<—E_,:“n <05)

In this scenario, the ADC clock is faster than the DAC clock of the u" user as in

sample, where || is

Figure 3.5. At regular interval, one sample is added every ‘1/?';‘“
the absolute value of x, by sampling twice a particular sample (e.g. samples 3 and 7 in
Figure 3.5), which implies that some samples from the desired n" OFDMA symbol are
lost (e.g. samples 8 and 9 in Figure 3.5), which cause ICI. Note that there is no browning
samples from the next (i.e., the (n+1)th) OFDMA symbol to complete the window of the

DFT, then only intra-Symbol Interference (iSl) can be recognized in the DFT window.

T lul
r I R

Perfect Sampling Instances
- Nep L] Nec

bttt 1

Nep >

Figure 3.5 lllustration of Sampling the Received OFDMA symbol by the I" Channel Path

In presence of Negative SCFO

The number of iSI in each channel tap in the DFT window can be given by:

e,

indices of the iSI samples in the DFT window can be grouped in G° as:

G‘S'Z{Z:"(z+1)(1+§jn)J=|‘(z+2)(1+§jn)J;VZE[O,NC—1]}, then “’ifﬁé“(i) in

(3.62) can be rewritten as:

NCJ where LxJ is the nearest integer less than or equal to x (i.e., floor (x)). The
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j2 nz[lEj “+(1+§j s )cﬂ R ]/Nc

OB o Pl TS

ZEG‘S‘ NC
g0
N, —1 [ ( )] gq/ eJZﬁZ[(H’éin)c“‘g+(1+§an)Si‘nf\J/Nc
270 Ny, +n| N, +N, Ic N,
+u,(&,.€) D X (K (o, )e TS (3.64)
g:D‘cu‘g# ZEG‘S‘ Nc

ICI

NU*W .
40, (8,80 ) 2%, (o) (o, )o T U S

=0 2e6® N

2 (B, Yo o H{ P Jeam
e

c

isl

where the first and the second term on the right-hand-side of (3.64) represents the DS,

and the ICI respectively. The iSl term is represented by the last term in (3.64). Note that

o Y** =IcI+isl. Note the interference coefficient for the DS/ICI and iSI with negative

DS—SI un

SCFO  can be  given by: (1/'\‘ )Z 5 ejm[(%sm bl and

j2me| (€], Jou o H HEL, JES =i | /N 1
(VN)Z I () B Sl respectively.
ii. Positive Sampling Clock Frequency Offset (SCFO) (i.e., 0< iq <05)

In this scenario, the ADC clock is slower than the DAC clock of the u” user as in
Figure 3.6. At regular interval, one sample is missed every 1/&q sample (e.g. samples
0, 2, 5, and 8 in Figure 3.6), which causes ISI due to sample the following symbol i.e.,
(n+1)" symbol, by the accumulated F,“(N +NCD)TS per symbol (Gallardo et al., 2001) to
compensate the missed samples. It is worthy to note that using the CP reduces the
number of the ISI samples for 1>0.

The DFT window can be formed by the samples with the following indices along the
channel paths: samp|eindices:L(z+1)(1+§jn)—|J;Vze[o,Nc—1],|e[o,|_—1], where
the negative indices and the indices greater than (NC —1) represent the CP samples
and the ISI samples respectively. Then the total number of the I1SI samples from the next
OFDMA symbol, N(ISI‘), which is depends on the SCFO and the channel path, can be

easily obtained. In addition the location of the ISI sample can be given by:
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G EI:NC—N(ISII),NC—G;VI. Therefore, the asynchronous DFT output sgt Yu‘fn‘q(i) can

be given by:

. Jznz[wéﬂnJr(Hiﬁ_n )Efn] /Nn
e&" pa () _ a ga P pa I\ TiemeyglN JM‘[NW (i )]és"/N“ © @
Yu,n (I) - Ur\ (gu‘r\ ’ au‘n )Xum 9 |C.“g:‘ Z a (ZTS )e © z
=0

unl
N

e&h o
0sYin (1)

Jznz[(wéjn )c“‘g +(1+F;jn )gf‘n —\}/NC

N,—1

+Un(83n,§fn) Z xfn(9)iocf‘f‘<sz')e“"%‘/Nﬂe%{%*"(wp>]cu‘gi3n/~cze
1=0

226" N

90,0, o #i N

ICI

RGOl
! —j2Te, 270 Ny N, NG, ) oy &0 /N
+u, (&8 ) D% () Yo @ e T e >
g=0

=0 zeq” N

sz[(ngﬂ )cu g+(1+§j‘" )aj n—\]/Nc

c

[S]

(3.65)
where the first, the second and the last term on the right-hand-side of (3.65) represents
the DS, the ICI and ISI respectively, with the associated phase rotation and attenuation.
Moreover, the ICI and ISl figure the incurred interferences of the DS as:

S‘Si‘Yu:q =ICI+ISI. From (3.65) the interference coefficient for the DS/ICI and ISI with

negative SCFO s (VNC )Z - o bl and

(1/ N, )Z o em[(ﬁ” e, K respectively.

A ctual Sampling Inslancesf__}r]

Path l l l
[ o |1 | 2 | 3 4l 5 lﬁ 7 l 8 gi dé 0 L1 2l
f [ O A Y S R R R 11

Perfect Sampling Instances & =0
+ Nep L Ne >4 Necp > N

Figure 3.6 lllustration of Sampling the Received OFDMA symbol by the I" Channel Path

In presence of Positive SCFO

3.5.2 Instantaneous and Average Interferences Power and SINR with CFO and

SCFO in MIMO-OFDMA Uplink Systems

In the presence of CFO and SCFO, S'éY:(i) as in (3.33) and (3.55) can be rewritten

as:
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Y= O F SO+ DD+ D D) +w () (3.66)

p=1p#t uE‘tU‘u#K p=1

CAs-SI MUl

The expression of the SINR™°(i) is equivalent to (3.34) as:

k,SCP
ag§

stk‘SCP(i):PDS/(PM . +P, 4P ). Then, and with (3.64)-(3.65), and (3.66) the

following expressions can be obtained:

ejznz[@ﬁm+(1+§Svn)aﬁ_n:|/Nc 2
|: Z (3.67)
226 NC ‘

JZT[Z[(1+§E‘H)ck‘g+(1+ésﬂ)SE‘H*\:I/NC ?

SRONE Zc:mE[

e ] Y Yee

g= O,ck‘g #io|

P =
DS-SI

c - (3.68)

+Gi§26j(l)E
e g

P..= 2 EI:&&Y:”‘q(i):lz ZP:[ ZZG (I)E[ Z

p=1p#t p=1,pFt g=0 |

2Tz I:(Prf;;n )ck P +(1+E,Sﬂ )CE“ —w]/NC

2

g=0 |

+c ZZG ()E[

= Y DA 0)]

ue B5u UK p=1p#EL

Jzﬂtz[(ﬁgs,n )Ck 9 +(1+E,Sﬂ )8:‘” 7']/NC

= i[oiizc:o{ze } 570)
ue E5 U uk p=1p%t g=0 | o
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where xe{i,l}. Moreover, substituting the instantaneous power of the interference

( VN)Z G CA TR ’ and
(VN )Z I (e

of the corresponding signal components and the corresponding SINR. Considering the

coefficient i.e.

(3.67-3.70) producing the instantaneous power

assumed independency in generation between the CFO and the SCFO, which is justified
n (Park et al., 2010), the average power of the interference coefficient in presence of

CFO and SCFO can be given generally by:

E|: (VN)Z XS‘em[(wa&n)%g+(w+ggn)83",‘] h z}

“. sm( 1+§ )c +(1+EM ] ISI /N) (3.71)
i a(28)(2§)sm< |:(1+E_,“ )c +(1+E_, :|/N)

where the CFO and SCFO is assumed to be i.i.d uniform continuous random variable

q

1
g, —¢, ])=— (Zhang and

2€

and é“ with a probability density function fg(gjn

Tellambura, 2007) and fé(

u,n

[ ié]) & . Note that the detailed derivation of

(3.71) is provided in Appendix C.



CHAPTER IV

PROPOSED ANALYSIS OF AVERAGE ERROR RATES FOR UPLINK MIMO-OFDMA
FADING CHANNEL SYSTEMS IN THE PRESENCE OF SYNCHRONIZATION
OFFSETS

4.1. Introduction

In this Chapter, an exact distribution of the SINR is derived. Consider a linearly
modulated signal of MIMO-OFDMA uplink system in Rayleigh fading channel, the
symbol error rate (SER) and bit error rate (BER) of different linearly modulated signals

with Gray coding is computed based on the obtained SINR at the DFT output.
4.2. General Asynchronous SINR Statistics

In this subsection, an exact expressions for the probability density function (pdf),
L ()(SINR:jiP(i)Sy), and cumulative distribution function (CDF),

FS‘NRS_XACP(I)(SINR::XACP(i)Sy) , of asynchronous SINR where AE{d),S,ﬁ} represents the type
of the incurred offset(s) is derived. The distribution of instantaneous SlNR:jip (i) is a Chi-
squared distribution of degree 2 (equivalent to an exponential distribution) (Proakis,
2001; Choi, 2004; Athaudage and K. Sathananthan, 2005; Hamdi, 2010), therefore,
since the denominator of SINR™ (i) at (3.34) is non-negative, the conditional

SINR*® (i) can be represented as:

k. xCP

Y

SINR™ () <y|A =g O (4.1)
( K‘xCP() | )

SR ep (1)

Without loss of generality, let M (i,y) define as:

B q‘yA
Mip(i,y)=E[e SNRW(')J (4.2)
then, the CDF of the asynchronous SINR can be given by:

Fos (SINRS“XACP (N<y)=1—-M2 (iy) (4.3)
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For instance, the pdf of sSINR™ (i), can be obtained when

d
o ()(y)—— it ()(y) (Papolius, 1965 ,eq. (4-15)) is applied to (4.3) as follow:
dy

SlNREACP() (y) - S\NR‘A -() (y) - (1_MXACP (l y)) = __nyACP (I,y)
, (4.4)

szS:épm

1

—
d SINRY Scp (1)

=—E| —e =E
dy SINRKXQP()

4.3. A Lower Bound on M® (iy)

For any arbitrary subcarrier assignment schemes, is readily obtained a lower bound

—y/SNRELs ()

on M% (iy) by noticing that the function e is convex VSINR™, (i),y>0, and

therefore, Jensen’s inequality can be applied as follow:

Y

MxACP (Ivy) =E eis‘NRSfocp(w)

(4.5)

Yy

E[mNRE“XACP(\)]

Ze

where E[SINR:fip(i)] is the average asynchronous SINR. Without loss of generality, the

N/ et
lower bound of MZ (iy)=e LR

is considered as in (Proakis, 2001). As
expected, upper bounds on the exact error probabilities are then achieved when this
lower bound of M*_(iy) is used. It is worthy to note that with the distribution of the
asynchronous SINR on hand; it is straight forward to derive exact expressions for

average error rates as in the following.
4.4. Average Error Rate Analysis

The obtained distribution of the SINR can be exploited to derive an exact expression
for an average error rate. Generally, the average of any arbitrary function
PX(SINRf:iP(i)Sy) can be computed using the rule of integration by parts as follows

(Hamdi, 2010):
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EI:PX (sinr™® ()< y):l =p (o)+J. (—PX (y)jPr(SINRSiP ()>y)dy (4.6)
, o gy :
Then, in the following, the average symbol and bit error rates are derived.

4.4.1. Average Symbol Error Rate (SER)

A

The conditional symbol error rate (SER), P, of square Gray-coded M-QAM is

given by Simon et al. (1995; eq. (10.32)) as:

Pt (SINR:"XACP (i)) =1 —{1 —(1 —ﬁjeﬁc( SINR™ (1) )T (4.7)

where erfc(x)=(2/x/E)I e dt is the complementary error function. Therefore, the

average SER can be obtained from (4.6) and (4.7) as follow:

Pi@(o)=1—[1—(1-ﬁjerfo(ﬁ)}2 =1—(ﬁ)z - 9

where erfc(O) =1, and

A aA (. —snRIA ()
dP®_(SINR™ (i 1 ]
e A”CP( ) :—2{1—[1——}@( SINR:'XACP(i)):|(1——j—e (4.9)
asR’ () S | T ) Jasne ()

k xCP

derfc( \/SINR™ (i)) 0

where ™ - = 3 |
dSINR!., (i) TSINR™, (i)

k,xCP

By substituting (4.8) and (4.9) into (4.6), the average SER can be given by:

Ao e

S\NRS:XACP(\) )
], P" . can be given by:

xCP

For M (iy)= e_y/E[
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s () (1 el snR™, (1) | RN} e[ sINR™, (1) |

e _(1 Mj 2(1 j\/EI:SINRK o ( )]+1 +2(1 j \/E[SlNRk o ( )]+1
4 E[SINRQA ():| E[SINRQ'A (')]
_;(1__) EI:SINRk o ( ):|+1 EI:SINRK ° (i )]+1

where the detailed derivation of (4.11) is presented in Appendix D.

(4.11)

4.4.2. Average Bit Error Rate (BER)

General expressions for bit error probabilities of generalized square M-QAM are
given by Cho and Yoon (2002), which can be written in the following form:

=2

P2 (SR, (1)) = Za erfc((2v+1) SINR™. ) (4.12)
where a constants a, depend on the constellation size, such as a, :1/2 in case of
QPSK, a, € {3/8,2/8,—1/8},\/ €l02] in case of 16-QAM,  whereas
avE{7/24,6/24,—1/24,0,1/24,0,—1/24},V6[0,6] in case of 64-QAM. From (4.6) and
(4.12) we have,

beP(O) Za er‘fc((2\/+1)\/—) Z % (4.13)

V=0

N (2v + 1)e—<zv+1>2smﬁ:fm(u)

d A
—r, (SINR?, (i) a, (4.14)
dy ( Ui Z \/Tcstjjfcp(i)
Thus,
—(2v+1)2
:__Z (2V+1)I M:, (iy)dy (4.15)

E S‘NRK CP( )]

with M CP(| y)=e

, the Pﬁxcp can be given by:



1 P ® 1 _y[(QVM)ZJrE[SWR;A ()]]
A kxcp U
p. === E a (2v+1)J e dy
b,xC 5 — v o /Tl:y
Vw2 ald (.

1 EI:SINR i ]
P === a (2v+1) =10
X 2 qA .

2 5 (2v+1) E[S|NRW(|)]+1

0 %y
where I

Ay

TU
dy = ’—;OL >0 (Jeffery and Dai, 2008, eq.(15.3.1-10)., page 270).
(04
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(4.16)



CHAPTER V
RESULTS AND DISCUSSIONS
5.1. Introduction

In this Chapter, the analytical results are verified by simulation and comparison with
the competing analysis expressions. The simulation environment takes a scenario similar
to ITU-R M.1225, 3GPP TR 25.814 and 3GPP TR 29.913 recommendations into account.
Note that only the analytical unit in any synchronization scenario i.e., 8"b’a\/u‘fn‘q(i) is
simulated to validate our assumption, where coincided results between the analytical
€98

v"(i) and the simulated one are obtained. Moreover, the effects of utilizing the

MIMO technique, CP conditions and different SASs are explored.
5.2. Simulation Environment

An MIMO-OFDMA uplink system with 10MHz bandwidth working in 2GHz band is
considered. Table 5.1 shows the major system parameters. In addition, the standardized
channel model in (Recommendation ITU-R M.1225, Channel B, Table 4, page 28), which

complies with WSSUS modeling for frequency selective Rayleigh fading channels, is

considered.
Table 5.1: System Parameters

Parameters Value
Number of Subcarriers, N 256
Number of CP Samples, N_ (Sufficient /Insufficient/Absent) (64/20/0)
Sample Time Interval, T_(ns) 100
Number of Users, U 16
User terminal (UT) power class, (dBm) 24
Thermal noise level (dBm/Hz) -174
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Table 5.2 shows the tapped-delay-line for wireless environment, where the Doppler
spectrum for each tap is eliminated in order to make the simulation environment a better
match with the analyzed models. Moreover, the path coefficients of all users are
assumed to be statistically independent and therefore independently generated for
different users, whereas perfect channel knowledge at the BS’s receive antennas is
assumed.

On the other hand, the N_ subcarriers are allocated by BSAS, ISAS, and GSAS. For

BSAS, a set of (NC/U) contiguous subcarriers are allocated to each user as:
|:(u—1)(NC/U),u(NC/U)—1:|, where u is the user index i.e., u€[1U]. In addition, the
subcarriers are spaced at a distance (NC/U) from each other in ISAS to be given as:

{(u—1)+Ug};Vge[o,(Nc/U)—1j|, while for GSAS, a set of (NC/U) exclusive random

subcarriers are allocated to each user. Furthermore, the asynchronous users’ indices

are generated randomly where the desired user’s index is selected to be u=1.

Table 5.2 Tapped Delay Line Parameters for Wireless Environment

Pedestrian Channel
Tap Relative delay (ns) Average Power (dB)

1 0 0

2 200 -0.9
3 800 -4.9
4 1200 -8.0
5 2300 -7.8
6 3700 -23.9

Without loss of generality, the u" user's transmit antennas are assumed to have the
same synchronization offset, whereas the employed asynchronous users experienced
equal offset. Moreover, only the thermal noise is considered at the BS’s receiving

antennas in order to confine the performance degradation to the synchronization offsets.
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5.3. System Performance In Presence of TO

In this section, the analytical results are verified by simulations and validated by the
competing analyzed in (Park et al., 2010). The effects of utilizing the MIMO technique,

CP scenarios and different SASs are also explored.
5.3.1. The Instantaneous Interference Components and SINR of W:q(izcu,g)

The instantaneous power of the signal components of Ct’Yf"n'q(izcu:«g) in (3.10) are
depicted in Figures 5.1-5.9 for SCP, InCP and ACP conditions where cu;‘v’u are
allocated by BSAS, ISAS and GSAS. In addition, the correspondence instantaneous
SINR is presented in Figures 5.10-5.12.

Consider SCP condition, the DS maintains its maximum level at C” =0 throughout
the effective CP duration i.e., range (a) for all the c _, where both the ICl and ISl are
combated as shown in Figure 5.1. The Figure shows that the associated interferences’
power, especially the ISI, increases enormously as the TO increases beyond the
effective CP duration, while the DS decreases accordingly.

It is worthy to note that using sufficient CP length is also reducing the potential of the
interference generated by the TO towards the CP. For example, the generated
interference by C"q =—(Ncp —L+2) i.e., beyond the effective CP duration, is lowered by
around -47dB to that generated by C” =1 as can be seen from Figure 5.1(b and d).
Relaxing the CP condition, however, shortens the immune interval to the interferences,
and numerously improves the power of the generated interferences by the TO towards
the CP to be more equally to the corresponding one by the TO away from the CP.

Although an ideal time synchronization offset is experienced, a minimal interferences
signature is detected with InCP and ACP scenarios due to the dispersive nature of the
fading channel as can be recognized in Figures 5.4-5.9 at C"q =0.

However, it is worthy to note that ¢Y5ﬂ‘q(i) in (3.10) is equivalent to the DFT output at
subcarrier i€c_ when only the desired user experiences TO for OFDMA uplink

systems, where the summation of ICIl and ISI represent the DS-SI.
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Hence the corresponding instantaneous SINR, which is evaluated by (3.34), are
depicted in Figures 5.10-5.12. In Figure 5.10, and with SCP, the instantaneous SINR in
the ideal case of time synchronization offset shows its maximum value (i.e. 137dB),
which is maintained throughout the effective CP length.

As expected, the instantaneous SINR enormously decreases as the TO increases
towards and away from the CP, because of the concurrent substantial increment and
decrement of the DS-SI and the DS, with the TO, respectively. Moreover, this maximum
instantaneous SINR with SCP is deducted dramatically to 37.7dB and 18.3dB when the

CP is eased to InCP and ACP, respectively, as in Figures 5.10-5.12.

5.3.2. Instantaneous/Average Interferences and SINR for MIMO-OFDMA Uplink

Systems

In this subsection, the introduced instantaneous/average interferences and SINR at
the DFT output in presence of the TO are analyzed, where the properties of the MIMO

technique, the influence of the CP condition and SASs are considered.
A. The Instantaneous/Average CAs-SI Analysis

Figures 5.13-5.15 present the incurred CAs-Sl in presence of desired user’s TO. In
MIMO context, the CAs-SI increases as the number of transmit-antennas increases.
Employing 2, 4 and 8 synchronous antennas by the desired user increase the SCP CAs-

S| by around -6dB, -3dB and 0.02dB respectively at ¢ _ =0 allocated by BSAS, ISAS

and GSAS as in Figures 5.13(a)-5.15(a).

Furthermore, Figures 5.13-5.15 show that the correspondence CAs-SI is minimally
reduced when the CP is shorten and/or the antennas itself experience TO. For example,
the difference between the synchronized SCP (ACP) CAs-SI and the asynchronous one
with C:’q =—32 is around -20.6dB (-10.5dB), -15.8dB (-5.7dB), and -12.0dB (-2.0dB) for

2, 4, and 8 employed antennas respectively at ¢ =21 allocated by GSAS, as can be

recognized in Figure 5.15. Note that with ISAS, the CAs-SI maintains a constant value
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along the c _, where the generated CAs-SI with BSAS and GSAS is subject to the
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Figure 5.16 explores the incurred average CAs-Sl. The Figure shows that the

average CAs-Sl increases as the number of transmit antennas increases where eases

the CP condition increases the corresponding CAs-SI. For example, the SCP (ACP)

CAs-Sl is being 2.67dB (3.52dB), 7.44dB (8.30dB), and 11.12dB (11.98dB) when 2, 4,
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and 8 antennas are deployed respectively at ¢ = 0 allocated by BSAS as in Figure
5.16. Moreover, the degree of improvement on the CAs-SI due to easing the CP
condition is governed by the exploited SAS. Table 5.3 shows this effect at ¢, allocated
by BSAS, ISAS and GSAS.

From subcarrier allocation view of point, the ISAS alleviates the CAs-SI comparable
to the GSAS and BSAS, where the generated CAs-SI by the later SAS is the highest one,

as can be recognized from Table 5.3.

Table 5.3: The Average CAs-SI for Different CP Conditions at ¢, ; by BSAS, ISAS and GSAS

P=2 P=4 P=8
CAs-SI (dB)
BSAS | ISAS | GSAS | BSAS | ISAS | GSAS | BSAS | ISAS | GSAS
SCP 267 |-532 | -334 | 744 |-055| 143 | 1112 | 313 | 5.1
InCP 3.32 |-519 | -2.98 | 8.09 |-042 | 1.79 | 11.77 | 3.26 | 5.47
ACP 352 |-517 | -2.87 | 830 [-040| 1.90 | 11.98 | 3.28 | 5.58

B. The Instantaneous/Average MUI Analysis

The instantaneous MUI is improved and be more susceptible to the variation of the
TO when more asynchronous users are incurred as depicted in Figures 5.17-5.18. Using
the SCP alleviates the MUI along the effective CP duration and reduces markedly the
generated one beyond this immune duration towards the CP. For example the
corresponding MUl at G =—(N, —L+2)=28 is less by -41.6304dB than the
coincidental one at ' =1 at ¢, =0/0/21 allocated by BSAS/ISAS/GSAS respectively in
Figure 5.17 for N(¢U) =1. These immunity and reduction to the MUI is eased by
shortening the CP duration even though the trend of the MUI is conserved. For example,
the SCP/INCP/ACP MUI at C” =-1 is -infdB/-42.3430dB/-42.1112dB at c,  =0/0/21
allocated by BSAS/ISAS/GSAS respectively in Figure 5.17 for N(¢U) =1.

From the subcarrier allocation perspective, the BSAS performs better than the ISAS

and GSAS by producing the lowest instantaneous MUI for all the CP conditions.
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For example, the instantaneous SCP MUI by N(¢U) =7(15) is around -32.0dB (-22.8 dB),
-24.0 dB (-20.6 dB), and -23.8 dB (-20.6 dB) at ¢ =0, 0, and 21 allocated by BSAS,
ISAS and GSAS respectively when C” =-64 as in Figure 5.18. Figure 5.19 presents the
effect of the number of transmit antennas, P, on the instantaneous MUI.

Employing multiple transmit antennas improves the instantaneous MUI accordingly
for certain N(¢U) and (;pq where the trend of the MUI is conserved. This because the
employed antennas exploit the same allocated subcarriers ¢, when they transmit
simultaneously. For example, the instantaneous SCP MUI is around -22.8dB (-20.6dB), -
19.8dB (-17.6dB), -16.8dB (-14.6dB), and -13.8dB (-11.6dB) for P=1, 2, 4, and 8
respectively at ¢, =0 (21) allocated by BSAS (GSAS), when N(“’U) =15 and C” =-64 as
in Figure 5.19.

Figure 5.20 explores the influence of the number of asynchronous users and the
number of transmit antennas on the average MUI through the CP conditions. As
expected, the average MUI increases as the number of asynchronous users and the
number of transmit antennas increase as well as ease the CP condition.

It is worthy to note that the produced average MUl when BSAS is exploited is lower
than the induced one when ISAS and GSAS is utilized along the CP condition.
Considering single-transmit antenna, the BSAS meets the average SCP/INCP/ACP MUI
< 0dB when N(¢U)S 14/11/11 at c , allocated by BSAS, where the ISAS and GSAS
can meet this average MUl at ¢, when N(¢U) < 5/4/4 and N(¢U) <2122 respectively,
as show in Figure 5.20. In addition, the corresponding incurred average MUI is

enhanced as the CP is shortened as in Table 5.4.

Table 5.4: The Average MUI for Different CP Conditions at ¢, . by BSAS, ISAS and GSAS for P=1
N(u) =1 N(u) =7 N(*u) =15

BSAS | ISAS | GSAS | BSAS | ISAS | GSAS | BSAS | ISAS | GSAS

MUI(dB)

SCP -17.32 | -7.34 | -6.62 | -5.07 | 1.11 | 3.39 | 0.33 | 421 | 6.51

InCP | -16.64 | -6.63 | -5.91 | -4.38 | 1.82 | 4.11 1.01 | 492 | 7.23

ACP -16.35 | -6.37 | -5.65 | -4.10 | 2.08 | 4.36 | 1.30 | 5.18 | 7.48
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However, Park et al., (2010) have derived a closed form of the average MUI in

OFDMA uplink systems for  three different asynchronous regions

o) <(ran)ff ro=(nscn) ane

R, ={0Su:’“: <Tcp} as follow (Park et al., 2010, eq. 16, 17 and 18 respectively):

(T+T, ) (T +1,)
E,...| var(Mun)|— . ZZ ( oy {ZTW(I)

UEUQOTTC

+i TS|——(T°+T°°) w (1)sinc| © TS|——(TC+T°") (5.1)
2 2

—i TS|+—(T°+TCD)—T® w (1)sinc| © TSI+—(TC+TCD)—T
2 2

cp

ueugozTn

—ZTIW(I)smc (611)- Z(TI— w (I)smc( (TSI—TCD)):|

1=0

E e [Var(MU')‘_Tw'TwJ ZZ ( ) [ZTCDVVU ()

(5.2)

uEUQD C

[var(MUI)‘OT J ZZ ( ) ZTIW (|)|:1—S|nc 9T| ] (5.3)

where var( ) is the variance, W (1)=0 (1), 9=2(culg —i)/TC and
sinc(x) =sin(TE><)/TCx (Park et al., 2010).

A comparison to these competing derivations of the average MUI by Park et al.,
(2010) and the average MUI in (3.38) with single-transmit antenna is presented in Figure
5.21. Although the similarity trend between (Park et al., 2010, eq. 16-18) and (3.38), the
difference in the generated average MUI can be justified as:

i. The average MUl power decreases as the asynchronous region i.e. R

)
Q230

shortens (Park et al., 2010) where the asynchronous region of the average

MUI'in (3.38)is B, T<W"<"B T.

TO 's
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ii. Only the ISI is considered in derivation of the average MUI in (Park et al., 2010,
eq. 16-18), which is referred to as ICI (Park et al., 2010, Appendix 1), where

both of the ICl and ISl are included in (3.38).
It is worthy to note that the average MUI in (Park et al., 2010) was only derived for

SCP.tT =T .
C. The Instantaneous/Average SINR Analysis

The instantaneous SINR is presented in Figures 5.22-5.27 where the influence of the
number of asynchronous users, multiple transmit antennas, and the desired user's TOs
are explored respectively, for various CP conditions and different SASs.

In the ideal case of the synchronization offset (i.e.qv’: =0;Vp,q,u) for a single-input
system i.e. OFDMA system, the instantaneous SINR is large i.e. SINR > 120 dB, as in
Figure 5.22. This large value is also conserved for the effective CP duration
0<—C" S(Nw —L+1) i.e. case (a), where the incurred interferences are totally
eliminated by the CP.

Furthermore, in presence of increased TO (' eE(O,—(NCD —L+1)J;Vu¢ k towards
and away from the CP, the instantaneous SINR degrades accordingly because of the
MUI in synchronous desired user mode (i.e., CL; =0), as depicted in Figure 5.22.

The increasable trend of the instantaneous SINR beyond the TO boundaries i.e.,
+Bm =146 and B, =-173/-129/-109 for SCP/INCP/ACP respectively in Figure 5.22, can
be grasped by exploring the contents of the n" DFT window which is dominated by the
samples of the (nF1)" OFDMA symbol for the TO towards and away from the CP,
respectively, where the erroneous n" DFT window is considered to be the window of the
(nF1)" OFDMA symbol instead (see Figures 3.3-3.4).

In asynchronous desired user mode i.e., C"“ &(o,—(NCp —L+1):|, the DS-SI and

k=1n

CAs-S| are combined with the MUI to further degrade the instantaneous SINR.
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Consider single-input system with N(¢U) =1, the instantaneous SCP SINR degrades
from its large value (>120 dB) at 0<—C'* S(NCp —L+1) to around 18.0dB, and 8.0dB
by C° =-64, and (" = 23 respectively, at ¢, =0 allocated by BSAS as can be
recognized from Figures 5.22 and 5.24.

As expected, the instantaneous SINR is significantly degraded by incurring more
asynchronous users, where the correspondence incurred MUI are increased
accordingly as depicted in Figures 5.22.

However, the BSAS performs better than the ISAS and GSAS by producing the
lowest instantaneous SINR particularly for SCP.For example, the instantaneous SCP
(ACP) SINR 2 20dB with £’ =—64;Vuu#k can be maintained by N(¢U)§ 7(0), 5(3),
and 5(2) users at c,, allocated by BSAS, ISAS and GSAS respectively, for synchronous
desired user C‘k; =0 asin Figure 5.23.

In addition, for asynchronous desired user the ISAS performs better than the GSAS
and BSAS. For example, in Figure 5.24 with C‘k; =—64, the instantaneous SCP (ACP)
SINR 2 20.0dB (8.0dB) with {’* =—64 can be maintained by N( *U) < 0(0), 3(5), and
2(3) users at c allocated by BSAS, ISAS and GSAS respectively. Note that the
asynchronous instantaneous SINR is substantially affected by the subcarrier index c__ ,
being less degraded for the subcarriers away from the centre of the spectrum at the
desired DFT output when BSAS and GSAS is applied. The ISAS maintained the same
level of performance tendency along the c__, for all CP scenarios.

Employing multiple transmit antennas, obviously, degrades the instantaneous SINR,
where its tendency is preserved as in Figure 5.25 due to incur the CAs-SI. For example,
and with synchronous desired user C* =0, " =—64;Vuu#k and N(¢U)=1, the
instantaneous SCP/INCP/ACP SINR degrades from around 40.0dB/32.0dB/17.7dB with
P=1 to 0.0dB/-0.0054dB/-0.1448dB, -4.7718dB/-4.7748dB/-4.8683dB and -8.4515dB/-
8.4541dB/-8.5343dB with P=2, 4, and 8 respectively, at ¢ , =0 allocated by BSAS, as in
Figure 5.26.

In addition, the effect of the desired user’s TO on the instantaneous SINR is depicted

in Figures 5.27. The Figure shows that although the absent of the CAs-Sl i.e., P=1, the
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DS-SI degrades markedly the system performance in term of SINR, where it may
integrate with MUI for further degradation. The synchronous instantaneous SCP SINR
with 128dB experiences numerous degradation to around 18.0dB, 8.0dB, and 3.0dB
due to desired user's TO C:q =-64, 37, and -128 respectively, for P=1 at ¢ = 0,
allocated by BSAS as can be grasped from Figure 5.27(a).

Figures 5.28 and 5.29 investigate the impact of the number of asynchronous users
and the number of transmit antennas on the average SCP/INCP/ACP SINR for
asynchronous and synchronous desired user scenarios respectively along the different
SASs. Following the instantaneous SINR, the average SINR increases as the number of
asynchronous users i.e., MUI, and the number of transmit antennas i.e., CAs-SI,
increase, where eases the CP condition also increases the average SINR as in Figures
5.28-5.29. Table 5.5 investigates the effect of the CP conditions and the desired user

condition on the average SINR at the DFT output.

Table 5.5: The Average {SCP, InCP, ACP} SINR for Synchronous and Asynchronous Desired User at

c,, by BSAS, ISAS and GSAS when P=1 and N( ¢U) =1

1

Synchronous Desired User | Asynchronous Desired User

Average SINR (dB)
BSAS ISAS | GSAS BSAS ISAS GSAS

SCP 11.3212 | 1.3401 | 0.6183 | -10.0745 | -2.6909 | 5.1507
InCP 10.6430 | 0.6262 | -0.0891 | -11.1434 | -3.7345 | -5.9264
ACP 10.3487 | 0.3676 | -0.3542 | -11.6317 | -4.2481 | -6.4334

Figures 5.28-5.29 and Table 5.5 show that the corresponding average SINR for
certain setup decreases as the CP duration eases. For example, with single transmit
antenna the -10.1588 dB (0.9828 dB) average SCP SINR is declined to -11.2272 dB (-
10.1025 B) and to -11.7160 dB (-10.6013) when the CP is eased to InCP and ACP
respectively, at c =0 (Cw,o =21) allocated by BSAS (GSAS) for asynchronous desired

user and N(U¢)=3 users as in Figure 5.28.
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In synchronous desired mode, the BSAS performs better than the ISAS and GSAS
respectively. For example, considering single-input system, it can be found that the
BSAS meets an average SCP SINRZ -5dB when N(*U)< 11 users, where the ISAS and
GSAS meets this performance with N(“’U)S 4 and 2 users respectively, at ¢ —as in
Figure 5.29.

In asynchronous desired user mode, the ISAS performs better than the BSAS.
Furthermore, ISAS performs the GSAS, particularly for insufficient and absent CP. For
example, it can be recognized that the BSAS, ISAS and GSAS meets an average InCP
(ACP) SINRZ -11.5 dB when NCPu) S 6(0), 9(9) and 5(4) respectively at c  for single
transmit antenna as in Figure 5.28. For other number of transmit antennas, one can
observe similar results.

However, Park et al., (2010) have derived the average SINR based on the Gaussian
approximation for OFDMA uplink systems. In (Park et al., 2010), the average effective
SINR is defined as the ratio of the average power of the desired signal P to the

average MUl power P plus the average noise power P as in (Park et al, 2010, eq. 13)

p
— DS
SlNRPark etal, 2010 (54)
P 4P

MUI w

where P_=1 (Park et al., 2010). The average SINR in (5.4) can be evaluated by

substituting P, in (5.1-5.3) for various asynchronous regions Roy.

A comparison to this effective average SINR by Park et al., (2010, eq. (13)) and the
average SINR in (3.34) with single-transmit antenna is presented in Figure 5.30.

It is worthy to note that the utilization of the Gaussian approximation in the frame
work of (Park et al., 2010) as well as the asynchronous regions R%Q‘S}, considerably
affect the formulated average SINR of OFDMA uplink systems. In addition, Park et al.,
(2010) considers only the synchronized desired signal user scenario and sufficient CP.

The corresponding BER for different asynchronous users and average SINR

presented in Figures 5.20 and 5.28 are depicted in Figures 5.31 and 5.32, respectively.



79

(ETRECE oF Tha Mo, OF ALYTCNTamtus LIEars o0 Thas INS1an sl XCP SINR with B2AS
= S —— S —— - -

L] . —p— T T T
=+ R0 M=t |
| = soe stupms
N sep wpuyeio|
——50P HU=15)
B =f InCPH
= * CP NS
i - IR0 |
h =P Hcu18 |
|" ACP gt
fal acemeues |
! | m-ace acuio|
| .*@P"EUJ-!E;
. - a /&8
I M
L £ . ] T
- Efeet af Tha He. af Axynebranais Users on The isstamanssus 0P S8R with IBAS
= BEP N =
| b ;:::x‘:'u Pel. g, 50, c1s0 ]
== S0P LS
= == IpCP N -
L = InCPMUeS
! wl| T InCRm1R
g — InCPMuEs
ACP N
B ACP NeURS i
=" AGP U0 /4 F
all = AcP Ntpas | ; -

. an "I'::"w |;'| (] rl' [ 'IP . =3 ':7
Time Offset (™7, [sampie)
(b)
i Effeet of The Ha. of Asynehressas Users an The instantanssus o0F S8R with SEAS
SCP L
St
| * SR HOUE P, g, 0521, & 5el
| S0P M= |
b P LG |
R T LT
¢ InCPNCUES
| =

Figure 5.22 Instantaneous {SCP, InCP, ACP} SINR for N(¢U) =1, 5, 10, and 15 at: (a) ¢ =0

1.0

allocated by BSAS, (b) c,, =0 allocated by ISAS, and (c) c,, =21 allocated by GSAS for P=1 and

. t,
Synchronous desired user Ck;n =0



T T T T T

3

Instantaneous xCP SINR, [dE]
in

Effect of The No. of Azynchronous Users on The Instantaneous xCP SINR with BSAS
T T T T T T

SCPfi=128

un
+ SCP =64
SCP 0= 37
—+—SCP 1] 1= 148
- =-InGP: =128
o InGPi) =64
——=InGP:cf =37

—InGPicl =147

@ i
—e P
L ARSTOTE TTRvo T S # LR S .ﬂCP_rllm 128
15 ACP :.:5::—-84
~e-ACP /=37
or 5 ACP :2)= 147
T X ¥ 3 . s
= - L o
P=1,c, =0, cii=0
1 1 1 1 1 1 1 1 1 1 1 1 1 1
a 1 2 3 4 3 & T n : ] m n 12 n 14 15
No. of Asynchronous Users, N{*U)
(@)
Effect of The No. of Asynchronous Users on The Instantaneous xCP SINR with ISAS
L T T T G T T T T T T T T T
s 4| +-8CP :q[j-:l‘——m
SCP iPi=37
s
)
23
o
=
o
&= ~—-InCPifl=37
»®
s ——InGP:.chi= 147
g ~ o ACP :cf1=-128
'é - ACP :c_ﬂ':-—64
£ "
- —e-ACP = 37
" ACP icP%= 147
Sun
sk i
= - 19 o
P=1e =0,5}1=0
o I 1 I I i 1 L | 1 1 | 1 1 1
0 1 2 E] 4 [} & I ] 2 1 n Lrs 13 14 13
No. of Asynchronous Users, N{*U)
(b)
Effact of The No. of Asynchronous Users on The Instantaneous xCP SINR with GSAS
T T 7 T T ¥ T T T T T T T SCP Fi=128
un
- -+ |+ BCP P =64
SCP :c{ﬂ= a7
2 ——SCP =145
2 i = =+InCP:f =128
Sapooy . un
H 8 3 3} o2 B O& B 03 2 03 9 & 0¥ OB Nlas InCP:c/ =64
w
§ InCR:) 1= 37
“ InCP:cP =147
g o wn
H - AGP Pi=128
E ® + i v ACP :qﬂﬂ‘—ﬁ-ﬂ
E ~o-ACP :cP= 37
0 ACP :cP9= 147
'Clnﬂ
= 5 1 oy 1
P=1,¢c, n—21, e_lf‘—ﬂ
1 1 1 1 1 1 1 1 1 1 1 1 L 1
1 2 ] 1 5 3 7 [ E] [ " 12 13 1+ [

No. of Asynchronous Users, N|‘Uj

(c)

Figure 5.23 Instantaneous {SCP, InCP, ACP} SINR for Qj: =-128, -64, 37, and 146 at: (a) Cio

80

0

allocated by BSAS, (b) c,, =0 allocated by ISAS, and (c) c,, =21 allocated by GSAS for P=1 and

. t
Synchronous desired user Ck;n =0



T T T T T

Instantaneous xCP SINR, (dB)

Effect of The No. of Asynchrenous Users on The Instantaneous xCP SINR with BSAS

T T T T T T T

5CP :c,ﬂ::——‘l 28
+ SCP ] l=-64
SCP =37
——SCP 1= 148
—=-InGP:] =128

InCP:;" =64
i

~—~InCP:; =37
un

|ncp:qzﬂ= 147

o |- = -AcPfi=128
ACP :z,z::‘l-—&i

—8-ACP =37

= L -
P=1; :‘_n=D. q‘_n—f&i

1 L 1 L L
o 1 ] El ] 5

&

e e e T $‘ Sy ey ey |

1 . ! L 1
7 a [] [0 " {F] 13 "

No. of Asynchronous Users, Nitu)

(a)

Effact of Tha Ko, of Arynchronaist Uert an The inttansnsiut 1CF SR @il SRS

(5

e

e

B

| pet e Iu,l_r_,'lﬂm
| i 1 x|

1 i T 1 Ll 5

™,

.
™

S
T
iy 2y
o

T r =T Y

e o o

-

g
[ LT -

I | | i
T [ L [T " 17 [} L]

M. of Asynshreneus Uss, Nl

(b)

Effect of The No. of Asynchronous Users on The Instantaneous xCP SINR with GSAS
T T T T

{ sCE f:::i.'l?i!
& BOP -.-f::-.u.l |

BOP 2T 47
——3CP "% 140 |
= = nCent e |

tnCenet e

1 InCee? e a7
mp"'-‘..-““" .
AL eRTeaz|
ALP 8=l
| [ ==-ALP =3t
AR i 147 |

T T
+

-

Instantaneous xCP SINR, [dB)

P=1, ¢, =21, c,‘,'f‘n'f'—Sti
1

|-+ -8CP zP%=128

+8SCP ::;5::164
sCP :c;z::= a7
| ——scp it 146
—-—--InﬁP:qﬂ:.:——1 28
e InC P 0= e
— InCF':{,f_:::f= a7
—InCP:qEE:= 147
~e-AGP £Pi=128
ACP :‘:EE:LS“
—o-ACP ] =37
|| acp =147

0 1 2 3 4 5

No. of Asynchronous Users, N(‘I.I}

Figure 5.24 Instantaneous {SCP, InCP, ACP} SINR for Cp: =-128, -64, 37, and 146 at: (a) ¢

(c)

1.0

81

0

Allocated by BSAS, (b) c,, =0 Allocated by ISAS, and (c) c,, =21 Allocated by GSAS for P=1 and

Asynchronous desired user CL; =-64



82

Effaet of The He. af Tw. an Tha *CF BINR with BEAS
T = T T T T T I T T
] + - BCP Pe i
o I “J = LR PR .ﬂ‘l-
O Ped
I b ——fi P
0 4 ! = = IR Pl T
" i =
E { I * InCPB=d I
fl “==inGrPeg ;
¥ &
g - / -
mp ¥ y
[
]
"
-
0l
ol
EII
.
]
o
[
ak
Effeet &l Ths Ma. af Ti. o Tha EEP BIMR with CEAS
. Blveruc bl et et St e st o —
H +~ -SCR Pui | s
ol WIS e g, <200 s0 - + BOP P |
: ,r" ! ICR B JJ'
' —+=GCP Pul)| ."
! = minCRP] |
i“' 1 -+ inGPepe | jL
4 f | A
87T
L
n
0k
| | | it A 1

I I s [5F] T ¥ @
Tiene DaTwet £, (nampae]
(c)
Figure 5.25 Instantaneous {SCP, InCP, ACP} SINR for P=1, 2, 4, and 8 at: (a) c,, =0 Allocated by
BSAS, (b) ¢, =0 Allocated by ISAS, and (c) c, =21 Allocated by GSAS for N( *U)=15 and

. t,
Synchronous desired user Ckim =0



P Bffect of The He. of Tramemit Anl an The bnstant 2P SR with BEAS
- ;j_-p-.-r\..|“'
ok MUt g, o0 a0 T d
- B0P
u 5eP S by

(e ptanman sy £CF SIE, (48]
]

—+—BCP 85 a8 |
---rlcl'-.r_::-lﬂ_

nCP g |
—tgpciieat |
— it
. .t.cw;,‘-izar

IEP'):‘:-H
—Q-A.GP'-'E:-JT 1
= BCR 4T |

P HfU1, 5, =0, cl1e0

n

ECP T imatn )
+ BLPESwbd |
SCP ST |
—— 80P i e 148
-l tenzE |
NG s
et Tl
—— P e 1T |
|
ACP 7
=s-ACP e |
o AL of e 147

aLP EINR with GEAS

P o ——

Bffect of The Ke. of Tr vt

b MUt g, o20. CLen

Figure 5.26 Instantaneous {SCP, InCP, ACP} SINR for P= {1, 2, 4, 8} and Cp: ={} at: (a) ¢

+ H:P'r_u'"‘-ﬂI‘.
T ]
scpiflear
—— 0P e 4 ]
—=inGPst g .
InGPch e
N PeE i AT
——InaPif = 14T |l
AP 128
ACP chiapg
- -AGP Plag7 ||
* .l.l::D-.-_:“"c 1wt

1.0

83

0

Allocated by BSAS, (b) c,, =0 Allocated by ISAS, and (c) c,, =21 Allocated by GSAS for N( ¢U) =1

and Synchronous desired user CL;N =0



Instantanecus xCP SINR, (dB)

Instantaneous xCP SINR, {dB)

Itantanesal w2 P SINR. (2B

0

Effect of The Desired Uszer's TO on The Instantanecus xCP SINR with BSAS

T ToT T T T T T T

N*Uy=15 users, P=1, ¢, =0

i 1
T W3 amm ar 0 ¥ Va6 F ]
Time Offset 1':;, {sample)

(a)

Effect of The Desired User's TO on The Instantaneous xCP SINR with ISAS
T T T T ;TR T —

Ni'Up=15 users, P=1. ¢, =0

a9 ri-re W73 12508 rig o ar 146 =5 -,
Time Offset r,zj, [sample)

(b)

SCPif1=128
+ BCP il =64
sCP :C“'::= 1]
——SCP iz %= 37
| == InCPigfi=128
+ InCPifii=-64
——-InCP:f7= 0
| ——InCP:f %= 37
-~ ACP :cj.-:=1 28
ACP :gf“gg——m

===ACP 200 0
"

AGP 0= 37
i

[ - -SCP =128
+ SCP :f,?::=64
ScPigfi= 0
0
| ——sCP =37
| ==InCPichi=128
. Pz
InCP.cl =64

| ——InCP: =37
|-~ ACP =128
n
| ACP R4
n
—=-ACP 7%= 0
n

| AcP a7

]

H

Figure 5.27 Instantaneous {SCP, InCP, ACP} SINR for C

Bfect of The Desed User's TO on The Inslantaneous «£F SINR with GEAS

NS e, Pet, o W3 |

ta
k=1n

o0
——ELP #fin 37

= mainCfu f= 8 |

el
—Inl Pyl t=37

- = -ACP i 1y

ACP f fuid
—=-ALR =

AR %37

84

=-64, -32, 0, 23 at: (a) c,, =0 Allocated

by BSAS, (b) c,, =0 Allocated by ISAS, and (c) c,, =21 Allocated by GSAS for N(¢U) =15 and P=1



Average Power of The zCF S4B versuz The He. of Axyncheonous Users and No, of Ta. Anlennaz

"1 5y 5= Algcabed by BRAS ke Arymctroncus Desined Ler,

vesage tCP SINR Power, (0B8]
2
T

T S i sl Dol Eeee o S St

- L + i S ESSSgEES§SSs

SCP Pal
]
ACP Pad
—— 0P P
= ==IntP.P=1
InGP:pag

- =~ InCR;Ped
A |—tncrpea
—= ACP Pui
AGE Pz
—+-ACP Paq

= AGP Paf

1 | 1 1 1 1 1 1 1 1 1 1
n 1 ¥ ¥ 4 3 ] ¥ L

L]
Mo, of Asymchronous Users, KU}

(a)

Averags Fewer of The oCF SIHR versos The He, of Arynchiongws Useri and No, of To. Anlennas
o oo bl bbb i ot i il s chiirvrsfor

0, =0 Blotabed by 185 v Bayre bronout Darieid Uar,

uk
e
af
A -
| 1 L L I L L I L 1 L L L L L
1 3 3 [} [ T [] [] L] " Q ] "
Ma. af Axynchennai Lars, MU}
(b)

Avarigs Faer of Ths vCF SINR varioe The Mo, &f Arynchransst Lissre and No, of Tr. &nfannas
T

£, =21 Allsemod by EAS o Aymeressous Dosiad Unar

A

Ay sCP EINR Power, (H8)

=S

i e T

£ =
alk S e,
1 1 | ) | | 1 | | 1 1 1 1 1
] [ [ ¥ [] [] " ] 7] i =
af Arynensnnaus Ueare, M)
()

85
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ISAS, (c) C, =21 Allocated by GSAS for Asynchronous Desired User
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Figure 5.31 Effects of Number of Asynchronous Users N(¢U) on the Average {SCP, InCP, and

ACP} BER for QPSK, 16-QAM, and 64-QAM at: (a) ¢,, =0 Allocated by BSAS, (b) c,, =0 Allocated by

ISAS, (c) C, =21 Allocated by GSAS for P=1, and Asynchronous Desired User
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Figure 5.32 Effects of average SINR on the Average {SCP, InCP, and ACP} BER for QPSK, 16-QAM,

and 64-QAM at: (a) c,, =0 Allocated by BSAS, (b) c,, =0 Allocated by ISAS, (c) c,, =21 Allocated by

GSAS for Asynchronous Desired User
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5.4. System Performance in Presence of TO and CFO

As elaborated in Section 3.4, reduction and rotation of each DFT output and ICI are
additionally introduced by the CFO to the TO detriments. In this section, the interference
sources in the elementary analytical system as well as the MIMO-OFDMA uplink systems
due to TO and CFO are investigated. Note that the elaborated analysis in the preceding

section is considered through the achieved commentary in this section.
5.4.1 The Instantaneous Interference Components and SINR of ** an'q(i:cu‘g)

The instantaneous power of the signal components of d)‘S\(u‘fn'“(i:cu ) in (3.46) are

depicted in Figures 5.33-5.35 for SCP, InCP and ACP conditions where cu;‘v’u are
allocated by BSAS, ISAS and GSAS. In addition, the corresponding instantaneous SINR
is presented in Figure 5.36. From Figures 5.33-5.35, it is clear that the presence of the
CFO, when ijj;to, is worsen the violated orthogonality between the subcarriers,
whereas the generated interferences is considerably enhanced.

More particularly, the following remarks on the signal components of ¢an'q(i :Cu:«,g)
and ¢'S\(u‘fn'q(i=cu:1‘g) can be drawn:

i. All the signal components in d"8Y°‘°‘(i:c ) follows the trend of the coincident

signal in ¢Yfﬂ‘q(i:cu:1‘g),
i. Presence  of the CFO reduces the power of the DS where

(VNC)Z%S ek <((I)2‘DS— +1)/Nc as in Figures 5.33-5.35. Note that the

Z:¢1,DS s

DS is not affected by the positivity/negativity of the CFO.

ii. The ICl is considerably enhanced by the CFO, where the utilized subcarrier
allocation and the positivity/negativity of the CFO affect crucially the amount of the
incurred ICl. The negative CFO adds more interference than the positive CFO as in
Figures 5.33-5.35.

iv. The ISl is minimally affected by the CFO, where the negative CFO enhances the ISI
and the positive CFO reduces it, especially in a high TO value as depicted in Figures

5.33-5.35.
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v. The impact of eases the CP condition in presence of TO is conserved for the joint
interference by CFO.

vi. The signal components in ¢‘8Yu‘fn‘q(i=cu:«g) are less affected by the CFO where the
ISAS and GSAS are exploited. It is worthy to note that

(cu‘g +& —i)/Nc z(cug —i)/NC

in (3.45) which is can be easily obtained by the ISAS and GSAS.

(Cu,g_i)/Nc >> SS/NC in the interference coefficient

depa

In Figure 5.36, the instantaneous SINR from “"Y (i:Cu:«g) is depicted, where the
performance is additionally degraded by 827&0 in presence of the TO. The ISAS
performs better than the GSAS and BSAS where the latter is more susceptible to the
CFO.

5.4.2 The Instantaneous Interferences and SINR for MIMO-OFDMA Uplink Systems

In this subsection, the incurred interferences and the corresponding SINR at the DFT
output are presented in coexistence of TO and CFO, where the MIMO and multiuser

environment properties are investigated accordingly.
A. Instantaneous/Average CAs-Sl Analysis in Presence of TO and CFO

Figures 5.37 shows the influence of the TO and CFO on the {SCP, InCP, and ACP}
CAs-SI along the various SASs. The increasable trend of the instantaneous CAs-SI with
the number of transmit antennas in synchronous desired user as well as the minimal
reduction in the corresponding CAs-SI in presence of the TO are conserved when the
CFO is concurrently incurred.

Moreover, with C* =0, presence of the CFO reduced the CAs-SI slightly where
coincide negative and positive CFO have similar reductive effect. For example, with
C." =0, the incurred CAs-SI is improved from -6.0dB with two-transmit antenna to -
1.23dB and 2.45dB when four- and eight-transmit antennas are employed respectively,

at c,, =0 allocated by BSAS. These CAs-Sl are deducted to -6.58dB (-6.14dB), -1.81dB

(-1.37dB), and 1.87dB (2.31) for P=2, 4, and 8 respectively, when Sjn:iO.Z (x0.1) as in
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Figure 3.37(a). With CL; #0 and € #0, the CAs-S| additionally decreases where the
exploited SAS governs the response of the CAs-Sl by the CFO.

More specifically, the BSAS is more affected by the CFO, where negative CFO adds
more interference to the CAs-Sl. The ISAS and GSAS are less affected by the CFO
where also the positive CFO adds less interference to the CAs-SI as shown in Figure
5.37.

Figure 5.38 explores the incurred average CAs-Sl. The Figure shows that the
average CAs-Sl increases as the number of transmit antennas increases in presence of
TO and CFO. Moreover, eases the CP condition decreases slightly the corresponding
CAs-Sl. For example, the SCP (ACP) CAs-Sl is being -8.1752dB (-8.5372dB), -3.4040dB
(-3.7660dB), and 0.2758dB (-0.0863dB) when 2, 4, and 8 antennas are deployed

respectively at ¢, = 0 allocated by BSAS.
B. The Instantaneous/Average MUI Analysis in Presence of TO and CFO

The produced MUI by the CFO and CFO/TO asynchronous user is explored in
Figures 5.39 and 5.40 respectively. Consider only CFO asynchronous users, the
produced MUl is proportioned to N( ‘“U) and €' . For example, -46.68dB (-19.51dB)
and -52.26dB (-23.3dB) of the SCP MUI can be generated by 8q =-0.2 and 0.1
respectively when N( **U)=1(10) and P=1, at ¢, =0 allocated by BSAS as in Figure 5.39
(a).

Furthermore, shortens the CP condition, eases the ability to combat the dispersive
nature of the multipath fading channels in presence of synchronized system, whereas
the ISI can be recognized. Consider, {’" =0 and & =0, -41.83dB (-14.70dB) and -
42.05dB (-13.37dB) can be recognized for InNCP and ACP MUI respectively by
N(*°U)=1(15) with P=1, at ¢, =0 allocated by BSAS as in Figure 5.39 (a).

In addition, with C’* #0 and €’ #0, the produced MUI, for certain N( ¢‘SU) and
C'" #0, increases as the CFO increases. Consider, " =37 and N( ¢‘SU)=1(15), the

corresponding SCP MUI for Sq =-0.2, -0.1, 0.1, and 0.2 is -41.93dB (-16.85dB),-
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41.99dB (-16.42dB), -42.16dB (-13.98dB), and -42.21dB (-12.52dB) respectively with
P=1, at ¢ =0 allocated by BSAS as in Figure 5.40 (a).

It is worthy to note that the produced MUI by the BSAS is lower than the one by the
ISAS and GSAS along the CP condition. For example, the SCP (ACP) MUI by N( ¢‘SU):1,
is -41.93dB (-42.15dB), -31.21dB (-29.25dB), and -33.90dB (-33.56dB) at ¢, allocated
by BSAS, ISAS and GSAS respectively for Q” =37 and P=1, as can be grasped from
Figure 5.40. A similar result can be recognized for C*" =37..

However, in MIMO technique, the MUI by N(EU) improves as the number of transmit
antennas increases with constant amount, where all the employed antennas have the

q

same CFO ie., CFO is user-based. For example, with C'"=0, €' =-02 and
N(SU)=15 , -19.31dB (-15.07dB), -16.30dB (-12.05dB), -13.29dB (-9.04dB) and -
10.28dB (-6.03dB) of the SCP MUI is recorded for P=1, 2, 4, and 8 antennas
respectively ¢, =0 (21) allocated by BSAS (GSAS) as can be viewed from Figure 5.41.

Figure 5.42 explores the influence of the number of asynchronous users and the
number of transmit-antennas on the average MUI through the different CP conditions. As
expected, the average MUI increases as the number of asynchronous users and the
number of transmit-antennas increase as well as ease the CP condition.

It is worthy to note that the produced average MUl when BSAS is exploited is slightly
lower than the induced one when ISAS and GSAS are utilized along the CP condition.
Considering single-transmit antenna, the BSAS meets the average SCP/InNCP/ACP MUI
< 1dB when N(¢U) < 9/9/9 at c,, allocated by BSAS, where the ISAS and GSAS can
meet this average MUl at c & when N(¢U) < 8/9/9 and N(“)U) < 8/8/9 respectively, as

show in Figure 5.42. In addition, the corresponding incurred average MUI is enhanced

as the CP is shortened as in Table 5.6.

Table 5.6: The Average MUI for Different CP Conditions at ¢, = by BSAS, ISAS and GSAS for P=1

SCP InCP ACP
Average MUI (dB)

BSAS | ISAS | GSAS | BSAS | ISAS | GSAS | BSAS | ISAS | GSAS

N(¢U):15 3.214 | 3.231 | 3.453 | 3.046 | 3.063 | 3.28 | 2.832 | 2.848 | 3.058
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C. Instantaneous/Average SINR Analysis in Presence of TO and CFO

The resultant instantaneous SINR at the DFT output with TO and/or CFO are
depicted in Figures 5.43-5.46 for multiuser environment and MIMO context properties.
Figures 5.43 and 5.44 present the impact of the number of asynchronous user in the
system on the instantaneous SINR in presence of CFO and CFO/TO respectively.

In the ideal case of the synchronization offset (i.e. ' =0 and & =0) for a single-
input system i.e. OFDMA system, the instantaneous SINR is large i.e. SINR > 120 dB, as
in Figure 5.43 for SCP . The instantaneous SINR decreases as the CFO increases and/or
the CP condition eases for certain number of asynchronous user.

Consider TO synchronous system with N( ¢‘SU)=1, the instantaneous SCP/INCP/ACP
SINR is  decreased  from  128dB/31.05dB/17.67dB by € =0 to
46.12dB/24.78dB/14.75dB and 40.10dB/19.69dB/11.48dB by €&’ =-0.1 and -0.2
respectively at ¢ =0 allocated by BSAS as depicted in Figure 5.43(a) for P=1.

Note that with C’” #0 and €' #0, the performance of the system is substantially
degraded due to accumulation of the interferences by the TO and CFO. For example,
with §*=37 and N(*°U)=1, the violated instantaneous SCP/INCP/ACP SINR is
additionally  decreased  from  36.08dB/31.13dB/17.67dB by & =0 to
35.85dB/24.80dB/14.75dB and 35.35dB/19.69dB/11.48dB by €’ =-0.1 and -0.2
respectively at ¢, =0 allocated by BSAS as depicted in Figure 5.44 for P=1.

Note that the BSAS performs better than GSAS and ISAS in alleviating the incurred
interferences by the CFO for £'"=0 and C"’#0 respectively. For example, with
N(**U)=1 and €&, =+0.1, the instantaneous SCP SINR is 46.12dB (36.02dB), 36.050B
(26.84dB) and 34.0dB (24.67dB) with C” =0 (37) at the ¢, allocated by BSAS, GSAS
and ISAS respectively, as can be shown in Figure 5. 43(a) (5.44 (a)). However, Figures
5.45 and 5.46 present the impact of utilizing MIMO technigue on the instantaneous SINR
at the DFT output in presence of CFO and CFO/TO. From Figures 5.45-5.46 and Table

5.7, it can be concluded that the instantaneous SINR decreases as the number of

transmit-antennas and/or the CFO increases, as well as eases the CP condition.
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Table 5.7: The Instantaneous {SCP, InCP, ACP} SINR with N( *U) =1 and €/ =+0.1at ¢, by BSAS

Instantaneous C'=0and G’ =0 C*=37and ° =0
SINR (dB) P=1 pP=2 P=4 P=8 P=1 P=2 P=4 P=8
SCP 46.12 0.00 -4.77 -8.45 36.02 0.00 -4.77 -8.45
InCP 28.63 -0.01 -4.77 | -8.46 | 28.67 | -0.01 -4.78 | -8.46
ACP 18.34 | -013 | -4.86 | -8.52 18.34 | -013 | -486 | -8.52

Figure 5.47 investigates the impact of the number of asynchronous users and the
number of transmit antennas on the average xCP SINR for asynchronous desired user
along the different SASs. Following the instantaneous SINR, the average SINR increases
as the number of asynchronous users i.e., MUI, and the number of transmit antennas
i.e., CAs-Sl, increase, where eases the CP condition also increases the average SINR as
in Figure 5.47.

Table 5.8 investigates the effect of the CP conditions as well as the performance of
the subcarrier allocation schemes on the average SINR at the DFT output. From the
table, it can be recognized that the ISAS performs slightly the BSAS and GSAS by
producing higher average SINR for asynchronous desired user. In presence of TO and
CFO, the lowest average SINR can be obtained when InCP condition is applied, along

the different types of SAS.

Table 5.8: The Average {SCP, InCP, ACP} SINR for Asynchronous Desired User at c,, by BSAS,

ISAS and GSAS when P=1

N(*7u)=7 N(*°u)=15
Average SINR (dB)
BSAS ISAS GSAS BSAS ISAS GSAS
SCP -20.0275 | -20.0133 | -20.2363 | -21.3064 | -21.3147 | -21.5377
InCP -20.1237 | -20.1098 | -20.3281 | -21.4030 | -21.4110 | -21.6294
ACP -20.0494 | -20.0359 | -20.2466 | -21.3293 | -21.3370 | -21.5478

In addition, the corresponding BER of Figures 5.42 and 5.47 is shown in Figures

5.48-5.49, respectively for single-transmit antenna and asynchronous desired user.
Same conclusions for the exploited SAS and CP condition can be drawn for the BER at

the DFT output.



106

Instantaneous Power of The xCP SINR with BSAS
B

e T .
=¥ -SCP NCW=1
7 SCP N('U=5 P=1,c, =0, r,:j::n:v up.
1204 SCP -NfLy=10 i
_|[77scP New=1s
) InCPNCU=1
= 1mH
g InCPNEU)=5
K === InCPMNU=10
& aml T InCP NP5
H =& ACP N(L=1
& ACP N{U=S
E B ~= = ACP NCL)=10
E
§
£

q
Frequency Offzet Ein

(a)

Inlantanesus Power of The cCF SINR with ISAS

=% ECR WU
| S0P NG
ECP NP1
== ECP N'Ue15
InCPHrUE=1
NGRS
IR0
= InCR NS
& ALP L
wll  ACPNfUeE |
|| =*=ace L0

pel e 0 = I_‘cu: =

3

"

% 4

inzlantanesai wCF S0 Paver, [0

Wit
—————

e PSS |
— i

Instantaneous Power of The xCP SINR with GSAS
T

T
=%¥-SCP N{'U=1
¥ SCP N(*U)=5
"I scp ncusto
—#—5CP N*U=15
InCPHT U=
""" InCPN{*U)=5
==~ InCPN{*U)=10
——InCPN{*U=15
= ACP N{'U)=1
AGP Mi*U)=5
=&=ACP N{'U)=10
ACP N(*U=15

P=t, :m=21. qﬂ::=0: ¥up.

]

]

Instantaneous xCP SINR Power, (dB)

Frequency Offset :\':_“

(c)

Figure 5.43 Instantaneous {SCP, InCP, ACP} SINR for Various N(¢'8U) and £" =0 at: (a) c,,=0

1,0

Allocated by BSAS, (b) c,, =0 Allocated by ISAS, and (c) c,, =21 Allocated by GSAS for P=1



Instantansnis Pawss of Tha ©CP SINR with BSAS
e rerreg o e

- s vk
e A - o ——— &
!:.
B v T ¥ 1
k.
e FReL e e CE
g T -
wh e i
! ‘_,,.....----l-i"\""""*"‘""" - - T
0
Pet, ¢, o, 20w, 27 %E7: v el p.
83 £ I Y i
Fraquency Omuet o1
(a)
instantaneaus Pawer of The wiP GIHA with IBAS
- ozt let ot T Bl aiaciclitact s
Pel.c, 80, ¥ a0, cP a7, v et
e o
!:. J
A A S NS W
! ................................. e T T
i:!- -
L - ————— s " - »
1
- L T T T
i i L L T— e
o
ﬁ-_,_——_ 4
&7 57 ¥ T it
Fracueney O}
Insladaneous Feear of The <CF SINR with GEAS
o Birrcrerrrerros ettt Mokt it e e
ul Pet e, e, -'_'I.“'I‘J_n':‘:lal':vl,u[p |

e 4
!' T e L ILTEIE L |
| |
i .......... F IO e e e it N =
§7
3

nk J
E * -+ . Y 1
! 0 -

e e |
i,

=* oG0P s |
¥ ECP MUEE |
SCP MU0
—=—sCE pe s
InCPhi Lt
InCPHNAN-E |
~~ InG P10 |
—— IR |

4 | =" ALP MU |

BCE B |
“F=ACP NPUI0|

" ACE S

)} e M.I]H

¥ SCP MU=E |
SOP MU0
= SCP HeL1E |
mCeNUEt |
InCPH LG |
= ICP LD |
—— GRS |
* ACP #PLe
ACP MU |
&< ALP N0
T ACP HiUR 6|

e PHU-E
| =R
e LT
a [ == AP Mt
| AP NURE
= AR HLD
| AP HiUe1S|

Figure 5.44 Instantaneous {SCP, INCP, ACP} SINR for Various N( be U) and Ciq

Allocated by BSAS, (b) c,, =0 Allocated by ISAS, and (c) c,, =21 Allocated by GSAS for P=1

[}

=37 at: (a) Cs

107

0



108

- Effect of The No. of Tx. on The xCP SINR with BSAS
T T T
N(*U)=15 users, €,,=0. 220 vup. b
e ¥ A Ealy o v
% L
it \
e 5 ;
E 100 |- 7 \.\
f i ™ ~=~InCP:P=4
b
o ol £ : TR = S InCP:P=8
s s - — e -ACP P=1
" 3 .
=z ,—’ 5 ACP :p=2
g @ 9 Y ~o-ACP :P=4
o i \ = ACP :P=8
. .
g
5
=

Frequency Offset =%

(a)

Bfoct of The Mo, of Tr, Anlennas on The Instantaneous «CF SIHR with ISAS

=9 S0P Py
m_"up-lﬁul-l_:l _nu (::nu; vup ._" L Ol
= s SEP Ped
i . —¥—5CP Fal
¢ k) - = PPl
g P bor nChipe2
’ . O Pl
uk £ L3 —iCPPh
P < - B AGR P
! i % ALP Pd
= E N =8 = ACH Pad
B /s % — ACP P
g ’ \
L i w =1
, A
‘. b
ks ‘ .
“g;:"==::-"-='::t‘“""'" i S ““"'“'b"‘-r-'?'-‘:ﬁ.--.-_-.;.,_.
" - - v i
{ smmmism i et s e e il tlrmbnrndrisl b R T b it s |
ay i
l'u“nqrw-:‘
(b)
EFtact of Tha Mo, 6f Ty, Anfeamit &0 The Intsstnedist $CF SINR WEh O5AR
e
i I - 5CE B
RS v, €, ST, 0000 v e, A v ECPPad
e e SCP Ped
i . =500 P
5 F ) WGEPE
e i §3 Il P
1 ’ \ — - I P
el A X — Pl
/ \ “s ACP Pel
; 4 A ACP P}
=l ; A 8- ACP Ped
E ! n ACP P
# LY e v
‘ .
| ' b
’ A
g ’ b
= & LY
_;=;==-_-;:::-:1’§-- e e e SR ety i e J—'-':-"?Tr.‘Er:-:;-u-q
. . 1 -
T ST - = meees == —
‘Iﬂ I|I'| :l '\I.l L
Fruquansy Sfewl s
c)

Figure 5.45 Instantaneous {SCP, InCP, ACP} SINR for P=1, 2, 4, and 8 antennas at: (a) c. =0

Allocated by BSAS, (b) c,,=0 Allocated b

and N( *°U) =15

1,0

y ISAS, and (c) ¢, =21 Allocated by GSAS for £’ =0



109

EMECE of Ths Mo, 61 Tx, &n Tha *CF SINR With BSAS
l | = -GCP P |
T TS R SR 4| SCP P2
=l e GO e |
S e - ey |
| B = e, O S | =r=5CP Pt |
e e InCE et |
! B | InCP.Pe |
= 3 -~ InCPPes |
! — inCPPed |
CE e |
! BB asars, €, w0 6 e, (P00 T v el p . :d:F M:
ap | == ACE P |
By " » 1 | ACP Pt |
e - - - - -
g Eas B Bt bt LT T T
- - - - i
- =
L L
ﬁwmrm-:_
(@)
Bffactof The He. of Ta. Anl o The Inglant =CP SR wilh 1545
T I | —w-5CP P |
n v GOP e
=P HI
——GUP Pl |
i 2 T é | == - InCRpe :
B ol e | PP
‘_...._._.l 14.4-.--.r = ﬁp—_h‘f’
i | R Pl |
= | == -ACP Pai
! : rfU=ts e e =0 i, T v e p | _-_ﬁ: mi
5 — AP P |
+ v - L g L
it
| B = = T
s - - -
L |
a7 ay ] s ]
Frequency offeet <]
(b)
Effect of The No. of Tx. on The *CP SINR with GSAS
T T ' v 50p Pt
- 5 i | 80P P=2
SCP P=4
—¥—5CP:P=B
L InCP:P=1
g b e InCP-P=2
£ TEsmag| -—-InCP:P=4
g INCP:P=B
s - & -ACP P=1
s ACP P=2
o -e-ACP :P=4
g ~ ACP :P=8
= i A -
- i
.
K
2
£
T S P ——— e
- Ll L L .
a2 o o a1 o2
Frequency Offset e} |

(c)
Figure 5.46 Instantaneous {SCP, InCP, ACP} SINR for P=1, 2, 4, and 8 antennas at: (a) ¢, =0

1.0

Allocated by BSAS, (b) c,, =0 Allocated by ISAS, and (c) c,, =21 Allocated by GSAS for CE: =37

and N( *°U) =15



110

Aversgs 0P SINE in Prassncs of TO and OF0
sk s s

T T - e

B

Average SINER, ja0)

o

a
at e ® ]
8, 8, L eR0100)
e n m”a&@
L
" i | F A | A 1 | 1 1 A
] i ¥ L [] T ¥ ¥ ] ] (¥ [] [ -
Ma. of Avprshranaut Unars,
(a)
Average xCP SINR in Presence of TO and CFO
T T T T T T T T T T T T T T oy
——InCP,P=1
-=ACP P=1
ol i ~=-SCP P=2
. —=—InCP,P=2
g ACP p=2
-+ -SCP P=4
e i —+—InCP,P=4
g -+-ACP P=4
-l <4 | -@-scP p=g
£ —&—InGP,P=8
W
» -@-ACP P=g
E R
a5}
=
C,:':efB-rc.‘aTD]. s:ne[AD.I,CH].
¢, /=0, by ISAS.
| | 1 1 1 L 1 | 1 1 1 1 1 1
1 2 3 4 [] [ 7 L} 2 10 " (7] 13 " 14
No. of Asynchronous Users, N{*"U)
Averags ¥GPF BINFin Presenes of TO ane GFO
" . - - - '
1 1 1 1 1 1 — ]
af

£
.w_'l"

BB ) ef0i0)
€, =30, by O3S

[ ¥ [

Iﬁ.ﬂwmw.

(c)

Figure 5.47 Effects of Number of Asynchronous Users N( be U) and Number of Transmit Antennas, P

on the Average {SCP, InCP, and ACP} SINR in Presence of TO and CFO at: (a) c,, =0 Allocated by
BSAS, (b) c,, =0 Allocated by ISAS, (c) c,, =36 Allocated by GSAS



111

—5CP OPEK |
—s+—ELP -umi‘
——50P B40AM
= WCPOPEK
& = RalE 50
=l - AN
~—-ALP OPSK r
-~ ACP 8-0AM
= AP B4 CAM |

Al

He. of Asynehrenous Users, Ni*W

(b)

Avwrage BER verves The No. of Azynchressus Users in Frevesce of TO sl CFO

(c)

Figure 5.48 Effects of Number of Asynchronous Users N( ¢'8U) on the Average {SCP, InCP, and

ACP} BER for QPSK, 16-QAM, and 64-QAM at: (a) c,, =0 Allocated by BSAS, (b) c,, =0 Allocated by
ISAS, (c) C, =21 Allocated by GSAS for P=1, and Asynchronous Desired User



112

Average BER versus The Average SINR in Prezence of TO and CFO

B

1 F T T T T T T " -
J HHR\ \
“-a._“‘l gaies
- Rl = ; - 3 ; \ "
@
o
§ \\
= |[—scPopsk
1771 —e—SCP :16-CAM
—+—SCP :64-0AM
——~InCP:QPSK
—= = InGP:16-0AM
yp Ll —+ = InCP:64-0AM P=1,¢, ;=0 by BSAS, |
== -ACP QPSK Asynchronous Desired User.
- ACP 16-0AM
~+-ACP :64-0AM : 1 : : ‘“\‘
23 E] ;s ] ELE e 85
Average SINR, (dB)
(a)
Avaraga RER vartiie Ths Averags SINR in Pretsnds of TO and CFO
by = T T T T T 1
— T —
S ———
h“"*-—n..:::-________
e T—
im P e —
- — P -
T— - Rt —
-"-n.l._‘- "
i o
B o -
w e
r T
= .
] ol SLP OPGK
T —SCR 80N |
=BG B-DAM |
InCR-CPEK | B
- InC 1 B-CAM | i T
= == InGPAe- G F'I.l:”'ﬂhu'ls.i.& o
- —-ACP GPIK | Asywechronout Desired Uiar PR
| = AP 0-0AM | .
[+ -ACP 84CnM | ! I s
. = = = =T W - e
Aversge SINR, [48)
Average BER versus The Average SINR in Presence of TO and CFO
M = :\-.-_‘:‘-_-'\‘q T T T T T
\M\
6% \
-
o e
B o o -
5 \
E ——S5CP :0PSK \
Jo0|| —>—SCP 116-0AM :
i Sy : ;i P 4
-~ ~InCP:QPSK
&~ INCP:16-0AM
1~ InCP:64-0AM
== -ACP QPSK P=1.c, =36 by GSAS, } : g i
= ACP 16-0AM Asynchronous Desired User.
—+ACP B4-0AM ; ] | !
2 T D 65 185 ED 185

Average SINR, (d6)

()
Figure 5.49 Effects of average SINR on the Average {SCP, InCP, and ACP} BER for QPSK, 16-QAM,
and 64-QAM in Presence of TO and CFO at: (a) c,, =0 Allocated by BSAS, (b) c,, =0 Allocated by
ISAS, (c) c,, =21 Allocated by GSAS for Asynchronous Desired User



113

5.5. System Performance In Presence of CFO and SCFO

In this section, the impact of the CFO and SCFO, which is evaluated in section 3.5, is
depicted. The derived expression for the received signal in single-transmit antenna
single-user system séYu:q(i) in (3.64) and (3.65) for negative and positive SCFO

respectively is compared with the conventional expression in (3.62).

5.5.1 The Instantaneous Interference Components and SINR of F"&Yp‘q(izcuvg)

u.n

The instantaneous power of the signal components of 8“:Yu’v’n‘q(izcuztg) in (3.64) and
(3.65) are depicted in Figures 5.50-5.52 at c , allocated by BSAS, ISAS and GSAS
respectively, where the instantaneous SINR based on these signal components is
depicted in Figure 5.53.

The DS in E‘inn‘“(i=cu=w) decreases as the CFO and SCFO increases as in Figure
3.50. For example, with ideal CFO, the DS is -6dB, -6.69dB, -6.89dB, -7.44dB, and -
7.93dB for £’ =0, 0.1,-0.1, 0.2, and -0.2 respectively at ¢, =0 allocated by BSAS and
ISAS when equation (3.64) and (3.65) are applied as in Figure 5.50.

q

From equations (3.64) and (3.65), it can be noticed that for € =0, the
asynchronous DS with the SCFO is totally depends on the value of the allocated
subcarrier i, and the summation sequence which is governed by the ciq . Therefore, the
produced DS by BSAS and ISAS varies with 5‘;“ particularly with small value of the
subcarriers, where the DS by GSAS does not. This is because of the randomness in
allocating the subcarriers. Furthermore, with the presence of the CFO, the DS is
additionally decreased as the CFO and SCFO increased.

The produced ICI and ISI due to CFO and/or SCFO is crucially affected by the
exploited SAS, where the BSAS produces higher ICl than the ISAS and GSAS as can be

grasped from Figures 5.44 and 5.45. This can be grasped also from the second and last

terms in equations (3.64) and (3.65).
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5.5.2 The Instantaneous Interference and SINR for MIMO-OFDMA Uplink Systems

The induced instantaneous power of interferences and the corresponding SINR is

presented in this subsection in presence of CFO and SCFO.
A. Instantaneous CAs-Sl in Presence of CFO and SCFO

Figure 5.54 shows the induced CAs-SI when the desired user experiences CFO
and/or SCFO. The Figure shows that the CAs-Si increases as the transmit-antennas
increases. Consider &:zmzo, the CAs-Sl| increases to be -6.0180dB(-6.0206dB), -

1.2468dB(-1.2498dB), and 2.4330dB(2.4304dB) for P=2, 4, and 8 transmit-antennas

when Sf=11n2-0.05(0.05) at c,_ =0 allocated by BSAS. Table 5.9 and Figure 5.54

1.n

present the effect of the exploited SAS on the asynchronous CAs-SI. More specifically,

and with ﬁ::m #0 , the GSAS produces the lowest CAs-SI.
B. Instantaneous MUI in Presence of CFO and SCFO

Figures 5.55 and 5.56 evaluate the instantaneous asynchronous MUI with CFO and
SCFO for N(S'éu)ig. The properties of the increasable trend of the instantaneous MUI
are subject to the value of the CFO and SCFO.

Consider € =0 and P=1, the instantaneous MUI improves from -39.0579dB (-
37.2400dB) with N(g‘au):1 to -30.8011dB (-23.1914dB), -16.1732dB (-12.0075dB),
and -15.62560B (-11.8097dB) with N( **U) =5, 10, and 15 respectively for &’ =-0.5(0.5)
at ¢ =0 allocated by BSAS as in Figure 5.55. In 8°' #0, an additional instantaneous
MUl induces where more ICl is incurred.

However, Figures 5.55 and 5.56 represent that the BSAS is performs better than the
ISAS and GSAS in alleviating the instantaneous MUI. For example, the instantaneous
MUI with € =§“ =-0.5(0.5), is -15.6256dB (-7.6440dB), -8.2664dB (-7.3359dB), and -
6.0469dB (-5.0518dB) for N(S'§U)=15 and P=1. The instantaneous MUI increases as
the number of transmit-antennas increases where the trend of the MUl with CFO and

SCFO is conserved as depicted in Figure 5.57.
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Figure 5.54 Instantaneous Power of the CAs-Sl versus the Number of Transmit Antennas at: (a)

1

€’ €[—0.5—-0.1,0,0.1,0.5| and &’ =-0.5,0and 0.5.
1,n 1,n

C,,=0 Allocated by BSAS, (b) C,, =0 Allocated by ISAS, (c) ¢

1

,=0 Allocated by GSAS for

Table 5.9 The Instantaneous asynchronous CAs-SI with CFO and SCFO for different SAS and P=2

€ =0.1 € =00 € =01
CAs-Sl (dB) - : y : : - - : -
E.'m =01 gm =01 E.M,n =0.1 E.M,n =01 E.M.n =0.1 E.M.n =01
BSAS -6.5119 -6.2351 -6.6102 -6.0995 -6.8275 -6.1636
ISAS -6.9183 -6.3589 -6.8006 -6.2051 -6.9175 -6.3574
GSAS -26.6229 | -254349 | -28.9614 | -27.2901 -29.7956 | -26.7815

C. Instantaneous SINR in Presence of CFO and SCFO

The properties of the instantaneous SINR in presence of the CFO and/or SCFO are

reflection of the studied trends of the interference sources in the preceding subsection.

Figures 5.58 and5.59 shows the effect of the synchronization offsets and the number of

asynchronous users on the instantaneous SINR.

In the ideal synchronization offset scenario, the instantaneous SINR is very large i.e.,

>120dB, which it declines dramatically when CFO and/or SCFO incurs. For example,
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with &' =o, N(S‘&U):1 and P=1, the instantaneous SINR reduces from 137.0309dB
with 8q =0 to 33.2836dB (33.2766dB) with Sq =-0.1(0.1) as in Figures 5.58 and5.59.

Alternatively, consider €' =0, N( S‘&U):1 and P=1, the instantaneous SINR reduces
from 137.0309dB with &’ =0 to -3.0580dB (-9.8964dB) with &’ =-0.1(0.1). Therefore,
it can be concluded that the SCFO is more severe than the CFO to the system
performance. This also can be recognized from the interference coefficient in equations
(3.64) and (3.65).

However, in asynchronous desired user mode, the ISAS performs the BSAS and
GSAS where high performance is obtained. For example, with Sj‘nzﬁj‘n2-0.5(0.5),
N(S'éu):1 and P=1, the instantaneous SINR is 8.6290dB (8.5114dB), 14.4379dB
(9.6972dB), and 1.1399dB (-9.8964dB) at c  allocated by BSAS, ISAS and GSAS
respectively. Due to exploit the same subcarriers by each simultaneous transmit
antennas in the MIMO-OFDAM uplink system, increase the number of transmit-antennas,

degrades the instantaneous SINR at the DFT output as depicted in Figure 5.60.



121

Instantanaous Power of The MUl with BSAS
a T T T T
P=i,c, =0 Alocated by BSAS. s ; N —gr =0 SN U

un

- ;:ﬂ-_o.s:mf-*ws

5 - N U S S -

a,zﬂ-_o.s:mf-*l.u=1 0
& —v—z,:jﬂ——o.s:w("-'-m=1 5
z = 0.0:NCU)=1
g gl = DONEU)=S
; ~—-gd = 00N(FU)=10
g S B8 U v 9’ : A S . o 0 ¥ "va ¥ a‘:.n= O_O:N(“-;U'J=I§
g e ; B bk ! el 05N U)=1
g : dini e i et o —o—"'—.:---:--. i~y R _,__?_ CAT A _?_.._ 3 = 0.5:NCU)=5
I i el o, b ot At sttt exlieh A e cemi 05NCA=10
s el iened B R e S T o - e [eg? =0sNAUR1S
sl ; S R i i Eiice]

o — L L L L L L L .l
7 0% 01 405 0 005 01 0% 02 0% 05 0% 04 04 05
Frequency Offset ¢
un

(a)

Instantaneous Power of The MUI with ISAS
0 T SR T T T S T TR R R S S

£ L y— 1 1
85 54 04 0% 03 9F &

—eel =0ENC U=
v ;:_ﬂ——u.s:~("-‘m=s
88 =0SNEE =10

51! =0ENC =15

g ;
g 0= 0N L=
§ , t3 = 0ONCEU=1
— = . A1 =
H 2} = DONC U5
5 ——-1 = DONCEU=10
: un
4. — ] =0ONCIU=15
g : .
5. — o = ONC et
E J ¢! =05N( U5
S —e-g? =05N( =10
5 - = NS Uy=
5 21 = 05N =15
50 i
P=1, ¢, =0 Allocated by ISAS.
5 II 1 1 1 1 1 1 1 1 1 1 1 1 1 1
rl 5 045 04 0¥ 03 05 02 015 07 005 o ags 01 01 02 03 03 03 04

a
Frequency Offset =7

(b)

Instantaneous Power of The MUl with GSAS
ar T T T T T T T T T T T T T T T T T T T
| —etf =D ENC U=
wn
20 = 5N
v gl =05NC RS
0 —gENE =
¢l =0ENCEU=10
—v—1 =0ENC U156
0 = 0Oy
£0 = 00N U=
= 00N L=
gl = DONC L5
——2f =0ONCI=10

Instantaneous MUI Power, [dB)

—1 = DONCH=15
- = y A=
% - -r,:“— 05N =1
. 3 28 =05NCAU=5
o i 1 =o-22 =0snctu=10
an b s i Iy . : ik H i e | r}:ﬂ: IJ.5:|~.I(“'¢LJ}=|5;
al - : J
P=1,c, =21 Allocated by GEAS.
i

P N N T Y T S 1 S N Y M S [N SN I 21
D5 046 G4 0% 03 0% 07 805 01 605 0 006 Of 0% 02 0F 03 0% 04 04 05
Frequency Offset c7

un

()
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Figure 5.56 Effects of Number of Asynchronous Users N( S'EU) on the instantaneous MUI at: (a)
c,, =0 Allocated by BSAS, (b) c,, =0 Allocated by ISAS, (c) c,,=21 Allocated by GSAS for

g ={—-05-0.050.0505}, & ={—0.50.0,0.5} and P=1.
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CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

6.1. Introduction

In this chapter, a brief summary for the conducted research and the obtained results
are presented. Some recommendations and suggestions for extending the research are

also introduced.

6.2. Research Overview and Conclusions

This thesis investigates the impact of synchronization offsets on the performance of
the uplink MIMO-OFDMA systems over multipath fading channel in terms of SINR at the
DFT output of the receiver. A general equivalent model for asynchronous single-user
with single-transmit antenna is derived first, for uplink scenario. With this model,
expressions for the desired signal (DS), ISI and ICI at the DFT output of the BS’s receive
antenna. More specifically, and with TO, an extra wide range of the time offset is
proposed to comprehensively analyze the incurred interferences. A generalization to
asynchronous multiuser MIMO-OFDMA system, where the interferences caused by the
multiuser and the multiple antenna, have been achieved. The derived signal expressions
are based on the contents of the DFT window along the channel paths. In addition, the
instantaneous and average SINR is evaluated whereas the signal components are
defined. Moreover, the obtained SINR is exploited to derive the BER/SER at the DFT
output.

The system performance evaluation is carried out for arbitrary Subcarrier Allocation
Schemes (SASs), and MIMO systems properties as well as various CP conditions, where
there is no prior assumption on the interferences’ statistical properties.

From the obtained results, the following conclusions can be drawn:

i. Exploiting sufficient CP in OFDMA symbol eliminates and alleviates the potential of
the interference generated by the synchronization offsets especially the TO towards

the CP.
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ii. Using sufficient CP and synchronization offset mitigation/alleviation techniques such

as ranging and estimation algorithms, which guarantee that the TO lies within the
effective CP duration, is important in order to obtain a feasible system performance.

The BSAS is shown to be more robuster to the synchronization offsets than the ISAS
and GSAS respectively, for synchronous desired user mode. In asynchronous
desired user mode, the ISAS is robuster to the synchronization than the GSAS and

BSAS respectively.

iv. Coexistence of more than one type of synchronization offset adds additional

degradation to the system performance.

. The synchronization offset that produces ISI and ICI are more severe to the system

performance than the one that produce only ICI, therefore the TO and SCFO are
more severe than the CFO.

The average incurred interference power decreases as the asynchronous region
shortens.

The comprehensive analysis of the trend of the synchronization offsets and its

impact on the MIMO-OFDMA uplink system performance, provide a useful reference or

test bed in designing suitable synchronization algorithms as well as performance

evaluation for related applications.

6.3. Recommendation for Future Work

To complete uncovered area in this research, the following works are proposed for

future:

To fully investigate the impact of the synchronization offsets, the Doppler's effect
may be included in the derivation and simulation, which is one of the causes of the

carrier frequency offset.

i. The other scenarios of the CP such as zero padding and known signal prefix, may

need to be investigated also, and compared with the addressed CP scenarios in this

thesis in presence of synchronization offsets.
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The impact of the other types of the channel such as Rician and m-Nakagami fading
channel on the synchronization offsets can be explored in combining with the

mobility effects such as Doppler’s effect.

. The achieved analysis of the SCFO using the contents of the DFT window may need

to be compared with the analysis that considers it as a phase noise.

. The coexistence of the TO, CFO and SCFO is not addressed in this thesis, where the

coexistence of the TO and SCFO need to be handled carefully because of the
produced ISl in both offsets.

According to the achieved performance measurement, and the comprehensive
studies on the impacts of the synchronization offsets, a suitable joint estimation

algorithm can be designed.
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APPENDIX A

DETAILED DERIVATION OF AVERAGE INTERFERENCE COEFFICIENT WITH
RESPECT TO TIME OFFSET

This appendix presents a detailed derivation of the average interference coefficient
in (3.39) and (3.40) with respect of the TO and its ranges.

Equation (3.39) can be rewritten as:

(O] [ D 2 (O ) R 0 I o)

T n |7 e Ni(B;—B;)

(A1)

where Cf’ and Cf are the limits of TO’'s range ¢, and Oti)s is a constant with
(Oti’S i‘;i‘,:)E(d)zDs -0, +1). Note that Ni(B:O —B;O) is constant, then the numerator

of (A.1) can be represented by:

a4 )2 & . 2
Z(ﬁedﬁlzc‘kj:g?(ai}s iC:) v Zq)e@zgfgzg(( DS) _Zajsc ) -’-(C ) )
_ G ¢ \? ¢ G ! 2 a?
- Z¢e®ZcL-f:=g (aDS ) oo, g Gt Zauﬁ;=g (CL: )

Let n' =(Cf —Cf’ +1), and  utilize  the  classical summing  results:

Zzi:@ CL: =n’ (C? +Cf )/2 and Z(Cltﬂ?(gk: )2 =n¢(n¢ —1)(2n¢ —1)/6 . then

equation (A.2) can be given by:

YIS I G I W I CL e (s B2 ) R (&)
+n¢(n¢ —1)@? +n¢(n¢ —1)(2n¢ —1)/6]

(A3)

where the Z s f;“’( ”‘) is evaluated through simple manipulation of the arithmetic

progression. By substituting (A.3) into (A.1), the average interference coefficient of the

DS can be given by:
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| ZDs_d)msH _ ! o byt (£ o
E ‘ N, ‘ _N:(B:O—B;O)Z‘bgb[n (OLS) tn A, (C +C )—i—n (C ) (A.4)
(= 1) G (n =1) (20 =1) 6 |
By analogy, equation (3.40) can be reordered as:
sl [ 137 s [(5) (0 = +1) ]
D2 - Zas T e i )]

N’ (B! =8B )sin’ [n([ )}

The numerator of (A.5), where sinz[n(cuvg—i)/NcJ is independent of

c

((I)m‘s‘} — 0,0 +1), can be expressed as:

+BTO L2 Cyg i C? L2 ¢ tq
qu’;::*smsm [ﬂ:( Ne )(¢2’ICHS\} ‘_(I) {icuist} ):| Z&@Zgﬁ:g?sm [e(a{\cusw} iCk,n ):|

(A.6)

{ictisi}

(a?lcusw} i CLC:V ) = <¢2‘{ICHS\} - d)w‘{\cr‘lsw} + 1) 4 Then’

where 0= TC(CU‘Q - i)/NC / and Ocd’ is a constant with

( {icLisi} Qk ) e(ug)\cwlsw}+ ‘q)

DI A [ TR ) B 300y o —

2j

— j26| (l(m (1) Qk n) ﬂQe(“?m,\s‘}iCLﬁ)
___zd)ed)z ’a_cfb( +e —5

= _lz(tem[ejze(a?cs}iczb) + eﬂze(a?\m.\sw}ig?) _ 2 + elze(a?\cusw}ig?ﬂ) + e QG(Q?C\ISW}+C?+1) _

+ejze(0“?\cusw}ic-'?+2) + e_ﬂe(a?\cusw}ig?+2) —24 +e ( ?\C\ |sw}+€W o ) + e—|29((x?‘cum)i§?+n¢—1) _ 2}

¢

- _lz [eﬂe(“?“”@) (1 PRI C I )
4 oed

~i20 (xd)m Isi id’ — — —j20 g
+e (e )(H-e e e ( ))—2n¢]
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1 20 ufcus‘\id’ 1—e —j20 q?cus‘ id’ 1—e
:__Z eJ (l\t ) - _l_eJ ({> ) - _2n¢ (A?)
4 Hed

n¢—1 ¢
0 0 0
where E e” 2[1—62 ]A}—eﬁj.
x=0

By substituting (A.7) into the numerator of (A.5), the average interference coefficient

of ICl and ISI can be concluded as follow:

2
¢2_ ClS! 220
{iclist} eJ

1
S
Z=¢«{\C\,\s\} Nc 4Nc (BTO BTO)SIn
(A.8)
X e
JQS(Q?CHS‘>iC?) 1—ej2e —JZQ((X,?ICHS‘}iC?) 1—e 2 ¢
XZ e : — [+e | = |—2n
ded 1_6126 1= —j20
¢2,{\cw‘\sw} eJZZe : 1
E - 2( + - R - .
Z:‘b«{\cw.\s\} Nc 4Nc BTO BTO)Sln T Cu,g ; Nc
T[?"‘jJ Cu 7L o - Ttn¢ Cug_\ o
enfe, 080y 20) | 1— € (i —eofod, o, 5c0) [ 1—e (o) A
XZ¢e<p e | 2m(ey =) e te - =12, g =1)/N, —2n
15 . 1—e
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APPENDIX B

DETAILED DERIVATION OF AVERAGE INTERFERENCE COEFFICIENT WITH
RESPECT TO TIME AND CARRIER FREQUENCY OFFSETS

This appendix presents a detailed derivation of the average interference coefficient
in (3.39) with respect of the TO and CFO and their ranges.

Equation (3.60) can be rewritten as:

2
JZTEZ(C“Q‘FCS*\)

b o v g e sinz[n(af’gliq“)(c +& —i /N]
| |= e (B1)
E ; N, mzqngg;zémr\lj(s;—sm)(28)sin [n c, +E —i /N:|

where (', and C° are the limits of TO range ¢, and (ai‘iq,‘:):(d)zsg._d)«sgﬁo

where OL: is constant. The inner integration in (B.1) can be evaluated as:

| =j£ sin [ ( . Q‘“)(cug+sj—i)/NC]d8q
B Sinz[ﬂ:(cuyg+83—i)/Nc:| u

| e 1—cos|:27t((xil iq’f)(cug +g —i)/NC:|
2"-C sinQI:ﬂ(cqu—i-gj—i)/NC:l

where sinZ(x)=[1—cos(2x)]/2 , then

de’

1

de’

:_I T cos| om(0t?, 670 ) (o, +&1 =) N, |
g [n c +el - /N] B sin2|:ﬂ:(cu‘g+8:‘—i)/ch|

N s g e cos[zn((xf’gligj‘:)(cu‘g +¢ —i)/NC:|
1 :——[cot(ﬂ:(cug +€ —i)/NC)} ——I de’
2T -e 29 sin2|:7t(cu‘9+83—i)/Nc]

(B.2)

The integration in the second term of the right hand side of (B.2), I,, can be evaluated

using the recursive formula as follow:
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___J. coS|: ¢+§ )(cuvg—i-gj—i)/Nc}
s (e, +& =) N, |

N j.g Sin|:<2(0(,i|i(;j:) 1)n(c +e— i)/Nc:|
T sm|:TC(c + € |/N:|
C:::)—Z)(cu‘g+8u—|)/Nc:|

de’

de’

de’ (B.3)

+;Cj“£ sin|:7t<oug +Sj —i)/Nc:|
N r COS|:(2(G,2; iC:"‘:)—Z)TC(CU‘g + €’ —i)/NC:|
sinz[n(cug +igd —i)/NC:l

where Icos[mx] 2= —ZJ. sin[(m Sy, 1)x] == J. cos[(m - 2)x] "

dg’

and
sin’[x] sin” [ x] sin'[x]
1 —2
IS'” ] | _ J‘M J‘de (Bois, 1961 pages 135 and 120
sin x sin ] Si“n[x]

respectively). By substituting (B.3) in (B.2), I. can be given by:

1 :_icot(ﬂ(cmg +&] _i)/N°)‘S '

2T

" n[z(aiZiNchﬁ )-2] Sm[(z(ai‘ £0) 2l v ]‘
¢

;C o Ssg:n[nu(nc +€' |/N:|
—ﬁr cos[(z(a:’; iCj‘j)—z)n(cu‘g +g' —i)/NC:|
2TE sin2|:TC(cu‘g+8:—i)/Nc:|

de;
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Therefore, E U(VN )Z dzj:‘ emz(c“‘g+gs_')/N°
sin[2x]

sin[x]

:| can be obtained when (B.4) is substituted

cos[x]

in (B.1). Note that J. dx =2sin[x] and I dx =—cosec[x] (Bois, 1961

sinz[x]

pages 119 and 129 respectively)
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APPENDIX C

DETAILED DERIVATION OF AVERAGE INTERFERENCE COEFFICIENT WITH
RESPECT TO CARRIER FREQUENCY AND SAMPLING CLOCK FREQUENCY
OFFSETS

This appendix presents a detailed derivation of the average interference coefficient

in (3.64-3.65) with respect of the CFO and SCFO.

The entire interference coefficient in (3.64-3.65) can be rewritten in a general

expression as:

[T)

dg; de;,

} J_J. sm( 1+§ )c +(1+§ g’ —]8/1\1)

“uze)(z)an (2 (148 o, +(1+8 e 1)

(C.1)
where  the constant ) represents  the summation depth. Since

sinz(x)=[1—cos(2x)]/2 , then inner integration in (C.1), | can be given by:
g sinz(nli(1+§:‘n)cu‘g+(1+§jn)83ﬂ—i]6/Nc)
|1 _,g sin2(7'c|:(1+§jﬂ)cug +(1+§jﬂ)sjﬂ—i}/Nc)

1 ; 1

=_J‘ il (C.2)

2 Ry A e
écos(zn[ (+& )o, +(+8 )&, -1 ]3/n)
L [Py e e

Let O=n (1+& )o,, +(1+& )&, =] /N Hz—n[c +e) N

0, =7 (1-E)c,, +(1-E)e], —i |\ and 6, =x[ (1+&)c, +(1+E)el —1 /N,

Therefore , the first integration of |,, can be evaluated as:

. =—m[cm<n[(1+§:ﬂ )cu_g +(1+§jﬂ )sj_n —i:|/Nc )}: (C.3)

ds,,

dg;,

1
where J.—Zdﬂ =—cot0.
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Moreover,

j . — J. |:cot(‘n:|:(1 +& )o, +(1+E e, —i}/NC )1} de’ (C.4)

27t(c +¢€° )_S
v T

. N € CO’[(R[(1+§)(CUQ+8:‘n)_ii|/Nc)
_[z I (cug+8jﬂ)

(C.5)
N cot(?‘t[(1—§)(cug+8 )—CI/N) ;
2nI (e, +&. ) s
Use:
SR W nlocml (rlo=in) o)
TE[ax—i]/Nc 3 45 945 o)
B 22"Bn(’l'li[ax—i]/Nc )2"** 3
(2n)

where B is the Bernoulli’'s Number (Dwight, 1957, eq.(415.04, and 45) , page. 82 and

10 respectively), then

. \ . q °W+ETEI:(1+§)(CW+8:n)—ij|/Nc
J.I2d8:n= - I T—§ I
o (e, re Jal (1 E) (e, vel )= @) 2 (e, el

N, °w+5<7c[(1+<‘;)(cu_g +83n)—ij|)3 N °“§+52(7T,|:(1+§)(Cu‘9 +8?n)—i:|)5
* .[ . + j - +..
2m(45) 7., (c +8w) 2m(945) 7., (cug +8M)
N, °:°|.+E 1 N J.*S n[(1—§)(cu‘g +83n)—i}/Nc
2. (e, +sjn)n[(1—<i)(cm +8:n)—ii|/Nc om(3) 7, (c,,+£)

N, C“]fs(n[(1_§)(cug+83n)_i])3_ N, °u]fgz(n[(1—§)(cug+8jn)—i])s

2m(45) e (cug +€ ) 21(945) e (c +g’ )

Thus, the integration can be performed as follow:
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(v Y [LO+E) e, +E )i 1 Gote

J.|dg _—;(? [—n[[ (ciJrsj_n)) ]} +g[(cug+sjﬂ)]wg—g(i)[m(cug—s)L
e Gl e G o e
+% NEJ (1+8) [(c +e )] +Z—'O —j (1+8) [(c +e )]

90\ N, 90 \ N

3 2 2 P \ +€
_S_I(Ej (1_§)2 [(Cuvg +€ ):I::: +3—|(£] |:In(cu‘g +€ ):|C:78 —..

Note that there is a special case where i=0, can be determine as follow:

jldS“ = NC( ! _“(1+§)(°u@+8in)/“c_
LA 2nL 1'E(1+E_,)(cug+8jn)/Nc .

|:TC(1 +&)(c,, +€, )/N T ]n(%)(chqﬂ)/m

135

N, 1 n(1+&)(e., +&., )N
+— _
o Tc(1+<§)(cug +€ )/N 3

(0o, +o )i ] ] N

135
n(wfi)(cu‘gfs)/NL
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On the other hand,
1@005(271[ H—& c, +(1+§ 8 —JS/N)

2% sm( [(1+§ )c +(1+§ g —:I/ )
s[mx] sinf (m ) cos (m )x
d><=—2J‘ £in”1[>:] ]dx+j [sin"[xi ]

o’ (C.10)

Note that j dx (Bois, 1961 page

sin'[x]

135), then

ésm( (8 )e, H(ore ) ~a=9)
sm(n[ (14& ), +(1+E, )& —]/N) :
zﬁn(nw Jerive e -Jes-oh)
4 sm(n[(1+§ Je,, +(1+&, e —:I/N)
(
o{w[(

dg;,
(C.11)

1+& Je,, +(1+& )e, —}(28 5)/N)
n[1+ j c, +1+§ iy —:I/N)

ag’ —.

1

- g,
%, sin(n[(1+§jﬂ )e,, +(1+& e, —ijI/Nc)d

Each integral term in (C.11), except the last term, can be determined as follow,

sm mx cos[(m 1) ] sin[(m—2)x]
- '[ sin” ' [x] I sin'[ x]

ism( 1+§ c, +(1+§ € —](26 /N)

e sm(TC[ 1+§ c, +(1+§ 8 —:I/N)
Let 921'5[(1+§jn)cw+(1+E_,jﬂ)sj_”—ii|/Nc - %ITC[CUQ+8:”:I/NC ,
61Zﬂt[(1—§:n)cug+(1—&:ﬂ)8:ﬂ—i:|/Nc and 92ZTEI:(1+§3H)CU‘9+(1+§jn)8jﬂ—i:|/Nc,

then,

where _[

dx (Bois, 1961 page 120):
Slﬂ X

(C.12)
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sin(6(28—1))d

la:?‘t(cu‘g;—&‘:ﬂ) sin(e)

9,

0

92

_m 2!cos(9(26—2))d6+2£cos(6(26—4))de (©.13)
¢} 0,

+2_fcos(e(28—6))de+...+9:| |

! q _sin(e(28—2))+sin(e(28—4))+msin(29)+Q 2 a4
Tt(cu‘g+8w)_ (20—-2) (28-4) 2 2],
N —sin(92(28—2))+sin(92(28—4))+ sin(292)+i
n(c,+e )| (28-2) (26-4) 2 2 15
N sin(61(28—2))+sin(e1(28—4))+ sin(291)+g .
n(c,+&)|  (28-2) (26—4) 2 2
Moreover,

EIdSQ _N r sin(92(28—2)) = r sm(e (28 4)) " h 0, g :|

-[3 n|:[(28—2)(cug+sjvn) ”‘"+;|.(28 4)(c +€ ) ”"+m+~[
N, h sin(91(28—2)) . F sm(@ (28 4)) ' 0, \
_;{-[(26—2)(% +8f,n)d8u'n +_[ dSM +...+J;—d8mj|

sin(0, (25—2))
28-2)(c,, +€,)

Using the trigonometric identity: sin(a—b)=sin(a)cos(b)—cos(a)sin(b), we can have

ESIH( [1+§ )(c,, +&, ) (28— 2)}/ )

Note that in (C.16), the term _[( dg; can be evaluated as follow:

f sin(92(25—2)) . . :

_[(25—2)(cug+£jn)d8“”:COS(R[I(ZS_Z)]/NC):[ (.+e) dg’,
5 co 1+&° (e, +& )(20—2) | /N,

_sin(n[i(25—2)]/Nc)[ ( [( )(E - )) ]/ )dgfn

(C.A7)
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j(zs(ez)((zé?) 2))) (71:[(28 2)]/N )[ ‘( [1+§ )(Cu‘g+8:vn)(28—2)]/Nc)‘

(e e, o )e-2 ) (e ><oug+s:n><zs—z>]/wc)4_I
(C.18)

2% 21 4X4!

sm( (28— 2)]/N )[( [1+§ )(cu‘g+83‘n)(28—2):|/Nc)
(e (+8 )(e, +& )28-2) | ) +(n[(1+§jﬂ)(c“g+Sjn)(25—2)J ) ]

3% 3| 5X5!

[t —eofaia-alf ool ol

(nl:(1+§)(cu‘g +8)(28—2)]/Nc) / (n[(1+§)(cu_g +8)(28_2)]/NC ) _“.—

2% 21 4X 4]

ol - L0+ 2) e -2)z5-2) ) _
(n[(1+§)( —€ (25 2)}/“‘) ( [(+8)(e., -2 (26_2)}/N°)4—...
_Sm(n[i(zé‘)—z)]/r\lc )[(n[(w i)(cu‘g +8)(28—2):|/Nc)
(ﬂ:li(1+§)(cu‘g +8)(28—2)]/Nc )3 " (n[(1+§)(cug +€)(26_2)}/’\L )5
( [i(28- 2)]/N )[( [1+&)( _8)(26_2)J/Nc) ]
(08 —e)-a)]h)  (a{(+8)(eme)-2)]h)

3% 31 5X5!

(C.19)
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APPENDIX D

DETAILED DERIVATION OF AVERAGE SYMBOL ERROR RATE (SER) WITH

RESPECT TO ASYNCHRONOUS SINR WHEN M (iy)=e Towis o)

With the aid of equation (4.5), equation (4.10) can be represented as:

AL/ g
pA —(1 _lj_z(‘]_ij‘w 1 e [ E[SNREXAC”():I]dy
M i) sy (D.1)

1 " 1 7E[SINR5‘QACP(\):|
+2| 1——— J. en‘c(\/;)e dy
( NY j P ATy

In the right hand side of equation (D.1), the integration in the second term can be solved

as follow:
© 1 [ E SNR;_'XACP(i)J] 1
Let | =J. e dy,and y +t =37 |=x Then, we have
° Ty E[SINRK G )]
dx
dy = , therefore
DN,
E[SINRk N ( )]
e[sivR1, ()] e[svRE2, ()]

(D.2)

R EESNC )]+1J. \/Ee_XdX: e[ SINR™, (1) [+1

WhereJ‘ ( /\/—)dx— (Stanley, 1977, eq. 56, pp. A-54).

In addition, the integration in the last term of (D.1) can be solved as follow:

I P

=z

Let IZ—J. erfc e dy , and \/;=x:>dy=2\/;dx.
o)

Utilizing the equality: erfc(x)=1—erf(x), where eﬁ(x)Z(Z/ﬁ)Ize_'zdt is the error

function, we can get:
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2 j‘w - Q[HE[SlNRS_xACP(')J] 2 J.w XQ[HE[S'NRS.XACP(')}J
= ¢ dx — erf(x)e dx (D.3)
AR T

| EI:SINR ()] 2 EI:SINR ():| EI:SINR::XACP(i):I 0.4)
EI:SINR ()]+1 T EI:SINR ()]+1 EI:SINR::XACP(i):|+1

J. e Tdx=——a>0 (Dwight, 1957, eq. 861.3) and
2a

J.:Oefazxzerf(Bx)dx :%_

By substituting (1) and (4) into (1),
s (1) E[SINR ()] N ’ E[SlNRfip(i)]
o _(1 M) 2(1 j\/EI:SINR (i )]+1 (1 \/Mj \/E[SNR:iP()]+1
_i(1 j el SN2, (1) | el SR, (i) |
i EI:SINR (i )]+1 E[SINRS:XACP(i)i|+1

where
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