CHAPTER IV

PERFORMANCE MODELING APPLICATIONS

The queueing model presents in chapter III can be wuseful in
the system design stage of a multiple-microprocessor system. It can
be helpful in choosing the architecture that best suits a given
application. Two applications“bf the proposed model are presented in
this chapter. The firpst application employs the model to analyze the
performance of mulfiple-micropfpcessor based communication controller.
The second appli;ation compares the performance of loosely coupled
multiple-microprecesgor system Qﬁtp that of the shared-memory system,
when each systems'ﬁs conéiderea ;s a part of a SCADA system. The
approach to be presghted'iﬁ'thisréhépter cen be used as a guide-line

' <
to analyze the performanceé Of otﬁéﬁ“multiple-microprocessor systems.

#estdd

4.1 Pertormance Analysis-of TheMul€iple-Microprocessor Based

Communication Cofitroller [26].

The' proposed; modell ds) used /toinvestigate the response time
of a multiple-microprocessor system functioned as a communication
controller . in a data acquisition system. _The system of interest is
shown'in Fig. 4.1v. In orderito relieve the load cf the host computer
in such a system, some data processing tasks are assigned to the
communication controller. The external data from remote stations are
sent to the host computer through the communication controller. The
communication controller consists of two microprocessors, an input

unit,and an output unit.



HOST COMPUTER

?/,%@

Ilif! l\\k\\..\

ﬂﬂﬂ’él“flﬂ?nﬁwmﬂ‘i

ARIaNT TNMINYR —

REMOTE STATION

Fig 4.1

REMOTE STATION

A multiple-microprocessor based communication controller

in a data acquisition system.

43



The input transactions from the remote stations are input
into the communication controller through the input unit and then sent
to the shared memory. The transaction is then processed by either
microprocessor-l or microprocessor-2 depending on which one is
available at the time of arrival. The processed transaction is then
sent to the host computer through the output unit. The two

microprocessors are not identical. The second microprocessor
!

processing rate is a fraction ofqu5x of the first microprocessor.
. 77
This 1is the situation where the fotmers€ommunication controller has

4 4 : g

only one microprocessor and thfre is a requirement to improve the
g - - |

system response tiﬂi#;heﬁﬁdne adpitional microprocessor is attached to

the system. It iiﬂy,fg; invest%gating the system response time when

R j;ﬁ’é%;qge859rsfayorking together before actual
implementation. ; J/}// r f” =

e
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We can model'the communication controller by using our M/M/2
F ool
queueing model with equanservtgsaiFte. It is assumed that the
J_"'_“-.‘- . :'.:.-'."-::_,
response time of the sharedfmemoryffthe input unit, the output unit,
f AN Y Sy

A 2 i
and the internal bus are very short compared swith the transaction
- A

e il -l
processing time.;ﬁéqulred by the mlcroprocessggb. Let the average

processing rate of microprocessor-l is ¥, = 1 transaction per second

i

3
o

and the processing rate of microprocessor-2 is e = M1,
transaction /perl sec¢ond.
The mesponse time of the system with various value of M are

shown in Fig. 4.2 .
There are two possible cases in our system i.e.

CASE 1 The former microprocessor has higher brocessing
capability than the additional microprocessor.

In this case the former microprocessor will be

microprocessor-l and the additional microprocessor will be

microprocessor-2 in our model. The multiple-microprocessor system is
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Response time of the multiple-microprocessor system in

Fig 4.1 when ;= 1 transaction/s and M, = M u; , M = 0.1,
¢ R S 1 .
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normally used in a high traffic environment, hence it should be
considered only the system with traffic intensity of higher than 50%
(P=0.5) . The response time of single microprocessor system can be
reduced by adding another microprocessor with an appropriate
processing capability. It should be remarked that if the additional
microprocessor has very low processing capability compared to that of
the first one, the response time will increase rather than decrease.
This is due to the influence of thég;;m%}l microprocessor, especially

at low traffic intensity. For jexample if there are 2 transactions

entering the system™ simultanecously, thefirst transaction can be

T
processed withinl;::ngBnd by ﬁTe first mieroprocessor but another
transaction requifes #10° fseconds. for processing by the second

Ll

F oreRa - S ’
sy teﬁjregpoége time then increases when comparing

microprocessor. Th
with the single micuopz c§§§o; si&t@m. For all values of M , the
f )

multiple-microprocess r:{éysﬁém ggp,;respond to a higher traffic

/ # i
intensity than the singée micfoprocessor system.
¥ —

o e

) —

However due to{;thé infi&éﬁee of the small cooporating

microprocessor,;;ihe full benefit from thef:multiple-microprocessor

il

system can be :égieved only in the system tﬁéi the traffic intensity
is higher than 50% (P>0.5) and the additional microprocessor has the
processing _capability™ of not 1léss than 40% (M>0.4) of the former
microprocessor. It @is| thereforée suggested that the additional
microprocessor should have processing capability of mot less then 40%

of the former /‘microprocessor in the multiple-microprocessor system.

CASE 2 The additional microprocessor has higher processing
capability than the former microprocessor.

Since a new generation microprocessor usually has more
processing capability than that of the old one, microprocessor-l in
our model will be the additional microprocessor while microprocessor-2
will be the former microprocessor. If the former microprocessor is

totally replaced by the new one, the system will become the single



microprocessor system. From the result of our model it is obvious that
if the former microprocessor has a processing capability of only
10-30% of the new one,it 1is not effective to employ the
multiple-microprocessor system. The multiple-microprocessor system is
effective in the system that the former microprocessor has the
processing capability of not less than 40% of the new one. However
there should be the external device to by-pass the former
microprocessor from the input tfi}fic'until the traffic intensity
excesses the specific value in grder td keep the system response time
to minimum for all traffic /intensity.  For example the former
microprocessor wij::§§ifproceséing capability of the new one will be

by-bassed from theginput traffic until the traffic intensity is higher

4 * 3 -

than 30%. At t t fﬁfic'ihtéhéity of less than 30%, all input

F

transactions are proc s9ed by &hé additional microprocessor. The

system becomes the m tf%le-mlcroprocessor system after the traffic

¥
intensity excesses O@b the*lnputigransactions are processed by both

the former and the adgltional mi‘e: _pcessor. By this way the system

response time will always. be“kept gﬁcg@uimum and the full benefit from
the multlple-mlcrbprocessor system is achievedL

T

,Jﬂ !

If the-. system 1is implemented by » using the
multiple-microproceSsor system withiprocessor .priority as described in
section 3.2, the syétem response time | at various processing rate is
shown in Fig. 4.3 . The response time of a single, microprocessor
system ¢an bey reduced) by ladding another ‘microprocessor with an
appropriate processing rate. However ,it should be remarked that if
the additional microprocessor has very low processing capability
compared with that of the first one,the response time will increase
rather than decrease. This results from the influence of the small
microprocessor. For example,if there are 2 transactions entering the
system simultaneously,the first transaction can be processed within 1
second by the large microprocessor, but another transaction requires

10 seconds for processing by the small microprocessor. The system
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Response time of the multiple-microprocessor system in
Fig 4.1 when microprocessor-1 has higher priority than

microprocessor-2.
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response time then increases when compared with the single
microprocessor system.

In all cases, the multiple-microprocessor system with
processor priority can provide shorter response time than the system
with equal priority. This comes from the fact that the incomming
transaction is scheduled to be processed by the microprocessor with
the highest processing rate first,the transaction will be processed by
the other microprocessors only when=§he¢former is busy.

In all cases, _the Etltiple-microprocessor system with
processor priority beaﬁfsrespong to a higher traffic rate than the
single microproce;gpff;ystem. iHowever, due to the influence of the
small cooperating cpbptodéésdr? it is suggested that the
additional micro ;;ﬁéebr shoulchas processing capability not 1less

than 40% of the fir jictoprocessor, in order to get full benefit of

”.._1 "

the multiple-microprgé @tor system.

— - " &
'.‘,--:;‘_;
4.2 Performance Comparison of the SCADA Systems [30].

—
=

\ ;! _ _..,__.f
Following'afan ~increasing  demand 'for more  sophisticated

information processing from the industries, the functions of data

aquisition (and, /control" system have become more complex in recent
years.' Today communication between the host computer and remote
stations pdn~ mest ; of, thesSupervisory, /Conttol | And™ Data Aquisition
(SCADA). is handled by' a multiple-microprocessor based .communication
controller [330; There are at present two popular multiple-
microprocessor systems for real-time applications. They are the
shared-memory multiple-microprocessor system and the loosely coupled
multiple-microprocessor system. In this section, both of the
multiple-microprocessor systems are proposed to function as the SCADA
communication controller. The performance of the SCADA systems are

compared,based on the response time, by using queueing model.
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4.2.1 SCADA System with a Loosely Coupled Multiple-

Microprocessor System as a Communication Controller.

In this approach, the SCADA communication controller is
implemented by using a loosely coupled multiple microprocessor system.
The communication controller consists of four microprocessors; and
each microprocessor exchanges data with the others through the
communication links as shown in F%é;iﬁ.A. Three microprocessors are
assigned as the REMOIE LINK UNIT (Rl to manage data communication
between the communiSation cont;oller and the SCADA remote stations.
Another microprocesser i "éssigned as the HOST INTERFACE UNIT (HIU) to
manage communicaE}pﬁffi:;ween he communication controller and the

SCADA host computet E Hiﬂ boéﬁﬁnicates with the host computer and

the RLUs through th 'gy speed\?erlal data transmission 1links. The

remote stations #iparatedﬂ into three groups; each  group
LT )'T L

communicates with the c mmunycatlgn controller through the designated
: ey e

RLUs. The RLUs use the moil-cal}ﬁﬁn?}ing method to control remote
station accessing [32] Ks the n?me 1mp11es, remote stations are

interrogated sethntlally, one by one, by thejRLU which asks if they

have any messaggg to transmit. The 1nterroga§gﬁ remote station then
transmits data toi}he RLU. The RLU then sendg;a polling message to the
next remote stationson its list, repeating the same process. Once all
the remotedstations have beéen given permission to] transmit data,the
polling cycle is completed and a new one begins. The RLU then transmit
all the received data) o’ the |hosticomputery tHrough theé HIU, according
to the host computer command and a SCADA cycle is compléted. The_time
duration between the issue of command by the host computer and its

reception of the requested data is called the response time.

To analyze the system performance using queueing theory, each
unit is modeled as a queue/server pair and assumed to be characterized
completely by its mean service rate i and message arrival rate A .

For the communication controller, there are separate communication
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paths between HIU and the 3 RLUs, then three separate queues occur.
It 1is assumed that the message arrival rate is a random variable
with Poisson distribution and all the service time distributions are
exponential, The 3 RLUs form a 3 M/M/1 queueing network and the SCADA

system is modeled as a tandem of queues as shown in Fig. 4.5.

From Fig. 4.5

A is the mean al rate,

tho is the m the host computer,

Fhi is
Hri 1e
uc is ' e he communication controller.
The total syst ti ~1;1 \?Qkahimmatlon of the response
time of the host ¢ He' co ation controller [7]:
(4.1)
The meﬁages ftﬁuf 'jfhe er enter the HIU and pass

through the RLUs to-the rem 1 ons. If data from HIU is sent to
the ith RLU with the thE]mean response time, Tij;

for each RLU is

ﬂuﬂ’J wgmwmm @)
RE P 30.URI 08N A,

9 1
A = = 1, 2,3
I‘p i§1 Pl uri s APi . ’ ’ (4.3)
Express Pi in term of Hri
Hri :
f o e—— =1 ;253
, wa e = 5o : (4.4)
2k VPrj :

=1
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Fig 4.5 -

Queueing model of the SCADA system in Fig. 4.4
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Substitution of Pi from eq. (4.4) into eq.(4.3) gives the

overall response time of the 3 RLU's :

3 F A e el \ Hrj
Tp =
i% wpi = Aupg I ury
3
J=‘z-:1 Hrj

Hence, the me 3 RLU's Mp is

(4.5)

From Fig orm a tandem queue; and

the the total respg ion controller, TTc,is

TTC

o e e, 7 S i

(4.6)

The RLU se?VJ.ce rate Mri can be calculated from the polling

ﬂ um%&rm WEIN?
q m sy AN ..

C 1is the mean length of the message reply time interval,
then the RLU service time Myjis
1

s e i= 1, 2, 3 (4.7)

Ve Tt + N;iC

To give a numerical example of this SCADA system, the SCADA

parameters are given as follows :
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N, = N, = N; = number of remote stations attached to RLUi
= 10 stations
C = message reply time interval = 1 timeslot
3 timeslots
40 bits
1200 bits/s
The time taken for 1 tim t = 40 bits/(1200 bits/s) = 33.33 ms

TE = message transmitted time

polling message length

message transmitted rate

Substition of these . (4.7), gives for this SCADA

If the mes nival \ 5 message/s, the service

rate of the hos =g messages/s,
then the total re -,_ he mication controller, from eq.
(4.6), is
TTc 3
3(2.3) - 4(0.5)
The SCADB TTﬂof the loosely coupled

multiple m1croprocqf§gf based SCAD can be calculated from eq (4.1).

ﬂum‘nsmwmm

= 1.41 -

amaﬁmmuﬁnwmas

4.2.2 SCADA System with the Shared-Memory Multiple-

Microprocessor System as a Communication Controller.

The SCADA communication controller in the previous system is
replaced by the proposed shared memory multiple microprocessor system.
The communication controller has the same configuration as the

previous system but only replaces the serial communication 1links
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between HIU and RLUs with the common shared memory, as shown in Fig.
4.6. The HIU and RLUs use the common shared memory to exchange data,
both from the host computer and the remote terminals. Using shared
memory technique, each microprocessor in the system will see the
shared memory as logical extension of its local memory. In the
simplest scheme, each microprocessor using the shared memory will be
assigned a specific area to wr1 ? data, but allowed to read data from

any area in the shared‘m yh this configuration, the data
transfer rate throug *ﬁhare is very high when compared

with that of the c@on‘ inkmplies that HIU can send or
~ :

receive data from an , E?Htiﬂi;r It is equivalent to a

RLU) service to the single
)

queueing network wi
queue (from HI M/3 queueing model, as

shown in Fig. 4.

The queuein ] n §§ 1o n applied to this system.

It is assumed that Hy . Tf‘f i3 = H.;and the mean response time

'.,,.1 4 +
| Hri (408)
‘ﬂ“”f — o - xz)} '
SUrj G]Jrl

3Ur1 Hri

owyﬂ?WﬂW§WﬂWﬂ§

service rate Mp of the polling RLUs can be

°al°*'TW'T€W‘ﬂ‘§'§H URIINYA Y

311r1 (1=2 ) A outiieh % >‘2 )]

- ki  SMrpj’ SUpj  2Uri?
up = —_— =
0 A0 S oaugs g LAY Be(ias + 329
2 2
Shri SUrj OMrj? e B o

(4.9)
From Fig. 4.7 HIU and the 3 RLUs form a tandem queue; hence,

the response time of the communication controller, TTc is

1 1 - TR
TTC = = —— 4 ——
. pe - A Whi - A Wp = A (4.10)
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VFig G437 ‘ Queueing model of the SCADA system in Fig. 4.6
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Based on the same calculation as in section 4.2.1, Myj for
this system is the same as the previous system ,i.e.,

Hrie = PN s il=1 i (4.11)

Ti + NjiC
If the same numerical values for the SCADA parameters are
assigned as in section 4.2.1 then Mri = 2.3 messages/s. If the mean
message arrival rate is assumed €;<%f,.0 5 message/s, and the host
computer and HIU serviece ratejare both equal to 3 messages/s. The

service rate of the#ﬂ"BLUs;“pltan be caleutated by substituting uri

e
and A in eq. (A.ij:gngihe Fp gf 2.30 messages/s.

/ | d .
r [ -
v

Substitiong o b and A ineq.(4.10) yields the response

time of the communi

& ."‘.i
. ';fj } :
TTc = i + de Litte 00,93 8,
J;j'l;-_-'i. 33’?%‘5 2.3 b 0.5
5 e .
it 2 -_f-‘—u el SR

Using eq. (4.1), the total SCADA aystgm;response time, TT, of

the shared memory based SCADA system is then calculated .

d

Wy = 1 + 0.93 = 1.33 s.
3 1G9 4 -
From the analysis g¢results of.the queueingsmodel of both

proposed /systems, it is _found that the response time'of  the SCADA with

the shared-memory multiple-microprocessor system is 1.33 seconds while

(\p]

that of the SCADA with the loosely coupled multiple-microprocessor

system is 1l.41 seconds, at a message arrival rate of 0.5 message/s,
based on the same SCADA parameters. The former system response time is
about 5% faster than the latter. The system response time at various
mean arrival rates, based on the same SCADA parameters are calculated
and the results for both systems are shown in Fig.4.8. It is obvious

that the higher the message arrival rate is, the better the response
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time of the SCADA with the shared-memory multiple-microprocessor
sytems becomes, compared with that of the SCADA with the ioosely
coupled multiple-microprocessor system. Hence, it can be concluded
that the SCADA with the 1loosely coupled multiple-microprocessor
system is appropriate for the system with low message arrival rate
while the shared-memory multiple-microprocessor system is appropriate

for implementing a communicat

ontroller for SCADA system with high

message arrival rate.

]
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