CHAPTER I

INTRODUCTION

Most real-time control applications demand high reliability,
high availability, and high eﬁEf;}ency in data collection, data
h recent advances in the area

" --’.J
of VLSI designs, it has become increasingly feasible to implement

communication, and data analysis.

multiple-microproces€6r _system. The multiple-microprocessor system

may be wused to performance requirements of a real-time

application  whi 3 5. the _computing capacity of a single
|"?J - =il

i

microprocessor sys 15 :Examples of applications that require

multiple-microproce y"ét_gfmsbﬂa't"e robotic control system [4],

speech and vision pnoc giqé.[Si;;cqmputer aided manufacturing [6],
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supervisory control and datéd acquigition system L7l etd,
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1.1 Classification of Muiiiﬁié-Microprocessor Systems.
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Multipléfgicroprocessor systems can be divided as tightly
coupled and *&oosely coupled [3]. “ A tightly coupled
multiple-microprocessor . system 1is’ usually called a shared-memory
multiple-microprocessér system. The shared-memory multiple-
microprocessor system contaisis a number.of microprocessors that share
part Yof | the available memory. The | microprocesgors can execute
distinét programs as well as cooperate in the same application by
using the shared memory for interprocess communication. This makes
them suitable for a broad range of applications. In a loosely
coupled multiple-microprocessor system, each microprocessor has a
large local memory where it accesses most of the instruction and data.

Programs which execute on different computer modules can communicate



by exchanging messages through an interconnection network. The degree
of coupling in such a system is very loose. Hence, it is. offen
referred to as a distributed system. The different between the
loosely coupled system and the shared-memory system can be seen from

Fig. 1.1 -

1.2 Multiple-Microprocessor System Interconnection Networks.

There are three main types of interconnection networks for

: . < g
multiple-microprocessor system : crossbar, multistage, and common bus
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1.2.1 Croi;pé;;InterCOnégction Network.
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A crossbar intcrcﬁnneptloa,network is an array of individually
operated contact galn% 1h whiph "there is one pair for each

input-output comblnatﬁon, as shown.ipFFlg. 1.2 . A crossbar network

.-..-..‘,

with N inputs and M outputs is rEEE%red to as an NxM crossbar. A

'H.L

crossbar supports all p0551b1e distinct connectlons between the

mlcroprocessors. gnd memories simultaneously. ‘However, the cost of
such a network is O(NxM) for connecting N 1nputs and M outputs. For a

system with a 1arge number of microprocessors and memories, the cost

of such an finterconnection nétwork-is prohibitively high.

l.2.2 Multistage Intercomnection Networks

As an alternative to the crossbar ‘network, a multistage
interconnection network has assumed importance in recent times. The
' main advantage of these networks is their cost-effectiveness. They
allow a rich subset of one to one and simultaneous connection of
microprocessors to memories, while reducing the hardware cost to

O(NlogN) in contrast to O(NxN) for crossbar networks ( Fig.l.3 ).
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Fig 1. Comparison between shared-memorj multiple-microprbcessor

system and loosely coupled multiple-microprocessor system.

(a) shared-memory system (b) 1loosely coupled system
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Multistage interconnection”netﬁork; 



A serious drawback of the multistage network is that there is
only one path from an input to an output. It is necesséry to
incorporate some fault-tolerance into these networks so that at least
a single fault in a switch or a link could be tolerated. Only a few
commercial systems based on multistage interconnection networks have

been produced, such as the BBN Butterfly [8].

1.2.3 Common Bus Interconégg;ipn Network.
.Fld-"d’-
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A common bus interconnect1on network, shown in Fig. 1l.4, is

the 1least complefrgaﬁﬁ

interconnection sche 's well

’ost opular among manufacturers. This
nown as being inexpensive and easy to

implement. The shargd-me o;y mulﬁiple-mlcroprocessor system emergin
: P y g

as commercial produ le avo ed Crossbar and multistage networks

as a means of i ecting Lhe microprocessors to the shared

memories. Instead they employ ing@rconnectlon architectures based on

'.\.."
conventional buses. Ihe main characteristics of some commercial
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multiple-microprocessor systems are rev1ewed in Fig. 1.5 . The most
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attractive kind qF 1nterconnection network 1sjthe common bus.
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1.3 Shared-Memory Multiple-Microprocessor System.

In |, real=time| " lcontrol “~applications| “~where diversified
computations)] are required and memory allocation 1is static, a
shared-memory . multiple-.microprocessor-system ; is ~one of the most
suitable’ ‘choices " [1;2F. In such'a “system, '‘each'=microprocessor
assigned with a specific task usually communicates with its local
memory and, occasionally, with a common shared memory for data

exchange between the microprocessors in the system.

Shared-memory multiple-microprocessor systems have been
suceeded mainly because they provide high-performance ratio for a

broad range of applications. Several new shared-memory
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Fig 1.5 =~ Main characteristics of some multiple-microprocessor

systems [8].




multiple-microprocessor systems have been announced every year.

Representative examples are the Encore Multimax and Sequence Balance.

When shared memory is used as a data exchange medium and two
or more microprocessors simultaneously require the wuse of shared
memory, conflicts usually occur. An arbiter is normally required to
solve the conflicts. Polczynski [9] proposed the FETCH-EXECUTE phase
different method, but this can ‘bé used only with .a specific
microprocessor. Petriu [10] used an-inherent property of logic gates
to implement an arbLLer hOWever, this cannot work with sophisticated

priority rules and _is"difficalt \to implement. Loewer [11] described a
system that used op§6:;ie phases of the clock for each microprocessor,

but this limited t system to cnly 2 microprocessors. Hojberg [12]

proposed an arbitef* Vlth a RE?UEST-GRANT memory and a separate

priority generatof! hi@ arblt‘ is relatively complicated and

. i

required two exter al’hlghrspeedfplocks. In this dissertation, a
flexible arbiter us1ﬁ£ a;§imp11f1g§}§9d improved Hojberg method that

requires very simple hargwaié and aﬁlexternal clock is presented. Two
FESRS o T o

examples of mul;iple-microprocessor system with}shared memory are also

Y |

presented. w i -

1.4 Multiple-MicroprocessaorsSystem Performance Analysis Methods.

One "“intuitively expects that more computing power can be
obtained by |increasing-the number 'of microprocessporsl in a multiple-
microptocessor system. However, the entire system may perform less
satisfactorily since more microprocessors can cause more conflicts for
the common resources. A thorough performance analysis is needed
before the advantages offered by multiple-microprocessor system can be

fully utilized.

There are three general methods that are traditionally used to

analyze the performance of multiple-microprocessor system 2



simulation, benchmarking, and analytical modeling [13]./6 g

l.4.1 Simulation.

Simulation has been very popular form of computer modeling for
years. To simulate the system means we used a program which generates
the bahavior of a specified model. It enables the analyst to model
the system at a much greater 13Véi{9i,ﬂ9t311 than is practicable with
analytical model. However, siﬁﬁiﬁildn models are difficult and

costly to construct;”validate,“ﬁnd run. Simulation projects tend to

— ’
become large, long::sgm{” d ve}y difficult to control.
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« The  benchmar gﬂprq'Fh to performance evaluation is
probably the oldest jan ﬁbé&“wid??&'hsed technique, although its use
¥ .

has been 1limited prim ilyﬁfbr néﬁ%&grdware selection. A computer
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benchmark is definded as a p:ég?ﬁh that, through a series of

A o Lol

and ac Tbhs, produaps a relative figure of
—

¢

computations, opfratioﬁgji

merit of a sy{'i”" performance. yen "'\LJprogram is typically
written in a ﬁfgh level language, and thef;frequency and type of
statements that ;;pear reflect the characte;;stics of the intended
applications Thus | it) is/not! & /promiging [te€chiiiqie for designing new
system. There are many well known benchmark program for single
processor., system e.g. Wheatstone, lLinpack. However, .there has been
little!| effort) in' /the ( are@d (of developing \..benchmark' program for

multiple-microprocessor system.
1.4.3 Analytical Modeling.
Analytical modeling involves the mathematical description of a

system's operation and the subsequent analysis. It has become widely

accepted as being a cost effective evaluation technique for estimating



the performance of computer systems. Analytical models are cost
effective because they are based on efficient solutions to
mathematical equations. However, in order for these equations to have
a tractable solution, certain simplifying assumptions must be made.
It is generally believed that carefully constructed analytical models
can provide estimates of average throughput to within 10 % accuracy
and estimates of average response time to within 30 % accuracy. There
are three areas where this level gt,accuracy is wusually considered

to be sufficient and where analytiéél”ﬁodels have had substantial

- - . '
impact, namely capacity plﬁnning, 170 subsystem performance
evaluation, and %ifjwprziimin%ry design aid in development of new
systems. , f l

Computer syst ,cén gene ally be characterized as consisting

of a set of both hard gﬁ ani soi Iware resources and a set of tasks
competing for an ac ng those resources. It is therefore natural

to represent the syst. by a netwﬁ?kxpf interconnected queues. The

purpose of the model is to~pred1c__"he performance of the system by

r";i-ﬂ

estimating characterlstics "of the resource u illzatlons the queue
9

lengths, and qyquueueing delays. AnaIytIc;Egrformance models are

queueing network models for which these characteristics may be found

mathematically. Therefore, research in performance modeling
methodology(, has \‘essentially '/been ' research |if, queueing theory.
Queueing theory has attained new relevance because of the computer
performance ~modeling appllcat1on. Furthermore ,~to-a s great extent,
the dlrectlon of ‘queueing ‘theory has' been influenced and driven by

this application.

1.5 Queueing Model for Multiple-Microprocessor Systems.

There are two basic modeling approaches for analyzing the
performance of the multiple-microprocessor systems. The first

approach is based on the problem of hardware contention for buses and
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memory. This approach usually models the multiple-microprocessor
system with the closed queueing network [14]. The performance of
the multiple-microprocessor system according to this approach has
been studied by several authors[15,16,17,18]. This modeling approach
focuses on performance analysis of the large-scale general purpose
multiple-microprocessor systems. The second approach is based on the
flow equivalence technique [17]. The analysis in this approach treats
each microprocessor as a server j?ifh takes its input from a given
queue. This approach has been used Byfmany authors for predicting the
performance, in terms — of ) system___response time, of the
multiple-microproces§6g systems for specific applications where the
microprocessor ta::E;étﬁjnot dlnamically reconfigurable [19,20,21].
e

However, most of aperg’ pub%ished using this approach focused

F —

on the symmetrica 'Epiple=mic:oprocessor system i.e. the system

nl; .
EﬁcalJ m;ErOprocessors. The unsymmetrical
i 4

r | system; ~ori the system that consists of

that consists of d
multiple-microprocess
unidentical microprd%essé;s oi}ﬁ; microprocessors with different
processing rate, is i&égélly jégﬁgﬁred in industrial control
applications. In this-idiéﬁertatgéﬂﬁ*the performance analysis is

A .
extended to stud - iple-mi C systems that consist of

w i S
microprocessors with different processing rate or the unsymmetrical

T

multiple-microprocessor systems.

1.6 Objectiveés of the /Dissertation.

To gain a“better understanding of the, multiple-microprocessor
system ' for real-time applications, simple technique for implementing
the shared-memory multiple-microprocessor systems will be presented
first. The proposed shared-memory multiple-microprocessor system is
then applied to two real-time application examples. By wusing
queueing theory, a simplified performance model of a shared-memory
multiple-microprocessor system with unidentical microprocessors is

presented. The proposed model is based on the flow equivalence
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technique [17]. Two systems are discussed : the system with equal
processor priority and unequal priority. The model is verified with
the experiment on the proposed shared-memory multiple-microprocessor
system. The model is then applied to analyze the performance of two

multiple-microprocessor systems for real-time applications.
of this dissertation are as follows:

hnique for implementing the

i i\.g{; for the shared-memory

N . .
ist of microprocessors with

In summary, the objectiv

X i To pres&

shared-memory multi
2. To devel
multiple-microproces-
unidentical processi
3. To d the proposed model for
performance analysi sor based communication

communication contro

The proposed anaiig;gf“’ an be used in the design stage
s L |-'I_..l",..l’l,-"fl = .f P
of a multiple-miﬂigprocessor sydﬁem,

suitable system - for & given ap .
multiple-microproq; sor 5ch%Eyed prior to hardware

implementation w1th%?t the use of a costly simulation program.
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