CHAPTER 4

APPLICATIONS

In this chapter we show that the limit theorem on the
distribution of interactive quadruples a two=by=-two table, as
considered in [1] : 1s a special case of our Theorem 3e342.
Furthermore, we shall show that our/ theorem can be appliéd to obtain

asymptotic distribution of certain non-parametric statistics,

Ls1 DISTRIBUTION OF INTERACTIVE QUADRUPLES IN A TWO-BY=TWO TABLES

In [1] ¢ Arom consider independent identically distributed

continuous random variables Xi’ Yj’ Zk and Wl’

J=T900e3Q k=1,000, R, 1= T9++s., S and define I and J to be

fOI‘ i=1,o.o’ P,

the numbers of quadruples (Xi, Yj’ Zk, Wl) such that Xi > Yj .
i M 1 W
Xg > 2, W, > Y., W;>Z  and X, < Yoo X< By WK Yoo Wy <2y

respectively, It was shown that the joint distribution of I-B(T) and
Var(I)

J-E(J) tends to a bivariate normal distribution as P, @, Ry, S tend
Y Var(J) | |

to infinity. We shall show that our Theorem 3.3,2 is applicable to

this situation with a milder assumption,
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Let

be independent random variables such that the random variables in

each row are identically distributed. Define

1 when = x %'y, x YZy WYY, W 2z,

f1(x,y,z,w)

0) otherwise ,

1 when ' x Ly, x&z, W&y, w< 2.4
f (Xy742,w) = v
2 1J 94y

0 otherwise .

Z, 4 W)
1=1 k=1 j=1 i=1 k 1
S R Q P
and US = Z Z Z Z Zys W)
1=1 k=1 j=1 i=1

then U1 =1, U, =J. By Theorem %2.3.2, we can conclude that

U1- E(U1) UZ- E(UL)
and

VVar(U1) JGar(UZ)

when P, Q, R, S tend to infinity, hence

n

have a bivariate normal distribution

I-E(I) i J=E(J)
ar(I) JVar(Js

have a bivariate normal distribution when P, Qy R, S tend to infinity,
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4,2 A _BIVARIATE EXTENSION OF THE U STATISTIC

Let X, Y and Z be three random variables with continuous
distribution function F, G and H, Whitney [3], propose a test of
the hypothesis

Hy: F=G=H |,

against the alternatives

H, : F>6G,F>H,

or H, : = )T

by using two statistics Uy Ve To test such a hypothesis with a

sample of 1 X's, m Y's and n/Z's /from three populations, we arrange
the sample values in ascending order and let U count the number of
times a Y precedes an X, and V eount the number of times a % precedes
an X. The proposed tests use U §:K1, V<& K2 and U §:K3, L

as critical regions for testing HO against H1 and H2 respectively,

V<K

The constants Ki are chosen to give any required significance level,

We shall use Theorenm 3¢3.2 to show that the joint distribution of

and —Hzg&zl
Maar(U) Vaar(V)

l, my n tend to infinity.

tends to a bivariate normal distribution when

Let

be independent random variables such that the random variables in

each row are identically distributed. Define



L1

j 1 when y ¢ x ,
f1(x,yqz) = S
\1 0 otherwise ,
and
1 when 2z ¢« x ,
fa(x,ygz) =
0 otherwise ,
n m i _
put Uy = 2. Z Z £ (x50 ¥50 2
k=1"3=1 i£1
n m i
U, = Z YIS RN Vv 2 s
ks1 / j#1=—4%&1
U
then U = H and ° \= Eg .
U,- E(U1) U~ E(U2)
By Theorem 3.,3,2 we can conclude that and —————

VVar(U1) JVar(UZ)
have a bivariate normal distribution-as 1, m, n tend to infinity, but

Uj- E(U1)

ok _inu < B(an)

‘/Var(U1) JVar(nu)

nU_-_nE(U)

n V Var(U)

U - E(U)

Jrar ()
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and

Uy- E(Ua) mV - E(mV)

VVar(Ua) YVar(mV)

V - E(V)
JVar(V)

U - E(U) and V - E(V) has a

N Var(U) VVar(V)

bivariate normal distribution as, 1, m, n tend to infinity.

hence the joint distribution of

Observe that Theorem 3.3.2 ean be applied to the case of k+1
populationsas well. For each i, i = 1,...,k, 1let Xi., 3 = 1,...,ni,
be sample from the ith population with distribution function Fi'

The above test of Ho against H1 can be generalized to testing

I{O . FO=F1 =F2= se e =F v

against the alternative hypothesis
B eAF D> Fou Fud Foreees FO> L

”
To test the hypothesis with a sample of 1i Xij s we arrange the

sample values in ascending order and let Ui be the number of times

an X, precedes an X, , for i = 1,...,k. We can conclude that the
i 0

U,- E(U,)
i 1

1/Var(Ui)

normal distribution as li's tend to infinity.

distribution of

for i = 1,...,k , tends to a k=variate
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