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In [1), Arom consider two-by-two table :
x1 ?1
XP 'YQ
J “
o) ¥s

where entries are observations from an experiment in which
observations are classified by two factors. A quadruples

(xi, Yj’ Zys Wl) in which the relation

X, > Y
(1) v A
By = ¥y
or
oy <
(2) A v
Zye > Wy



hold, were used to measure interaction between the two factors.

To count such quadruples, the random variables

;

1 if (1) holds ,
g *' S

0 otherwise ,

and
e

1 if (2) holds ,
Jirr = %

0 otherwise ,

were introduced. )

The work in [ 1] concerned with the asymptotic behavior of the

joint distribution of
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when P, Q, R, S become large.

Note that the random variables I and Ji‘ are not mutually

ijkl ikl
independent, so that the classical central limit theorem is not
applicable for obtaining the limit distribution of their sums

I, J. However, it was shown in [1] that the joint distribution

of I-E(I) and J=E(J) tends to a bivariate normal

q/var(I) A/ var(J)

distributione.



In this thesis we consider a more general situation.

Let
X11 S X1n1
x L] L] L] X
21 2n2
X L] L] Ll X
11 In 1

be independent random variables such that the random variables
in the same row have thé same distribution.
Let fp(x1,..., xl), P/= Tyess,k, be real-valued functions

which arebounded and integrable., Put

nq
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iZ=1 fp(x111,cun, Xlil),p=1"n,ko

Our purpose is to determine the asymptotic joint distribution
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Jx can be viewed as functions of the random variables Xeg Yoo
1jkd - 1 J

of U1,..., Uk «» Observe that the random variables I

Zys W, » Hence the result of [1] will be a special case of
this study. To illustrate the usefulness of our result. We show
how our main theorem (Theorem 3.3.,2) can be applied to obtain

an asymptotic joint distribution of Whitney's bivariate U statistic[?].
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