CHAPTER II

LITERATURE SURVEY

‘Introduction

The problem of minimiziﬁg the cost of delivering powerjiss
not news The classical examples relate to the problems of distri-
buting a given total load among n units within a plant in which each

unit has its individual characteristic( i.e;, the relation of generated

1oéd and the energy input is not the same for all the units).

An early method_fbr solving this problem called for supplying
power from the most efficient plant until the point of maximum effi-
ciency of that plant was reached, then the next most efficient plant

(15) .

would start to supply power to the system. Today, it is known that

this method fails to minimize cost.

The first appllcatlon o{ a)computerlzed econogic dispatch
1.2
was dated from the early 1960°s. This was preceded by some 18 years

of theoretlcal work, mannual and semlmanual econonic dlspatcnlng opera=-

ftlons. There are progects under wvay today that are planned to utilize

‘mbre recent technlques, and there are indications that future appli-

¥

catlons Wlll follow the more encompassing problem formulatlons.
N

Background”of Economic Operation Prcblems

The 6bjective of the economic dispatching problem istto
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4.8

minimize the cost of generation satlsfylng at 'the same tlme the
system constraints.  There are several approaches to solve this

problem.'

‘ i (15)
SKROTZYI and VOPAT and STEVENSON Jr. (1962)  used a

Agranhlcal method for soiving a load distribution problem of n unit
plant. Thelr method depended on a basic rule which steted that,

for a mlnlmum cost, all unlts W1th1n a plant had to operate at the

'same incremental fuel cost whlch was uhe slope of 1nput—outnut curve.

,(3) : 1
DOMMEL and TINNE¥ (1968) wused the classical optimization

method of Lagrangiaﬁ multipliers to minimize costs. They imnrdved
the method by applying penaltles to the system inequality constraints.,

The minimum and the penalty functlons to account for dependent con=-

¢ ttraints are obtained by Newton's method and a gradient adjustment

algotithm, respectively.

(10,11)
& “SSON(1969) ~ formulated a very specific economic dis-

patchlng problem and used the nonlinear nrogrammlng approach to solve

.thls. In (3) and (&) penalties are also introduced for equality

%
b 4

"conatralnts which were reoulred to satmsfy the load demand. He also

sﬂﬂ - p..

descrlbed various advantages of the sequentlal mlnlmlzatlon procedure,

(7
Q%uAHOURTY and RAO (1970) developed the SUH funtion, which

o
is used.%y SASSON, to the penalty function apnroach _ They alSO used
the Newton-Raphson technique for an initial solutlon athat satisfied

the load demand. Their formulation reduced the dimensioh of the

problem more than the earlier exact methods.
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BILLfNGTIOH gnd SACHEDEVA (19?2)(2)considered the four

' optimization probléms; real power dispatch, reactive power dispatch,

regl—and'reactive?power dispétch, and sequential real- and reactive-
ppwefudispatch.‘ The method used to solve these problems was based

on the nonlinear programming approach that-hadvbeeﬁ used by SASSON.

' (1)
ALSAC‘and STOTT (1974) developed the Dommel-Tinney approach

to“give an optimal operating point of steady-state éystem, according

 to an economic objective.

HAPP (1974)(5)developed an economic dispatch procedure by

the'use_of the incremental fuel costs. The major advantages of the

procedure over other optimal dispatch procedures were its inherent

¥
simplicity and-rapid convergence behavior which were the characteris-

‘tiés particularly important for on-line implementation. Nevertheless,

¥

it does not suit the system of this country, which is the semi-auto=saiic

patic-écotiomictdkspatchipparations
b oA

(12)
SASSON and MERRILL (1974) extended some applications

6fwihe optimization techniques which were used in economic dispatch

L S
%3

to the other power system problems.' They.also gathered several

methods and présented them in their paper.

The Survey of Methodoiogies

.g.,,

1. The survey of load division methodologies

In solving the n-unit plant load distribution problem,  there .

' are three %ésic approachess

(1) the incremental fuel cost,appréach;



(2) the nonlinear programming (NLP) appreach; and
(3) the penal ty function approach.
A1l three approaches nay be fiewed as the optlmlzatlon or near

optlmlzatlon theory.

1.1 Incremental fuel Eost approach

The fundamental concept of this approach was develo?ed on

the basis of the principal idea that all units within a power |

plant must operate at the same incremantal fuel cost for a minimum

cost, This approach ¥as widely used by STEVEKSON Jr.(ls)

(13)

s SKROTZKI
and VOPAT. HAPP(s)used this approach for the on-line implementa-
tion.

(4,16)

1.2 Nonlinear programming approach

,This is the most general case of mathematical programming.
It is a problem to have at least one nonlinear constraint or to
have a noﬁlinear objective function. Naturally, quadratic pro-

‘ gramming is a particular case of nonlinear programming..

The computatlonal solutlon of an NLP problem is much more'
;ospllcated..There is no computatlonal algorlthm which would gua— :
-;rantee a solution to any NLP problem in ) finite number of sueps.‘
1£A number of 1solated algorlghms have been developed in the past,
namely, the;g;adlent approach* the method of feasible directions
developed by G. Zoutendlgk' the gradlent projection method developed'

by d e B Rosen, and Lastly, the sequential unconstrained mwnlmluatlon

technique (SUHT) originally proposed by C.W. Caroll and then
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rigorously justified and developed—into a working computer program

by A.V. Fiacco and G.P. HcCormick,

One of the main advantages of the last method (SUMT) is that
it deals efflClently w1th ‘nonlinear objective functlons and cone
stralnts of both equallty and inequality types. The convexity or
concav1ty of the functions involved is not a necessary condltlon
for the algorithn to work. However, if these conditions are not

satisfied,Aihe algorithm may converge to a local instead of a global

&
extremum, -

1.3 Penalty function approach(7’1o5ll)

This approach relies on studying the penalty factor of the
penalty function used in SUNMT. It is based on the transformation
of the origimnal censtrained problem into an auxiliary unconstrained
problem the minimum of which is the same as the minimum of the ori-
ginal_problem. Unconstrained minimization techniques can then be

used to cbtain the optimuma

’ Carrol flrst proposed a SUNT method that Fiacco -and McCormick
1ater developed and gave rlgorcup proof. This method deals with the

case of a nonllnear problem Wthh can be stated as " hlnlmlue f(x)

‘)

n sub;ect to the eonstralnts

44 18

gi(x) } a6 't A P SR : y (2-1)

“where X is an n-dimensional vector and m> 0.,' The method is to

. mlnlmlze the unconstralned ‘unctlon

_P(§,rk) = f(x) + r,jz: " gi(g) ?.0, | (2;2)
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Lootsma searched for a function'%( gi(i) which 18,
. 6 m 31 ' i e
P(x,r,) = £(x) -r_ > 1ln g. (x), g.(x)> 0. (2-3)
="k - k g it= i'=

A necessary condition of both methods before commencing the first
mlnlmlzatlon is that an initial feasible point has to satisfy all
1nequa11ty constraints g(x))CL As Ty approaches zero, P and f coin-
ci:'de'\.

Lastly, a method due to Zangwill was presented,

P(x,r

k) = iz} + ——-:E: (g (&)) gi(x) 3 0. (2-4)

A sequence of Tie values are chosen,;but there is no need for an inji-

tial feasible point with Zangwill's method.

Even.thoughZZangwill's method has the advantage over the
vofher two in tﬁat it can handle equality coanstraints as well as
inequality constraints and does not require an initial interior

{11)

point., Sasson proved in his paper that with Zangwill's method
an undesired effect can also be produced with an unsuitable choice
Fofjthe initial r factor. If large values are selected, the process

bécomes a very lengthy one; if too small, premature convergence to

a sﬁb-optimal point can occur. In both cases, there is a tendency

"to infélve a .very large number as rk approaches zero, making the

mznlmlzatlons very dlfflcult.

3
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\iu : ..L

.~ In this study,_the Lootsma's penaity function is used. K
i g (9-10,16)
- Py The survey of unconstralned minimization methodologies

S
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_Some of the techniques described in Sec.2, and in particular



the SUMT method, require numerous intermediate:solutidns of

unconstrained extremization problems. One of the possibilities

of perfoeming unconstrained extremization is through a direct

search method. Many efficient search methods have been developed;
‘.11\‘. i

i. ey the steepest descent method,panallel angentsnethod, Powell's

method, Fletcher and Reeves' method of conjugate gradients, Davidon's

me{hod,_Fletcher-Powell"method, the generalized Newtoh-Raphson wethod,

(9,16)

and so on., Several comparative studies have been made on these

methédso

2.1 The steepest descent method

The steepest descent method is based on the fact that the

;igrédient of a function at a point shows the direction of the

V greatest rate of increase of the function at the point. Thus, by

moving in the negative gradient direction, the function is decressed

at the maximum rate.

r

YAlthough the logic of the steepest descent method is easy

to comprehend and simple to impleﬁent, the method suffers from

\serioué disadvantages, Firstiy, the method does not guarantee
“_convergence after a definite number of iterations even for 51mPle :

: and well-behaved functlons. For instance, even when the 4 socost

1 §

‘contours of the obgectlve functlon P are a family of elllpses, the

_convergence depends to a large extent on the stﬁrtlnv point.

Secondly, when P is comnllcatea and exhlblts rzdres, osc1l atlons

3

occur and the convergence is impaired. In addltlon, when P is -

complicated, the evaluation of the gradient is itself a laborious
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process. . b
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4.2 - Davidon~Fletcher-Powell method"

# s ' 5 &
§ i ® ¥ E

Tﬁis method belongs to the category of wvariable matric"j'
metﬁods which are &erived from tﬁe well-known NeWtOD;Raththaf
second order gradlent technique. Instead of mov1ng along the neéatlve
gradient (YP) the movement is made along a mapped gradient (-H §7P),

where B¥ is & (nxn) pos1t1ve deflnlte matrlx.

The procedﬁre is started with an initial approximationbxoﬁ
and any positive definité matrix Ho, usually the unity matrix I;i
Thus, thé first move is similar to the steeéest descent move.
Subsequently, Hi is updated and tends to G-1 where G is afmétrié of
the second-order partial &erivatifés of P at the miniﬁum.:.Thié
method locatés the minimum of a qﬁadratic objecti?é:fuﬁcfioh'oéﬁ:§¢

n variables in n iterationse.

2.3 Powell's nethod of conjuzate directions

Two vectors X and Y are said to.be conjugate with réspect
to 2 matrix A if X'AY=0. If X1,Xé...xn are n vectbrs conjugate to
each other, it can bé shown that a quadratic function F = X'AY:+'B;iI+ c
is minimized by seérching once alongbeach_df the n conjugéte a4
directions. The theorenm is the basis of all conjugate direction methoéé.

There are several variations of the method depending on the way in

- which the conjugate directions are generated.

The Fletdhe} and Reeves method and the method of parallel

tangents make use of the gradient of the function to generate con-!ff
A{,‘
jugate directions. Another method due to Powell nchleves the same

o Lk "';:t rau il itk oSt
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without the use of gradients,

2.4 Direct search methods.

These methods make use of only function evaluations ané;are:
reviewed in detail by Fletbher."The most elementary version of this
is to search sequentially along each of the ﬁ qoordinate directioné
and to repeat the cycle'till convergence is obtained.' But this;
method is highly oscillatory and has poor convergence properties.

Details will be described in Chapter III.

4.5 Random sesrvh methods

These methods belong to an entirely different class of mini-
mization techniques. They do not require derivatives and reiy only
on direct function evaluations. A review of the random search methods

has been made by Brooks.and it will be described in Chapter III too.

Ramarathnam, Desai and Rao commented in their paper Cg)that
the last two methods (Sec.4.4 and 4.5) work very well for the functions
used to test the efficiency of the algorithms. The combination of-

these %yo methods will be used in this study.
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