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CHAPTER I

INTRODUCTION

1.1 Introduction and Problem Review

Nowadays, as the advancement in digital technology has grown significantly such as data ac-

quisition, storage and communication technologies. Then, it produces the availability of video data

which increases at an exponential rate. In the post-production management of digital cinema contents,

a large amount of the raw video (rushes video) needs to viewed and organized due to the importance

of the content that is required in the final version. In general, rushes videos are the raw videos which

are recorded from filmmaking production. A basic structure of rushes video is called a scene which

recording followed in the script. A scene is typically recorded many times according to the require-

ment of director, with various setting and unexpected mistakes [1, 2]. Therefore, there are two types

of content in the rushes video: useless content and redundant content. The useless content is the

shots that are not relevant to the main content of the video such as color bars, single color frames and

clapper boards. The redundant content is called a retake, a repetition shots with the same or near-

identical setting. Figure 1.1 shown an example of the retake which consists of two takes from video

MRS025913. Then, a retake is needed to detect, and then the best take should be selected before

the post-production. However, It is time consuming to manually eliminate retakes from long vide

sequences, therefore, a method for automatically but reliably eliminating retakes would be useful.

Figure 1.1 Example of retake from video MRS025913.
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Several approaches have been proposed for the redundant detection of the video. [3] proposes

a framework for detecting a redundant video. It used a sequence shape similarity metric and k-means

clustering algorithm. Linjin [4] focuses on detecting and removes the redundant video content by

using the hierarchical agglomerative cluster (HAC) and the Smith-Waterman algorithm to produce

the video summary. In sports videos , a method [5] proposes to analyze and to detect the redundant

data by using the characteristics of main colors and multi-region segmentation algorithm. [6,7] focus

on matching commercial film clips by using binary signature and simple distance matching method.

However, conventional redundant detection methods cannot provide the efficiency results for rushes

video. Due to some significant differences from another video. Moreover, these videos are unedited

and contain useless and redundant content.

Recently, there are several researches proposed the method to detect the retake in rushes videos

[8–17]. As for the first step of automatic video processing systems, the continuous video sequences

are usually segment into shots that are the basic video units. The automatic shot boundary detection is

applied by using pixel different with threshold [15–17], histogram different with threshold [8,9,13] or

adaptive threshold [10] and color-texture with the analysis of temporal slices [11]. Keyframe selection

methods are employed to extract the shots or sub-shots representative [8–17]. In order to detect the

retake in rushes video, the [8] uses of hierarchical agglomerative clustering algorithm was based on

sub-shots that are represented by its average on local histogram. Liu et al. [14] proposed a multi-state

clustering algorithm based on keyframes of sub-shot. In [11] detects the retake by using keyframe

and speech transcript comparison based on directed graph. However, the previous methods are limited

because a short or sub-shot representative is depended on keyframe selection methods, and moreover

the lowest number of keyframes cannot provide high efficiency for clustering method.

Another approach has been proposed the method to detect retake based on sequence match-

ing [18–20]. In [18, 19], the rushes video is decomposed into one-second segments, and then these

segments are clustered by using a hierarchical classification to group into long segments. The given

long segments are used to construct the alignment matrix by using frame-based and the Smith-

Waterman algorithm. The retakes are detected by searching for white rectangle areas in the alignment

matrix. However, this method is limited because the alignment matrix is constructed by using frame-

based which is computationally expensive, and moreover it requires manually adjusted threshold for

retake detection. A distance measure approach based on the Longest Common Subsequence (LCS)

algorithm is presented in [20], rushes video is decomposed into segments using shot boundary detec-

tion based on SVM classifier. The similarities for all shots are computed based on LCS algorithm,

and then two shots will be merged if the value of shot similarity larger than the predefined threshold.
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Single linkage clustering is used to determine the retakes based on the value of shot similarities. The

result shows that this method has a good performance for detecting the retake of the rushes video.

However, it cannot differentiate between the scenes with little action and shot in the same room. Due

to the difference in visual information and activity between the scenes is very small.

In this dissertation proposes a method to detect the retake of rushes video by using the char-

acteristic of a video sequence, the object recognition method was based on Scale-invariant feature

transform (SIFT), the characteristic of retake and the Longest Common Subsequence (LCS) algo-

rithm. This method uses the characteristic of a video sequence that can be represented as the se-

quence of objects. In rushes video, the retake is a repetition shots with the same or near-identical

setting, this then it will be has a common subsequence of the object pattern. To detect a common

subsequence, the sequence of object location is encoded into a sequence of string pattern by using the

object recognition method based on SIFT feature and the grid method. Then, LCS algorithm can be

used to find a common subsequence, an indeed was recently reported to provide the best performance

when using for matching the sequence [21]. From the characteristic of retake, each retake has two or

more takes that appear as an order of sequence. Taking this characteristic into account, the method

can detect the retake by finding a common subsequence of string pattern based on a simple algorithm

and LCS algorithm. The framework of this proposed method has been designed into four steps. Step

1, the rushes video is divided into structure call shots using our proposed automatic Shot Boundary

Detection (SBD) based on Singular Value Decomposition (SVD) and k-means clustering. Shots that

contain a single color, color bars or clapper boards will be eliminated by our proposed algorithm using

Near Duplicated Keyframe (NDK) in step 2. Step 3, in the remaining shots, the local feature of each

frame is extracted using SIFT algorithm. The similarity between consecutive frames is calculated

using a SIFT matching and then converted into a string. The given string is then concatenated into

a string sequence to use as shot representative. In step four, the similarity between two sequences is

evaluated by the LCS algorithm. The simple algorithm is performed to detect the retake by using its

characteristic.

1.2 Research Objective
The main objectives of this dissertation are the following:

(a) To develop a new technique for retake detection of rushes videos, which enhances the per-

formance in terms of recall and precision.

(b) To develop a new technique for abrupt shot boundary detection, which enhances the perfor-

mance in terms of recall and precision.
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1.3 Scopes of the Study
In this dissertation, the scope of work is constrained as follows:

1. For retake detection, the experimental results are based on TRECVID 2007-2008 BBC rushes

summarization data sets.
2. For video shot boundary detection, The proposed method is focused only on detection abrupt

cut shot boundary. The experimental results are based on TRECVID 2004 and 2007 video shot

boundary detection data sets.

1.4 Contribution
This dissertation proposed a new method to detect the retake of rushes video based on Scale-

Invariant Feature Transform (SIFT) and Longest Common Subsequence (LCS). This method uses the

characteristics of retake such that the retake has a common subsequence of the object pattern. The

framework of this proposed method is designed into four steps. Firstly, the rushes video is divided

into shots and, then, shots containing a single color, color bars or clapper boards are eliminated. In the

remaining shots, the local features of each frame are extracted using SIFT algorithm. The similarity

between consecutive frames is calculated by using a SIFT matching and, then, converted into a string.

The given string is, then, concatenated into a string sequence and the LCS algorithm evaluates the

similarity between two sequences. The simple algorithm is performed to detect the retake by using its

characteristic. This proposed method was tested and evaluated with other existing techniques based

on the available benchmark data sets.

1.5 Research Plans
1. Study and review the related papers that are related in retake detection.

2. Develop a new technique for abrupt cut shot boundary detection and retake detection.

3. Develop and test with benchmark data set.

4. Compare the results with the other techniques.

5. Analyze the experimental results and summarize the outcomes.

1.6 Organization of the Dissertation
The rest of this dissertation is organized into five chapters. Chapter II reviews the background

information and the methods related to the proposed method. Chapter III describes the new technique

for abrupt cut shot boundary detection and retake detection. Chapter IV the experimental results being

presented. Chapter V the conclusion and future work are presented.



CHAPTER II

BACKGROUND AND LITERATURES REVIEWS

In this chapter, the theoretical background on Video structure, Rushes video, Singular Value

Decomposition (SVD), K-means clustering, Longest Common Subsequence, Scale Invariant Feature

Transform (SIFT), SIFT Features Matching, Near Duplicate Keyframe (NDK) are described. The

previous work on video shot boundary detection and retake detection that related to the proposed

method are also reviewed and discussed.

2.1 Background

In this section, TRECVID, Video structure, Rushes video, Singular Value Decomposition

(SVD), K-means clustering, Longest Common Subsequence, Scale Invariant Feature Transform (SIFT),

SIFT Features Matching, Near Duplicate Keyframe (NDK) are reviewed.

2.1.1 TREC Video Retrieval Evaluation (TRECVID)

The Text Retrieval Conference’s (TREC’s) Video Retrieval Evaluation (TRECVID) was a

TRECstyle video analysis and retrieval evaluation, the goal of which remains to promote progress

in contentbased exploitation of digital video via open, metricsbased evaluation [22–30]. TRECVID

is funded by the National Institute of Standards and Technology (NIST) and other US government

agencies. Many organizations and individuals worldwide also contributed significant time and effort.

From 2001 to 2011, there are consist of tasks as following:

1. Shot Boundary Detection

2. Known-item(s) Search

3. General Statements of Information Need

4. Feature Extraction

5. Search

6. Story Segmentation
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7. Low-level Feature Extraction (Camera Motion)

8. High-Level Feature Extraction

9. Explore BCC Rushes

10. Rushes Summarization

11. Surveillance Event Detection (SED)

12. Content-based Copy Detection (CCD)

13. Semantic Indexing (SIN)

14. Known-item Search (KIS)

15. Instance Search (INS)

16. Event Detection in Internet Multimedia (MED)

2.1.2 Video Structure

In recent times, videos are widely used in many research fields such as video indexing [31],

video classification [10], commercial film classification [32] and video summarization [33]. In order

to analyzing content, videos are needed to be divide into subunits. Generally, a video can be organized

into a syntactic structure based on the video production [34]. This structure consists of frames, shots

and scenes [33, 35–37].

• Frames are the basic component in video which is represented by a static image.

• A shot contains with the contiguous sequence of frames which are defined a boundary by using

a transition between the image content.

• A scene is the combination of shots that represent a different camera shot with the same content.

The video structure is schematically shown in Figure 2.1.
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Original Video

Scenes

Frames

Shots

Figure 2.1 The structure of video.

2.1.3 Rushes Video

In general, the result from filmmaking is the rushes videos which are the raw recording from a

digital video camera. They are obtained from the arrangement of movie production. During filmmak-

ing process, a scene is typically taken several times due to some unexpected mistakes with an actor

or the directors needs to ask for different performance. Therefore, the rushes video contains useless

content and redundant content. The useless content is the shots that are not relevant to the main con-

tent of the video such as color bars, single color frames and clapper boards (see Figure 2.2). The

redundant content is the repetition shots with the same or near-identical setting as shown in Figure

2.3.

(a) (b) (c)

Figure 2.2: The useless contents are included in rushes video. (a) The color bars. (b) The Single color

frame. (c) The clapper board.
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Figure 2.3: The repetition shots with the same or near-identical settings are taken from video

MRS035123.

2.1.4 Singular Value Decomposition (SVD)

The matrix decomposition is one of the most gainful ideas in the theory of matrices. The

theoretical utility of matrix decompositions has long been appreciated. More recently, they have

become the mainstay of numerical linear algebra, where they serve as computational platforms from

which a variety of problems can be solved. The singular value decomposition (SVD), one of the most

useful decomposition of linear algebra, is a factorization and approximation theory which effectively

reduces any matrix into a smaller invertible and square matrix [38–40].

In order to determine the singular value decomposition from a given rectangular matrix, Let A

be a real m× n matrix with m ≥ n. It can be factored in to the form

A = USV T (2.1)

where U and V are unitary matrices and S is a rectangular diagonal matrix of the same size as

A. These diagonal elements are called the singular values of A. Then, we can assume that

S = diag(σ1, . . . , σn) (2.2)

σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0 (2.3)

Thus, it can be proved that rank(A) = r, σr+1 = σr+2 = · · · = σn = 0. The example of SVD

is shown in Figure 2.4.
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Figure 2.4 An example of Singular Value Decomposition (SVD).

In digital image processing, several studies have already focused on the use of SVD for Im-

age enhancement [41], video sequence matching [42] and video shot boundary detection [43]. By

considering the input image as matrix A, and can be decomposes in to a singular value with the corre-

sponding singular vector factorization. These values are useful information for discriminating image

patterns or contents. Fig 2.5 is shown an example image and their singular values.

(a) (b)

Figure 2.5: An example of Singular Value. (a) An example of image. (b) The first ten singular values

are determined from the given image.

2.1.5 k-Means Clustering

The k-means method is the most commonly used algorithms for geometric clustering. This

algorithm was originally proposed by Forgy [44], McQueen [45], and it is well known as Lloyd’

algorithm [46]. The algorithm uses a local search method to partition n data points into k clusters.

It starts with a random initial partition and keeps reassigning the n data points to k clusters based on

the similarity between the n data points and the cluster centers until a convergence criterion is met.

Nowadays, the k-means method is still very popular and it has been applied in a widely areas

in digital image processing and computer vision. Due to it’s simplicity and its time complexity is

O(n), where n is the number of data points [47]. Let P = {p1, p2, . . . , pn} be a set of patterns. Let

C = {c1, c2, . . . , ck} be a set of cluster centroids. The k-means algorithm has the following steps:
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1. Arbitrarily choose k initial centers c1, c2 . . . , ck.

2. For each i ∈ {1, . . . , k}, set the cluster Ci to be the set of patterns in P that are closer to ci than

cj for all j ̸= i.

3. For each i ∈ {1, . . . , k}, set the cluster ci to be the center of mass of all patterns in Ci : ci =

1
|Ci|

∑
pj∈Ci

pj .

4. Repeat steps 1 and 2 until ci and Ci no longer change. The partition of P is the set of clusters

C1, C2, . . . , Ck.

The example result of k-means method is shown in Fig 2.6. The random patterns are shown in

Fig 2.6(a). The result for k-means algorithm with k = 2 is shown in Fig 2.6(b).

(a) (b)

Figure 2.6: An example result of k-means method. (a) The input patterns. (b) The input patterns are

partitioned into two clusters with k = 2.

2.1.6 Longest Common Subsequence

The LCS can be used to measure the similarity between two string sequences, and indeed was

recently reported to provide the best performance when using distance measurements for clustering

multiple takes of the same scene [21]. This is achieved since LCS provides a similarity of two or more

string sequences by determining the length of each common subsequence. It implies that a sequence

C = c1, c2, ..., cm is a subsequence of A = a1, a2, ..., an if there exist indices 1 ≤ i1 < · · · < im ≤ n

such that C = ai1, ai2, ..., aim. We say that a sequence C is a common subsequence of a given two

sequence A and B if C is a subsequence of both A and B. The sequence C can be computed by using

a dynamic programming approach as following recurrence formula:
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C[i, j] =


0 if i = 0 or j = 0 ,

C[i− 1, j − 1] + 1 if i, j > 0 and ai = bj ,

max(C[i, j − 1], C[i− 1, j]) if i, j > 0 and ai ̸= bj .

(2.4)

where C[i, j] is the length of a common subsequence.

2.1.7 Scale Invariant Feature Transform (SIFT)

Recently, the Scale Invariant Feature Transform (SIFT) algorithm presented [48–51]. SIFT

contains a histogram representing the gradient orientation and magnitude information within a patch

of images. The advantage of this feature is that it is invariant to image scaling, translation and rotation,

and is also partially invariant to the illumination changes and affine or 3D projection. The SIFT

feature can be applied to object recognition [52], image similarity [53] and near duplicate image

identification [54]. The feature extraction is performed through the four successive steps as follows:

• Scale-space local extrema detection: The feature is detected by finding the locations that rep-

resent the maxima or minima difference-of-Gaussian function in scale space.

• Keypoint localization: The given keypoints from the previous step need to be extracted for

localized information. Keypoints with a low contrast or poorly localized along an edge are

rejected. The localized data is accomplished by fitting a 3D quadratic function to the local

sample point. The quadratic function is computed using a Taylor expansion of the scale-space

function.

• Orientation assignment: When each keypoint location is determined, an orientation must be

assigned to it. The gradient magnitude and orientation are computed from each pixel of the

region around the keypoint location, as per the following equation:

m(x, y) =
√

(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (2.5)

where L(x, y) is an image sample, m(x, y) is the gradient magnitude,

θ(x, y) = tan−1((L(x, y + 1)− L(x, y − 1))/(L(x+ 1, y)− L(x− 1, y))) (2.6)

where θ(x, y) is an orientation.



12

• Keypoint descriptor: When each keypoint is assigned a scale and an orientation, the similarity

- invariant patches are extracted. The region around each keypoint is divided into 16 (4 × 4)

subregions. The gradient samples are accumulated into orientation histograms that epitomize

the given subregions. Then, for each 16 subregions, an eight-orientation bin histogram is estab-

lished and a 128 dimensional vector is constructed. In order to make it invariant to illumination

change, histogram values with large gradients are reduced to a threshold and the feature vectors

are normalized into unit lengths.

An example of SIFT features are shown in Figure 2.7.

50 100 150 200 250 300 350

50

100

150

200

250

Figure 2.7 An example of detected SIFT features along with their locations and scales.

2.1.8 SIFT Features Matching

In order to match the keypoints from two images, Fan et al. [55] introduced a simple matching

method based on the distinction of the keypoints. Let Kpx being a keypoint from image X and

Kpy from image Y . Kpx considered a match to Kpy if Kpx is the nearest neighbor of Kpy in the

descriptor’s feature space. The nearest neighbor (NN) algorithm is used as the matching algorithm. It

can be computed as the following equation:

D(Kpy,Kpx)
2

D(Kpy, Ḱpx)
2
< τ2 (2.7)

where D(., .) is the Euclidean distance between the descriptors of the two keypoints, Ḱpx is
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the second nearest keypoint of Kpy in image X , and τ is a threshold for determining whether Kpx

and Kpy are matched or not. An example of SIFT features matching is shown in Figure 2.8.

100 200 300 400 500 600 700
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100
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200

250

Figure 2.8 An example of matched SIFT features between the two frames.

2.1.9 Near Duplicate Keyframe (NDK)

Near-duplicate keyframes (NKDs) are the collection of keyframes which are similar or nearly

duplicate of each other. It appears in the different situation due to a variety of capturing, in digitaliza-

tion and editing conditions. The methodology used for identifying a pair of near-duplicate keyframes

(NDK) is very useful for a variety of applications such as commercial film detection, news story

classification and content-based video search. Ngo et al. [56, 57] introduced an efficient method to

identify a near-duplicate keyframes in a broadcast domain based on interest point matching and pat-

tern learning. This method is invariant to image scaling, translation, rotation, illumination changes,

and affine or 3D projection. First, all keyframes extract the key points and match them by using the

one-to-one symmetric (OOS) mapping strategy with an index structure LIP-IS. Finally, the degree of

matching coherency in space are measured by evaluating the entropy of the patterns. They evaluate

their method by using TRECVID-2004 broadcast videos. The results show that their method has a

good performance in terms of recall and precision within a large margin. Therefore, this method can

be used to eliminate the clapper boards s well as giving some detail in chapter three.
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2.2 Literature Review

This section gives a review in shot boundary detection and retake detection that will be com-

pared with the proposed method.

2.2.1 Video Shot Boundary Detection

Nowadays, the advancement in digital technology has grown significantly such as data acqui-

sition, storage and communication technologies. It also produces the availability of video which

increases at an exponential rate. Then, the techniques for browsing, retrieval, classification and sum-

marization are needed. Therefore, the video data need to be organized into compact forms for extract-

ing semantically meaningful information. Shot boundary detection is the most basic technique that is

widely used as the first step to organize the video data into segments.

Based on the video production process, a shot is contained within a contiguous sequence of

frames which defines a boundary by using a transition between the image content. According to

TRECVID’s categorization [58], there are mainly two types of transitions in a video sequence: The

cut or abrupt shot boundary, as well as the gradual shot boundary. A cut shot boundary is a shot

change that may occur between the two frames. A gradual shot boundary is a slow change that occurs

over multiple frames.

As previously mentioned, in this study we focus on developing an efficient method to eliminate

a retake in rushes video. According to the definition of rushes video [25,26] , all rushes are unedited;

therefore, they must consist of hard cut only. Then, the method for detecting a cut shot boundaries

are performable for these video.

There are many approaches that have been proposed for shot boundary detection. The simplest

approach is to determine the difference between the consecutive frames based on the global features,

such as color histograms or pixel intensity [59]. Another method used the local features by dividing

each input frame into blocks [8]. A threshold based is used to classify the hard cuts. The results

showed that these methods are fast and simple. In [59], a comparison of hard cut detection method

is presented. However, a threshold based method cannot differentiate between the hard cut and the

large objects motion. Moreover, it is difficult to achieve equality efficiency for new video data. This

problem can be overcome by using the clustering method. Suzuki et al. [60] proposed a method

based on integrating multiple features and statistical pattern recognition. The method provides a

good performance for hard cut detection. However, computation time is required due to integrating
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multiple features, especially motion vector and MDH. Furthermore, there is no clarity in the detail

for statistical pattern recognition that they are used. Cernekova et al. [61, 62] proposed a technique

based on the Singular Value Decomposition (SVD) and unsupervised clustering. SVD is applied on

color histogram, and then classify a shot boundary by using a static threshold and a hypothesis test

between two consecutive frames. Using the technique based on SVD, a dimension of features can

be reduce. The experiments were conducted on the TRECVID 2004 test set and their method has

a good performance in terms of recall and precision. However, this method is limited because it

uses brute force matching to determine the number of clusters that is computationally expensive. Le

et al. [63] presents an approach for video shot boundary detection based on visual information and

Support Vector Machine (SVM). A training set performs by manually labeling all video frames into

six classes that correspond to the transition types. The experiments were conducted on the TRECVID

2003 test set have shown that their approach is effective. However, this approach is limited due to

high computation time and large memory are required with SVM for training and testing.

2.2.2 Retake Detection

Redundancy elimination for rushes video is a challenging task due to difficult repetitive seg-

ments, which are taken from the same scene, usually have different lengths and motion patterns.

Recent work on retake detection [8, 10, 64–66] has proposed a technique using keyframes based as

video shot that represent the clustering algorithm to eliminate redundancy. In [10] present a method

to detect retake based on the tight clustering is produced via SIFT matching. Rushes video is seg-

mented into shots using a simple method of applying an adaptive-threshold on the discontinuity. The

first frame, the frame that has visual appearance’s significantly different from the last frame and the

last frames are selected as keyframes for each shot. Shots that are relevant to the useless content are

filtered out. Then, shots are clustered via SIFT matching for redundancy elimination. Le [64] et al.

introduced a method on how to detect retake based on clustering via color distributions. First, the

input video is decomposed into fragments by comparing consecutive frames. These fragments are

grouped by a clustering method and then, consecutive fragments are grouped into segments. Finally,

the adjacent segments are merged if the distance between them falls below a threshold. Keyframes

based and single-linkage clustering algorithm for retake detection is proposed in [8]. Rushes video is

decomposed into shots and sub-shots using color histogram distance. The useless shots are then re-

moved via color histogram detection. Then, a hierarchical agglomerative clustering algorithm based

on average local histogram is used to eliminate retakes. In [65] proposed an algorithm to determine

retakes based on hierarchical modeling of adaptive clustering. First, rush videos are hierarchically
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modeled using the formal language technique, then shot boundaries are applied to extract them and

then construct a structuring hierarchical model of videos based on the concept of V-unit. The junk

frames within this model are eliminated. Adaptive clustering is employed to group shots into clus-

ters to determine and eliminate retakes. Noguchi et al. [66] introduced a method based on shots and

k-means clustering. First, an input video is divided into shots by using difference measure between

consecutive frames. Then, these shots are grouped by the k-means method, using color, motion and

faces as features to detect and eliminate retakes. In [11] proposed a method to eliminate retake based

on keyframes and directed graph search. An input video is decomposed into shots using the analy-

sis of spatio-temporal slices extracted from the compressed domain. Keyframes are selected using

detected high curvature points within each shot and junk shots are then filtered out. Shots are parti-

tioned into sub-shots corresponding to different phases during video capture. The similarity between

the two sub-shots are determined based on keyframe and speech transcript comparison. Then, a di-

rected graph is constructed based on sub-shots similarity. The repetitive sub-shot detection is solved

by searching for maximum complete subgraph.

Other approach [18–21] presents a technique based on sequence matching and clustering algo-

rithm to detect and eliminate retakes that are related to the proposed method. Emilie et al. [18,19] pro-

posed a method based on the detection of repetitive sequences, using a variant of the Smith-Waterman

algorithm to find matching subsequence. First, test patterns are removed by determining a Euclidean

distance with the detector vector T where the detector vector T is computed from the mean hue his-

togram of frames in the training set. Uniform color frames are detected by computing the entropy of

the distribution of color pixels in HSV color space. If an entropy is lower than predefined threshold, it

is removed. Clapper boards are detected using a SVM classifier. A training set of 9972 frames labeled

as clapper boards, and 15501 frames labeled as non-clapper board are used. For each frame, a feature

vector based on the HSV histogram of the central region of the frame is computed and then trained

as a SVM classifier using these features. Then, this classifier is used as a clapper board detector.

After removing the junk frames, a rushes video is then decomposed into one-second segments. The

given segments are clustered using a hierarchical classification that allows tuning the notion of visual

similarity by selecting different levels in the hierarchy. Then, a video sequence alignment algorithm

based on Smith-Waterman algorithm is used to find repetitive sequences for detecting retakes. How-

ever, this method is limited because Smith-Waterman algorithm for sequence alignment and working

on frame levels for scene detection are computationally expensive. Moreover it manual adjustment of

the threshold for scene detection. A distance measurement approach based on the Longest Common

Subsequence (LCSS) algorithm is presented in [20,21], rushes video is decomposed into segment us-
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ing shot boundary detection based on SVM classifier. The similarity for all shots are computed based

on LCSS algorithm. Then, two shots will merge if its length is lager and gab is lower than predefine

threshold. Single linkage clustering is used to determine the retakes. However, the use of too many

similarity matching based features on LCSS requires a very large computation time.



CHAPTER III

PROPOSED METHOD

3.1 Proposed Framework

The framework of this proposed method shows schematically in Figure 3.1. The input video is

first decomposed into shots and then the junk shots are removed. Keyframes are then extracted from

each shot and then given frames there are encoded into a string sequence using the location of the

object. The LCS algorithm is then enacted to detect the presence of any retakes.

Junk EliminationRushes Video Detection
Retake 

Detection
Shot Boundary

Extraction
Feature

Figure 3.1 Proposed framework.

3.2 Video Representation

The characteristics of a video sequence can be represented by the sequence of objects that

appear in the video sequence. Figure 3.2 shows an example of an object moving from left to right.

In order to detect the occurrence of objects in video sequence, the object recognition method can be

applied. However, the object recognition method cannot determine sufficient information of the object

location. In one attempt to overcome this difficulty, an optimal grid size for specifying the location of

an object in one or two dimensions by maximizing the information content (entropy) of the system in

which the objects reside was introduced [67]. In addition, finding the location of an object by dividing

the considerable geographical area into a two dimensional grid has been proposed [68]. In this work,

therefore, the object recognition method based on the SIFT feature and the grid method are adopted

to determine the object location in the video sequence.
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Figure 3.2 An example of object appears in the video sequence.

3.3 Shot Boundary Detection

In order to eliminate redundancy in rushes video, the first needs to organize rushes video into

the compact forms or extracts semantically meaningful information. As for the definition of rushes

video [25, 26], all rushes are unedited therefore they must consist of hard cuts only. Shot boundary

detection is the most basic technique that is wildly used as the first step to organize the video data

into segments. In this dissertation, we proposed a new method for hard cut shot boundary detection

based on Singular Value Decomposition (SVD) and k-means clustering.

3.3.1 Local Feature Extraction

As for shot boundary detection, a set of features extracted from a frame or a region of frame

is an important component. Recently, several studies have already focused on the use of SVD for

Image enhancement [41], video sequence matching [42] and video shot boundary detection [43]. By

considering the input image as the matrix A, it can be factored into a singular value and the corre-

sponding singular vector factorization. These values are useful information for discriminating image

patterns or contents. However, a global feature is very sensitive to motion such as big object and high

camera movement. In [59] present a comparison of several shot boundary detection and classification

techniques. The results show that a local feature gives high performance than each another. This

feature has the advantage of invariants to large object motion and high camera movement. Therefore,

the local SVD features are used as the frame representative.

In order to extract a local SVD feature, let frame ft being an input video frame. Each frame ft

is divided into B×B blocks. Figure 3.3 shows an example of frame that is divided into 4 × 4 blocks.

Let block A be a M ×N matrix of block b− th. The SVD of matrix A is then factored into from

A = USV T (3.1)



20

Figure 3.3 An example of frame is divided into 4 ×4 blocks with the layout of local feature.

where U is a M × r column orthogonal matrix, V is a N × r column orthogonal matrix, and

S = diag(σ1, . . . , σr) is a diagonal matrix for r = min(M,N). These diagonal elements are called

the singular values (SV). Thus, SV vector can be utilized to describe each blocks b − th of frame ft

effectively. Then, the set of SV vector for every frame ft are defined as

ST
b,t = diag(σ1, . . . , σr) (3.2)

Where ST
b,t is the SV vector of block b − th, b = 1, 2, . . . , B2. Thus, ST

b,t[r] represents the

value of the r − th of the SV vector.

3.3.2 Feature Similarity Measure

In order to detect a shot transition between two adjacent frames based on local feature, an

appropriate similarity measure can be used to overcome this. Euclidean distance is probably the most

common similarity measure which is used for numerical data. The Euclidean distance between two

SV vectors ST
1 , S

T
2 is defined as

Decu(S
T
1 , S

T
2 ) =

√√√√ n∑
i=1

(ST
1 [i]− ST

2 [i])
2 (3.3)

Thus, the similarity between the b− th block of frames ft and ft+1 can be defined as

Dsim(b) = Decu(S
T
b,t, S

T
b,t+1) (3.4)

An example of the similarity between frame pair is shown in Figure 3.4.
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Figure 3.4: Example of the similarity values are computed between frame ft and ft+1 with 4×4

blocks.

3.3.3 Shot Clustering

Usually, most widely methods to detect a shot transition are based on similarity measure be-

tween two adjacent frames. A threshold-based can be used to achieve this. The advantages of this

method are fast. However, a threshold-based approach cannot achieve equality efficiency for new

video data. Hence, more effective methods are needed. The unsupervised clustering can be used to

overcome this problem. Then, we employ a simple k-means clustering to detect a shot transition.

As we concentrate on cut boundary detection, then we define a type of boundary into two

classes: a normal boundary and cut boundary. A normal boundary is the boundary between two adja-

cent frames that have the same or nearly visual information. A cut boundary is the boundary between

two adjunct frames which have different visual information. Figure 3.5 shows an example two classes

of boundaries. Taking this definition into account, we can classify a given feature similarity between

each two adjacent frames by using k-means with k = 2.

In order to classify a shot boundary, a given D(sim)[b] are sorted into ascending order. Let’s b′

denote the region index after sorting so that Dsim(b′) ≤ Dsim(b′ + 1). Then, for each two adjacent

frames, these values are obtained by sorted their region. According to a problem with large object

motion and quick camera movement, this can solve the problem by removing the large values of

Dsim(b′). Therefore, the values of Dsim(b′) for clustering is defined as
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Figure 3.5 Example of two classes boundary (Normal boundary and Cut boundary).

x =
B2−θ∑
b′=1

Dsim(b′) (3.5)

where θ is the number of Dsim(b′) that are needed to avoid. The set of input vector is defined

as

X = (x1, x2, . . . , xd) (3.6)

where d is the dimensionality of X . An example of X is shown in Figure 3.6 and the example

of X which plot into the same y coordinate is shown in Figure 3.7. Finally, k-means with k = 2 is

then apply to X for classify a shot boundary. The example of k-means clustering is shown in Figure

3.8.

3.4 Junk Elimination

By definition, all rushes are unedited and, therefore, they consist of useless shots after shot

extraction, such as color bars, single colors, very short shots and clapper boards. In order to reduce

the computational time for feature extraction, we need to determine and eliminate these junk shots.

After all shot boundaries in the video are detected, the short shots, defined as those that are less than

10 frames in length, are eliminated.

As earlier work [69] has proposed the algorithm to eliminate color bars, single color and clapper

boards. This algorithm achieves a higher performance in term of the lack of junk with participating

in the TRECVID 2008 summarization task [26]. Therefore, this algorithm is used in this work and

more detail of the algorithm are given below.
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Figure 3.6 Plot of SVD distance between frame pair.
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Figure 3.7 Example of normalized SVD.



24

0 0.02 0.04 0.06 0.08 0.1 0.12
−6

−4

−2

0

2

4

6

Normalized SVD

 

 

Cluster 1
Cluster 2
Centroids

Figure 3.8 Example of clustering result.

3.4.1 Color Bars

As mentioned previously, color bars are useless content which are included for color calibra-

tion. Example of color bars are illustrated in Figure 3.9. The characteristics of color bars are vertically

averaged, and the color histograms for each block in the same column should be similar. Therefore, a

histogram based approach can be adapted for detecting and eliminating color bars.

Figure 3.9 Example of color bars are included in rushes video.

Let ft be a video frame and then a local RGB histogram is extracted by dividing frame ft into

4 × 4 blocks. A 64-bin histogram is used for each channel. Let HR
k , HG

k and HB
k are denoted the

local color histogram for k-th block of frame ft, where k = 1..16. Hence, HR
k (i) is represented the

value of the i-th bin of the R histogram, where i = 1..64.

In order to detect color bars, the χ2 distance is used to compute the histogram differences

between any two neighboring blocks in each column. In the case of the R channel, the χ2 distance
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between two histogram H1R and H2R are defined as

Dχ2(H1R,H2R) =

n∑
i=1


(H1R(i)−H2R(i))2

max(H1R(i),H2R(i))
if max(H1R(i),H2R(i)) > 0 ,

0 otherwise.
(3.7)

where n is the number of the bin histogram. Hence, the χ2 distance between any two neigh-

boring block in each column are defined as

DR
nb(k) =

 Dχ2(H1Rk ,H2Rk+4) if k ≤ 13 ,

Dχ2(H1Rk ,H2Rk−12) otherwise.
(3.8)

where k = 1 . . . 16. Then, the total χ2 distance between any two neighboring block is defined

as

Dnb(k) =
1

3
(DR

nb(k) +DG
nb(k) +DB

nb(k)) (3.9)

Then, a given Dnb(k) are sorted into ascending order. Let k′ denote the index after sorting so

that Dnb(k
′) ≤ Dnb(k

′ + 1). Therefore, if the value of 10th of Dnb(k
′) is smaller than the threshold

θcb, then frame ft is defined as a color bar frame.

3.4.2 Single Color frames

In rushes videos, a single color is includes not only for camera calibration but also supports to

the measurement illumination level. An example of single color is illustrated in Figure 3.10. From the

properties of single color image, a dominant color in its global histogram is large. Therefore, a single

color can be detected by using a global RGB histogram. If these value are large than a predefine

threshold, then the given frame is defined as a single color.

Figure 3.10 Example of single color are included in rushes video.

Let ft be a video frame and then a local RGB histogram is extracted by dividing frame ft into

4 × 4 blocks. A 64-bin histogram is used for each channel. Let HR
k , HG

k and HB
k are denoted the
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local color histogram for the k-th block of frame ft, where k = 1..16. Hence, HR
k (i) is represented

by the value of the i-th bin of the R histogram, where i = 1..64.

Next, determine a sum of average of the i-th bin of the RGB histogram. The Hµ of the i-th bin

is defined as

Hµ(i) =
1

C × n

n∑
k=1

(
HR

k (i) +HG
k (i) +HB

k (i)
)

(3.10)

where C is the number of the color channel, n is the number of blocks, and i is the i-th bin of

histogram. Therefore, if max(Hu(i)) is larger than the threshold θsingle then frame ft is defined as a

single color.

3.4.3 Clapper Boards

In rushes videos, there are many types of clapper board appearances but the same type of

clapper boards are often used in the same movie. The clapper boards have many types such as scale,

rotation and illumination changes. Example of clapper boards are illustrated in Figure 3.11 and

Figure 3.12. The NDK algorithm, proposed in [56] is invariant to image scaling, translation, rotation,

illumination changes and affine or 3D projection. Therefore, this algorithm is sufficient for detection.

Figure 3.11 Example of clapper boards are included in rushes video.

To detect a clapper boards, a set of 80 example frames of the clapper board are extracted from

the TRECVID development set. The backgrounds where clapper boars are not present were manually

removed. The key points are extracted for each frame. Then, the given features are used as a set of

queries. The step for using NDK algorithm to detect a clapper boards are as following:

• Let ft be a frame which is extracted from input video and then, extracted the key points.
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Figure 3.12: Examples of clapper boards appear in many situation such as scale, rotation and illumi-

nation changes.

• The given key points are matched with the set of queries by using NDK algorithm.

• If the result of the NDK algorithm returns out of match from the given key points with the

query then the frame ft is defined as a clapper board frame.

3.5 Feature Extraction

As mentioned previously, a video sequence can be represented by the sequence of objects

which appear in the video. The object recognition method can be applied to detect the occurrence

of objects in video sequence. However, the object recognition method cannot determine sufficient

information of the object location. Therefore, in this work, the object recognition method based on

the SIFT feature and the grid method are adopted to determine the objection location.

Let a set of shots V = (S1, S2, ..., Sn), where n is number of shots. Each shot is represented

by a set of key frames. In order to reduce the computation time, the key frames are extracted from

the original video at every 10th frame. Each frame is divided into b× b blocks. From our experiment,

b = 5 provided the best result. Let sk denote the SIFT feature for the k-th block of frame ft. In the

standard SIFT features, each SIFT feature is represented as sk[i] = (di, σi, xi, yi), where i = 1...N ,

N is the number of SIFT features detected on block k-th, di is the 128 dimensional SIFT descriptor,

σi is the scale of SIFT features. xi and yi are the SIFT feature location.

Then, sk of each block, given as defined below, are extracted based on [48–51] (see Figure

3.13). The set of sk are given as
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Figure 3.13 A frame is divided into 5× 5 blocks.

ft = (s1, s2, ..., s25) (3.11)

where ft is a frame ith, s1 is the SIFT features that are extracted from block 1.

In order to select the k-th blocks as object location representative, SIFT matching [55] can

be used to find the number of SIFT features that can be considered to match. To determine the

SIFT features are matched or not, the squared Euclidean distance and nearest neighbor algorithm

are performed. First, the distance between SIFT features are computed by using squared Euclidean

distance in the descriptor space. The squared Euclidean distance D2(s[1], s[2]) between two SIFT

features s[1] and s[2] is defined as

D2(s[1], s[2]) =
∑

i=1..128

(d1[i]− d2[i])
2 (3.12)

where d1 is a SIFT descriptor of SIFT feature s[1], and d2 is a SIFT descriptor of SIFT feature

s[2].

Second, the SIFT features s[1] and s[2] are considered matched if the distance ratio between

the nearest neighbor distance and the second nearest neighbor distance is below τ2 ,

D2(s[1], s[2])

D2(s[1], ś[3])
< τ2 (3.13)

where D2(..., ...) is the squared Euclidean distance between two SIFT descriptors, ś[3] is the

second nearest SIFT feature of s[2] and τ is a threshold for determining whether s[1] and s[2] are

matched or not. The number of SIFT matching result in the same block between frame ft and ft+1 is

implemented as follows:
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Algorithm for determining the number of SIFT matching result

1. Input: M = number of SIFT features in block k − th of frame ft

2. N = number of SIFT features in block k − th of frame ft+1

3. Output: µk = number of matched result

4. Initialize: µk = 0

5. τ = 0.8

6. for i = 1 to M do

7. distA = ∞

8. distB = ∞

9. for j = 1 to N do

10. dist = D2(sk,t[i], sk,t+1[j])

11. if dist < distA then

12. distB = distA

13. distA = dist

14. else if dist < distB then

15. distB = dist

16. end if

17. end for

18. if (distA/distB) < τ2 then

19. µk = µk + 1

20. end if

21. end for



30

After performing the algorithm, the set of µk features between frame ft and ft+1 are given as

M = (µ1, µ2, . . . , µk) (3.14)

where M(k) is the set of SIFT matching results between frame ft and ft+1, and µ1 is SIFT

matching result between frames ft and ft+1 at block 1. The example is shown in Figure 3.14 and

3.15.

Figure 3.14 An example of SIFT matching result is matched between frames ft and ft+1 at block1.

Figure 3.15 An example of SIFT matching result.
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To select k-th blocks as the object location representative, a threshold based is performed. Let

Thselect denote the threshold for select the k-th blocks. The Thselect is defined as

Thselect =
α

n

n∑
k=1

M(k) (3.15)

where n is the number of k-th blocks and α is constant. If the value of µk is over than the

threshold Thselect, then block at k-th is selected. The example is shown in Figure 3.16.

Figure 3.16 An example of blocks selection.

In order to encode the set of selected features into a string sequence, the string representation

approach is performed. Let a set of English alphabet corresponds to the grid blocks (see Figure 3.17).

The sequence of string is determined by matching the index of the selected features. For example, if

the selected features are 1, 2, 3 and 5, it means that the similarity between frame ft and frame ft+1

are matched at blocks 1, 2, 3 and 5 (For an example see Figure 3.18).

Figure 3.17 A frame is divided into 5× 5 blocks and the set of English alphabet are assigned.
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Figure 3.18 An example of five frames that are encoded into a string sequence.
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3.6 Retake Detection

The characteristics of takes that appear in a scene are schematically shown in Figure 3.19. The

repeated take of the same scene appears as a sequence of order. In order to detect the repeated take in

the same scene, the retake detection algorithm is implemented as follows:

Figure 3.19 An example of takes that appear in the two scenes.

Algorithm 1 The algorithm for retake detection.

1. Input: V = {shot1, shot2, . . . , shotn} (set of shots to be detection)

2. l (number of shots)

3. Output: S = {s1, s2, . . . , sn} (set of scene)

4. s = {t1, t2, . . . , tn} (set of take)

5. Initialize: l = length(V )

6. if l ≥ 2 then

7. k = 1, j = 1

8. tj = shotk

9. sk = tj (create a new scene and add the first shot)

10. for i = 2 to l do

11. µ = LCS(sk, shoti) (determine subsequence between two shots)

12. if µ ≥ Threshold then

13. j = j + 1
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14. tj = shoti

15. sk = sk ∪ tj (add the repeated shot to the scene)

16. else

17. k = k + 1

18. j = 1

19. tj = shoti

20. sk = sk ∪ tj (create a new scene and add a new shot)

21. end if

22. end for

23. end if

The threshold from algorithm one is defined as

Threshold = θmin(Li, Lj) (3.16)

where Li is length of sequence which extracts from Shoti, Lj is length of sequence which

extracts from Shotj , and θ is constant. Figure 3.20 shows an example of two shots whose common

subsequence is determined by using the LCS algorithm.
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Figure 3.20 An example of common subsequence is determined from shot9 and shot10.



CHAPTER IV

EXPERIMENTAL RESULTS

4.1 Data sets

4.1.1 Shot Boundary Detection

All experiments of shot boundary detection are tested and evaluated on TRECVID 2004-2007

data set [58]. This data set have varied widely from English broadcast TV news (ABC& CNN),

Arabic TV news, Chinese TV news, Sound&Vision educational, news magazine and historical. Some

of the video characteristics are shown in Table 4.1.

Table 4.1 TRECVID shot Boundary detection data set.

Year Hrs. Files Frames Trans %Cut %Gradual Data description

2004 6.0 12 618,409 4,806 57.7 43.3 English broadcast TV news

(ABC & CNN)

2007 6.0 17 637,805 2,317 90.8 9.2 Sound & Vision educational,

news magazine, historical

4.1.2 Junk Elimination, Feature Extraction and Retake Detection

TRECVID 2007-2008 rushes summarization data set [1, 2] are used for experiments of retake

detection. 14 of these data sets are selected for testing and were evaluated. Some of the video

characteristics are show in Table 4.2. These data sets consisted of unedited video footage, shot mainly

for five series of BBC drama programs. The drama series included a historical drama set in the early

1900’s, a series on ancient Greece, a contemporary detective program, a program on emergency

services, and a police drama. Rushes are contained scenes of people in various everyday situations,

both indoor and outdoor. Some actors appeared repeatedly in the same setting and in other settings.

There redundancy consisted from the scenes that were shot and then re-shot with the camera runs.

The crew and clapper boards appeared in the scenes and at take boundaries.
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Table 4.2 Experimental rushes video for tested and evaluated.

Name of videos Frames Frame rate(fps) Frame size(pixels)

MRS150072 34,382 29.97 352×288

MRS025913 38,567 29.97 352×288

MRS044500 32,058 29.97 352×288

MRS145918 14,141 29.97 352×288

MRS035126 46,427 29.97 352×288

MRS044499 18,587 29.97 352×288

MRS044725 42,873 29.97 352×288

MRS045104 47,387 29.97 352×288

MRS145332 37,653 29.97 352×288

MRS145343 27,767 29.97 352×288

MRS148797 42,077 29.97 352×288

MRS151099 42,827 29.97 352×288

MRS151585 24,858 29.97 352×288

MRS146570 45,313 29.97 352×288

4.2 Performance Evaluation

A good shot boundary detection or retake detection should minimize the number of false de-

tections while maximizing the number of correctly identified shot boundary or retake. The three mea-

sures, recall, precision and F1 are usually used for detection and retrieval problem. Recall indicates

the proportion of relevant material that is retrieved, while precision is a measure of how relevant the

retrieved or selected information is correct. F1-measure is the weighted harmonic mean of precision

and recall. Then, recall, precision and F1 are computed based on the following equation:
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Recall =
Correct

Correct+Missed
,

Precision =
Correct

Correct+ False
, (4.1)

F1 =
2×Recall × Precision

Recall + Precision
.

where Correct is the number of correctly retrieved shot boundary or retake, Missed is the

number of missed retrieved shot boundary or retake, False is the number of false retrieved shot

boundary or retake. Recall and precision jointly rate performance of a classification/retrieval tech-

nique and a successful method produces recall and precision values which are close to unity.

4.3 Shot Boundary Detection

4.3.1 Comparison for number of block selection

This experiment is used to compare the performance on a number of block that provides the

best result for shot boundary detection. The data sets used in this experiment are obtained from

TRECVID 2007 data set that consisted of eight videos. The videos are in MPEG-1 format with frame

rate of 29.97 fps and the frame size of 352×288 pixels. The ground truth provided by TRECVID was

used for evaluating the results. In order to compare the performance on a number of block, the input

videos are divided into B × B blocks where B = {2, 3, 4, 5, 6, 7, 8, 9, 10}. The local SVD feature

is then extracted from each block. The similarity between each two adjacent frames is determined

by using Euclidean distance. The set of input vectors are created by using equation 3.5 and 3.6 with

θ = 0. Then, k-means with k = 2 is applied to the set of input vector to classify a shot boundary. The

clustering results of video BG 2408 is shown in Figure 4.1. The performance comparison is shown

in Table 4.3.

From the results as shown in Table 4.3, the block size of 8×8 and 10×10 provide a higher

recall value than a block size of 2×2, 3×3, 4×4, 5×5, 6×6, 7×7 and 9×9 , but a block size of 2×2,

4×4 and 5×5 provide a higher precision value than the block size of 8×8 and 10×10. It implies

that the small number of blocks has missed detecting than the large number of blocks. Because it

cannot be differentiated between shot boundaries that have similar visual contents. However, the

large number of blocks has false detecting than the small number of blocks. Due to the fact that it
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cannot differentiate between hard cuts and the large object motion or quick camera movement. Then

in this work, a block size of 8×8 was chosen empirically as it gives a higher recall and precision value

than a block size of 10×10.
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Figure 4.1: Clustering results of video BG 2408. The left side of vertical line is a normal boundary,

and the right side of vertical line is a cut boundary.

4.3.2 Comparison for number of large value removal

From the previous experiment, the large number of blocks cannot differentiate between hard

cuts and the large object motion or quick camera movement. This can be overcome the problem by

remove the large similarity value of local SVD feature between two adjacent frames. The purpose of
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Table 4.3 Performance comparison of number of blocks selection.

Video name
Recall

2×2 3×3 4×4 5×5 6×6 7×7 8×8 9×9 10×10

BG 2408 0.80 0.95 0.99 0.99 0.99 0.99 1.00 0.99 1.00

BG 37359 0.85 0.90 0.95 0.96 0.96 0.96 0.98 0.97 0.98

BG 35050 0.87 0.93 0.96 0.96 0.97 0.96 0.97 0.96 0.97

BG 36028 0.92 0.92 0.97 0.99 0.99 0.99 0.99 0.99 0.99

BG 37417 0.93 0.97 0.99 0.99 1.00 0.99 1.00 0.99 0.99

BG 35187 0.74 0.79 0.87 0.89 0.95 0.93 0.95 0.95 0.95

BG 36537 0.85 0.90 0.91 0.92 0.92 0.92 0.92 0.93 0.93

BG 37879 0.91 0.94 0.94 0.95 0.98 0.97 0.99 0.99 0.99

Average 0.86 0.91 0.95 0.96 0.97 0.96 0.98 0.97 0.98

Video name
Precision

2×2 3×3 4×4 5×5 6×6 7×7 8×8 9×9 10×10

BG 2408 0.94 0.94 0.93 0.93 0.96 0.95 0.96 0.96 0.96

BG 37359 0.99 0.97 0.95 0.93 0.90 0.90 0.90 0.88 0.86

BG 35050 0.98 0.97 0.97 0.98 0.97 0.98 0.98 0.98 0.98

BG 36028 0.81 0.81 0.88 0.89 0.87 0.86 0.85 0.86 0.85

BG 37417 0.97 0.95 0.97 0.94 0.92 0.91 0.90 0.90 0.90

BG 35187 0.97 0.99 0.99 0.99 0.98 0.98 0.98 0.97 0.97

BG 36537 0.93 0.90 0.90 0.90 0.89 0.90 0.89 0.88 0.87

BG 37879 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Average 0.95 0.94 0.95 0.95 0.94 0.94 0.93 0.93 0.92

Video name
F1

2×2 3×3 4×4 5×5 6×6 7×7 8×8 9×9 10×10

BG 2408 0.86 0.94 0.96 0.96 0.97 0.97 0.98 0.98 0.98

BG 37359 0.91 0.93 0.95 0.94 0.93 0.93 0.94 0.92 0.91

BG 35050 0.92 0.95 0.96 0.97 0.97 0.97 0.97 0.97 0.97

BG 36028 0.86 0.86 0.92 0.94 0.93 0.92 0.91 0.92 0.91

BG 37417 0.95 0.96 0.98 0.96 0.96 0.95 0.95 0.94 0.94

BG 35187 0.84 0.88 0.93 0.94 0.96 0.95 0.96 0.96 0.96

BG 36537 0.89 0.90 0.90 0.91 0.90 0.91 0.90 0.91 0.90

BG 36537 0.95 0.97 0.97 0.97 0.99 0.98 0.99 0.99 0.99

Average 0.90 0.92 0.95 0.95 0.95 0.95 0.95 0.95 0.95
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this experiment is used to compare the performance on remove a number of large similarity value of

local SVD feature that provides the best result for shot boundary detection. The data sets used in this

experiment are obtained from TRECVID 2007 data set that consisted of eight videos. The videos are

in MPEG-1 format with frame rate of 29.97 fps and the frame size of 352×288 pixels. The ground

truth provided by TRECVID was used for evaluating the results. To compare the performance on

remove a number of large value, the input videos are divided into 8×8 blocks that provides the best

performance from the previous experiment. The local SVD feature is then extracted from each block.

The similarity between each two adjacent frames is determined by using Euclidean distance. The set

of input vectors are created by using equation 3.5 and 3.6 with the parameter θ is varied between 0 to

63. Then, k-means with k = 2 is applied to the set of input vector for classify a shot boundary. The

performance comparison is shown in Table 4.4.

From the results, the low value of parameter θ gives the high recall and precision on average.

Because the large object motion or quick camera movement could result in very different intensity

distributions for the blocks affected by object motion and camera movement. When these blocks have

removed, thus it reduces the impact from the large object motion or quick camera movement. The

high value of parameter θ gives the high precision, but it gives low recall value on average. Due to it

rejected too many of shot boundary.

Then in this work, the value of parameter θ between 5 to 9 was chosen empirically as it gives

the better compromise between recall and precision.

4.3.3 Comparison for performance

In this experiment is used to compare a performance of the proposed method and other method.

The method based on Support Vector Machine (SVM) by Le [63] provides the best performance

in cut detection with TRECVID 2003 data set. Therefore, to evaluate the shot boundary detection

performance, the proposed method is compared with Le [63]’s method by setting the parameter as

recommended in [63]. The data sets used in this experiment are obtained from TRECVID 2004 and

2007 data set that consisted of 12 videos. Le [63]’s method is trained by using four videos from the

TRECVID 2004. The eight videos from TRECVID 2007 are used to compare a performance. The

videos are in MPEG-1 format with frame rate of 29.97 fps and the frame size of 352x288 pixels. The

ground truth provided by TRECVID was used for evaluating the results. For the proposed method,

the input videos are divided into 8×8 blocks, and then extracted the local SVD feature form each

block. The similarity between each two adjacent frames is determined by using Euclidean distance.

The set of input vectors are created by using equation 3.6 and 3.7 with the parameter θ = 5. Then,
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Table 4.4 Performance comparison for the parameter θ is varied between 0 to 63.
The value of

parameter θ

The average of

recall

The average of

precision

The average of

F1

The value of

parameter θ

The average of

recall

The average of

precision

The average of

F1

0 0.98 0.93 0.95 32 0.92 0.98 0.95

1 0.97 0.95 0.96 33 0.92 0.98 0.95

2 0.97 0.95 0.96 34 0.92 0.98 0.95

3 0.97 0.95 0.96 35 0.92 0.98 0.95

4 0.97 0.95 0.96 36 0.92 0.98 0.95

5 0.96 0.96 0.96 37 0.92 0.98 0.95

6 0.96 0.96 0.96 38 0.91 0.98 0.94

7 0.96 0.96 0.96 39 0.90 0.98 0.94

8 0.96 0.96 0.96 40 0.90 0.98 0.94

9 0.96 0.96 0.96 41 0.89 0.98 0.93

10 0.95 0.97 0.96 42 0.89 0.98 0.93

11 0.95 0.96 0.95 43 0.89 0.98 0.93

12 0.95 0.97 0.96 44 0.88 0.98 0.93

13 0.95 0.97 0.96 45 0.88 0.98 0.93

14 0.95 0.97 0.96 46 0.88 0.98 0.93

15 0.95 0.97 0.96 47 0.87 0.98 0.92

16 0.94 0.97 0.95 48 0.87 0.98 0.92

17 0.94 0.97 0.95 49 0.87 0.98 0.92

18 0.94 0.97 0.95 50 0.85 0.98 0.91

19 0.94 0.98 0.96 51 0.84 0.99 0.91

20 0.94 0.98 0.96 52 0.80 0.99 0.88

21 0.93 0.97 0.95 53 0.80 0.99 0.88

22 0.93 0.97 0.95 54 0.79 0.99 0.88

23 0.93 0.97 0.95 55 0.79 0.99 0.88

24 0.93 0.98 0.95 56 0.77 0.99 0.87

25 0.93 0.98 0.95 57 0.76 0.99 0.86

26 0.92 0.98 0.95 58 0.75 0.99 0.85

27 0.92 0.98 0.95 59 0.74 0.99 0.85

28 0.92 0.98 0.95 60 0.73 0.98 0.84

29 0.92 0.98 0.95 61 0.70 0.98 0.82

30 0.92 0.98 0.95 62 0.66 0.98 0.79

31 0.92 0.98 0.95 63 0.58 0.97 0.73
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k-means with k = 2 is applied to the set of input vector for classify a shot boundary. The performance

comparison is show in Table 4.5.

From the result shown that the proposed method has recall rate similar to Le [63], but it gives

much better precision rate on average. For video BG 36028, BG 37417 and BG 37879, the proposed

method has better recall and precision rate. For video BG 37359 and BG 36537, Le [63] has a better

recall and precision rate. Video BG 35187 gives a low recall rate with the proposed method, but it

gives a better precision rate. Due to this video has similar backgrounds and visual content in some

adjacent shots. An example of missed detections by the proposed method is shown in Figure 4.2.

On the another hand, Le [63] has a low recall and precision rate. An example of missed and false

detection by Le [63] is shown in Figure 4.3. From the Figure 4.3(b) shown that, Le [63] is very

sensitive to small changes. In addition, it cannot detect a shot boundary that is not included in the

training set as shown in Figure 4.3(a). For video BG 37879, Le has a better precision rate similar to

the proposed method, but it gives a low recall rate. An example of missed and false detections by

Le [63] is shown in Figure 4.5. From the Figure 4.5(a) shown that, Le [63] cannot detect an adjacent

shot that has a blur background. Moreover, it is very sensitive to small changes in an adjacent shot as

shown in Figure 4.5(b). An example of missed and false detection by the proposed method is shown

in Figure 4.4. From the Figure 4.4(a) shown that, the proposed method cannot detect an adjacent shot

due to it has a similar background. From the Figure 4.4(b) shown that, the proposed method has been

false detect an adjacent shot because it cases an effected by intensity change. From this experimental

result shown that, the proposed method has a better performance to detect shot boundary than Le [63].

4.4 Junk Elimination

In this experiment, the method proposed in [69] is used to extract keyframes from input video

which use to test an accuracy of color bars removal, single color removal and clapper boards removal.

First, The shot boundary detection algorithm in [8] is used to define a boundary and partition a video

into shots. A local color histogram is extracted by dividing a video frame into 4 × 4 blocks. The

χ2 distance is used to compute the distance between each blocks of frames ft and ft+1. Next, these

values were sorted into an ascending order. The sum of the middle eight of these 16 values are used

to define a cut between frames ft and ft+1 if these values exceed a threshold Thshot. However,

this algorithm cannot distinguish between hard cut and the large objects motion. To overcome this

problem, motion-based features are computed for each video frame using the Lucas-Kanade point-

based tracking functions included in the OpenCV. The magnitude is computed from the motion vector
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Table 4.5 Performance comparison of proposed method and existing method.

Video name
Proposed Method Le [63]

Recall Precision F1 Recall Precision F1

BG 2408 0.95 0.98 0.97 0.92 0.95 0.93

BG 37359 0.95 0.93 0.94 0.98 1.00 0.99

BG 35050 0.91 0.99 0.95 0.95 0.92 0.93

BG 36028 0.97 0.97 0.97 0.87 0.79 0.83

BG 37417 0.99 0.97 0.98 0.95 0.74 0.83

BG 35187 0.89 1.00 0.94 0.85 0.91 0.88

BG 36537 0.90 0.94 0.92 0.96 0.99 0.97

BG 37879 0.98 0.98 0.98 0.78 0.99 0.87

Average 0.95 0.97 0.96 0.91 0.91 0.90

(a) A missed detections between frame 11738 and frame 11738.

(b) A missed detections between frame 11903 and frame 11904.

Figure 4.2 Examples of missed detections by the proposed method are taken from video BG 35187.
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(a) A missed detections between frame 1503 and frame 1504.

(b) A false detections between frame 453 and frame 454.

Figure 4.3 Examples of missed and false detection by Le[63] are taken from video BG 35187.

(a) A missed detection between frame 23841 and frame 23842.

(b) A false detection between frame 2506 and frame 2507.

Figure 4.4: Examples of missed and false detections by the proposed method are taken from video

BG 37879.
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(a) A missed detection between frame 5812 and frame 5813.

(b) A false detection between frame 6537 and frame 6538.

Figure 4.5 Examples of missed and false detections by Le[63] are taken from video BG 37879.

for each frame. Therefore, if the algorithm detected cut between frames ft and ft+1 whose magnitude

is larger than a threshold Thmotion, these cuts are rejected as motions from large objects. The short

shots with less than 25 frames (1 second) are removed. Next, Sub-shot segmentation algorithm in [8]

is used to divide shots into smaller units. A first frame of the shot is chosen as the base frame b and

next frame c for comparison. The χ2 distance used to compute the distance of frame sequence until

the sum of the sorted value of lower eight is larger than a threshold Thsub−shot. The frames from

b to c − 1, then, form a sub-shot and frame c is used as the next base frame. The short sub-shots

with less than 25 frames are removed. Next, We employ keyframe extraction algorithm proposed

in [70] to extract the representative keyframes from each sub-shot. In this approach, cosine distance

is used to measure the difference between neighboring frames in sub-shot. Keyframes are selected

at the midpoints between two consecutive high curvature points where the high curvature points are

detected from the curve of the cumulative frame difference.

4.4.1 Color Bars Removal

In this experiment is used to test an accuracy of the proposed method for remove a color bar

keyframes. The data sets used in this experiment are obtained from TRECVID 2007 and 2008 rushes
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summarization data set that consisted of five videos. The videos are in MPEG-1 format with frame

rate of 29.97 fps and the frame size of 352×288 pixels. The set of ground truth are manually identi-

fied. In order to test an accuracy, the set of keyframes are divided into 4×4 blocks, and then extracted

a local RGB histogram with 64-bin per channel. The χ2 distance is used to compute the histogram

differences between any two neighboring blocks in each column by using equation 3.8 and 3.9. Next,

these values are sorted into ascending order. If the value of 10th is smaller than the threshold θcb, then

keyframe is defined as a color bar keyframe.

The result is shown in Table 4.6, the propose method provides high recall and precision value on

average. Therefore, the proposed has high performance to detect and remove a color bars keyframe.

Due to a color bars frame has a unique characteristic and there is appears less than two times in input

video. Then, it is easy to detect and remove.

Table 4.6 The result of color bars removal

Video name
Proposed Method

Recall Precision F1

MRS035126 1.00 1.00 1.00

MRS044499 1.00 1.00 1.00

MRS044725 1.00 1.00 1.00

MRS045104 1.00 1.00 1.00

MRS145332 1.00 1.00 1.00

Average 1.00 1.00 1.00

4.4.2 Single Color Removal

In this experiment is used to test an accuracy of the proposed method for remove a single

color keyframe. The data sets used in this experiment are obtained from TRECVID 2007 and 2008

rushes summarization data set that consisted of five videos. The videos are in MPEG-1 format with

frame rate of 29.97 fps and the frame size of 352×288 pixels. The set of ground truth are manually

identified. In order to test an accuracy, the set of keyframes are divided into 4×4 blocks, and then

extracted a local RGB histogram with 64-bin per channel. Next, sum of average of the ith bin of the

RGB histogram is determined by using equation 3.10. If the ith of the global color histogram is larger

than the threshold θsingle then keyfram is defined as a single color keyframe.

The result is shown in Table 4.7, the proposed method provides high recall and precision value.
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Therefore, the proposed method has a high performance to detect and remove a single color keyframe.

Due to a single color keyframe has a unique characteristic. Then, it is easy to detect and remove.

However, video MRS044725 and MRS048773 have a low precision value. Because, some keyframes

have a characteristic same as a single color frame as shown in Figure 4.6. Moreover, they were

recorded with the low-light condition.

Table 4.7 The result of single color removal

Video name
Proposed Method

Recall Precision F1

MRS035126 1.00 0.71 0.83

MRS044499 1.00 1.00 1.00

MRS145332 1.00 1.00 1.00

MRS145343 1.00 0.75 0.86

MRS148797 1.00 0.90 0.95

Average 1.00 0.87 0.93

Figure 4.6: Examples of false detections by the proposed method are taken from video MRS035126

and MRS0145343.
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4.4.3 Clapper Board Removal

In this experiment is used to test an accuracy of NDK method for remove a clapper board

keyframe. The data sets used in this experiment are obtained from TRECVID 2007 and 2008 rushes

summarization data set that consisted of five videos. The videos are in MPEG-1 format with frame

rate of 29.97 fps and the frame size of 352x288 pixels. The set of ground truth are manually identified.

In order to test an accuracy, a set of 80 example frames of the clapper board are extracted from the

TRECVID 2007 and 2008 rushes summarization development set. The backgrounds where clapper

boards are not present were manually removed. The key points are extracted for each frame, and then

they used as a set of queries. The input keyframes are extracted the key points, and match them with

the set of queries by using NDK algorithm. If the result of the NDK algorithm returns a matched with

a query, then keyframe is defined as a clapper board keyframe.

The result is shown in Table 4.8, the NDK method provides high recall and precision value on

average. It implies that the NDK method has a high performance to detect and remove a clapper board

frame. However, video MRS148090 has a low recall due to it consists of the large variations of clapper

board as shown in Figure 4.7. In additional, the clapper boards are quick move in and move out before

recoded a film. Moreover, a method for extract keyframes is based on high curvature points. Then,

some high movement of the clapper board keyframes were extracted as a keyframe representative.

Thus, the given keyframe has affected with a motion blur. Therefore, the NDK method cannot detect

and remove this keyframe.

Table 4.8 The result of clapper boards removal

Video name
Proposed Method

Recall Precision F1

MRS035126 0.81 1.00 0.89

MRS044499 1.00 1.00 1.00

MRS145343 0.68 1.00 0.81

MRS151099 0.77 1.00 0.87

MRS146570 0.86 1.00 0.92

Average 0.82 1.00 0.90
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Figure 4.7 Examples of missed detections by the NDK method are taken from video MRS145343.

4.5 Retake Detection

4.5.1 Manually extract the shot boundary

In this experiment is used to compare the performance of the proposed method and the existing

method by manually extract the video shot boundary. The method by Bailer [20] provides the best

performance of retake detection with the TRECVID 2007 rushes summarization data set. Therefore,

to evaluate the retake detection performance, the proposed method is compared with Bailer [20]’s

method by setting the parameter as recommended in [20]. The datasets used in this experiment are

obtained from TRECVID 2007 and 2008 rushes summarization data set that consisted of five videos.

The videos are in MPEG-1 format with frame rate of 29.97 fps and the frame size of 352×288 pixels.

The input videos are divided into segment by using manually shot boundary. The set of ground truth

are manually identified. For example, video V is divided into six shots. Shots one to four inclusive

are a take in the first scene whilst shots five and six are a take in the second scene. Then the ground

truth of video V is set equal to two retakes. The experiment setup for the proposed method is first

extracted keyframe from each shot at every 10th frame. Each frame is divided into B × B blocks.

From our experiment, B = 5 provided the best result as shown in Table 4.9. Each block is extracted

the SIFT feature. The similarity between consecutive frames is calculated using SIFT matching, and

then converted into a string. The given string is then concatenated into a string sequence to use as the
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shot representative. The similarity between two sequences is evaluated by the LCS algorithm. The

algorithm one is performed to detect the retake. The performance comparison is shown in Table 4.9.

Video MRS151585 has perfect matching results, which reflects the fact that in this video only

few objects (Actors) appeared in a scent, and that in addition the motion magnitude in video was

also low which increases the SIFT feature matching result as shown in Figure 4.8. On the other

hand, Bailer [20] has low recall and precision due to his algorithm creates the take candidate by using

pairwise matching of shots. Then, takes that have the same visual content were merging together.

Therefore, his algorithm cannot detect them. Video MRS150072 gave a low recall with this proposed

method, probably because the retakes in the same scene have a different duration and so contain

different amounts of information between takes within the same scene as shown in Figure 4.9. In

this scenario, the differences in the duration of each take will produce a different length string and,

therefore, the number of matched string by the LCS algorithm will be less. Therefore, from this

experimental result indicated that the proposed method has a better performance to detect a retake

than Bailer [20].

Table 4.9 Performance comparison with manual shot boundary detection.

Video name
Proposed Method Bailer [20]

Recall Precision F1 Recall Precision F1

MRS151585 1.00 1.00 1.00 0.83 0.83 0.83

MRS150072 0.78 1.00 0.88 0.89 1.00 0.94

MRS025913 0.86 1.00 0.92 0.63 0.63 0.63

MRS044500 0.80 1.00 0.89 0.80 1.00 0.89

MRS145918 0.83 1.00 0.91 0.67 1.00 0.80

Average 0.85 1.00 0.92 0.76 0.89 0.82

4.5.2 Automatic extract the shot boundary

In this experiment is used to compare a performance of the proposed method and existing

method by automatic extract the video shot boundary. The method by Bailer [20] provides the best

performance in retake detection with the TRECVID 2007 rushes summarization data set. Therefore,

to evaluate the retake detection performance, the proposed method is compared with Bailer [20]’s

method by setting the parameter as recommended in [20]. The data sets used in this experiment are

obtained from TRECVID 2007 and 2008 rushes summarization data set that consisted of five videos.
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Figure 4.8 Examples of retake that is taken from video MRS151585.

Figure 4.9 Examples of retake that is taken from video MRS150072.
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The videos are in MPEG-1 format with frame rate of 29.97 fps and the frame size of 352×288

pixels. The input videos are divided into segment by using the proposed automatic shot boundary.

The set of ground truth from previous experiment was used for evaluate the results. The experiment

setup for the proposed method is first extracted keyframe from each shot at every 10th frame. Each

keyframe is divided into B × B blocks. From our experiment, B = 5 provided the best result as

shown in the previous experiment. Each block is extracted the SIFT features. The similarity between

consecutive frames is calculated using SIFT matching, and then converted into a string. The given

string is then concatenated into a string sequence to use as shot representative. The similarity between

two sequences is evaluated by using the LCS algorithm. The algorithm one is performed to detected

the retake.The performance comparison is shown in Table 4.10. For video MRS15185, MRS150072,

MRS044500 and MRS145918, the proposed method and Bailer [20] have the results same as the

previous experiment, due to the results of shot boundary that extracted by using the proposed method

are closely to the ground truth. Video MRS044500 gave a low accuracy when compare with the

previous experiment, due to the result of shot boundary that extracted by the proposed method are

different from the ground truth. Then, some retakes are cannot detect. It implies that, the performance

of retake detection depends on the performance of shot boundary detection. However, From the

average recall, precision and F1 indicated that the proposed method has a better performance to detect

a retake than Bailer [20].

Table 4.10 Performance comparison with automatic shot boundary detection.

Video name
Proposed Method Bailer [20]

Recall Precision F1 Recall Precision F1

MRS151585 1.00 1.00 1.00 0.83 0.83 0.83

MRS150072 0.78 1.00 0.88 0.89 1.00 0.94

MRS025913 0.63 1.00 0.77 0.38 0.50 0.43

MRS044500 0.80 1.00 0.89 0.80 1.00 0.89

MRS145918 0.83 1.00 0.91 0.67 1.00 0.80

Average 0.81 1.00 0.89 0.71 0.87 0.78
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CONCLUSION

5.1 Conclusion
In this dissertation, a new approach to detect the presence of a retake in rushes video based

on matching a string sequence encoded from the location of the object was presented. The object

recognition, based on the SIFT features, is used to extract the location of the object. The framework

of this proposed method was designed into four steps. First, the input video is decomposed into shots

by using a local Singular Value Decomposition (SVD) and k-means clustering. Second, useless shots

such as color bars, single colors, very short shots and clapper boards are removed. Third, keyframes

are then extracted from each shot at every 10th frame. The given frames are encoded into a string

sequence using the location of the object based on the SIFT features. Finally, the LCS and simple

algorithm are, then, enacted to detect the presence of any retakes. From the experimental results,

the proposed method has a better performance to detect the presence of any retakes than the existing

retake detection algorithms. The main contributions of the proposed method can be summarized as

follows:

• The automatic shot boundary detection was proposed to organize the video data into segments.

Form the experimental results, the proposed method provides a better performance than the

other method. However, the proposed method cannot detect some adjacent shots that have

similar backgrounds and visual contents which must be improved.
• The automatic retake detection is able to detect retake which included in rushes video. The

proposed method was found to work well with videos that contained a low motion magnitude

and few objects. The accuracy of the proposed method is depended on the performance of the

automatic shot boundary detection. From the performance comparison, the proposed method

provides a better performance than the existing methods.

5.2 Future Work

Integrating the motion information in order to solve the problem and produce the performance

result of retake detection should be future investigated. Moreover, the PCA-SIFT algorithm can be

used to improve the performance of the proposed method.
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