CHAPTER I

S
CALCULATION PROCEDURES /7 w0y b
Let {Kn% . {Yn} be any two finite records, T
{X,) = 1%,/ ¥, XCG, +nat), n=1,2,...,N, and

t, 15 arbitrary rime not.included in the rocord
At is the sampling time. intéeval }

{ Yﬁ} is defined similar to {Kn}

The transformed record x

nﬁ is defined by
, Y
Xt - {Kndxf =ﬁ31:%{n }

Calculation af rhe mean §quare value

The sample mean square value is given by %2
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I'he standard deviation s, can be calculated from the mean

sguare value by 1he squation
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Calculation of probabitity density and disrribution function

Let [a, t] be the interval for the value of {}(n} which 1s inleresled
k be the clnss intervals in which {a . h} iz divided

c be the intocvals



Define d; = a+(i-1)c, i~1,2,...,k+l

1 be the number of X, 3 X, € dl

h
Ny be the number of X 3 dj_Xp=dy,
N

ky2 T+ ¥
Note di- = a
k+2
N = 2 Nl
i=1

The value of Njs, i=1,2,.,.,kt]l, can be found by examing

each X , n=1,2,...,N as follows,
1. If X &d4, add the integer one to Ny

2. 1F Xp»dy q» add the integer one 1o Ny o
3. If d.]_:t::{n% dp.1 » compute

Kn'dl

C .
then add the integer ona to Nj where 1 is the smallest in-

teger that is greater than ‘of eq.ua‘l te .141-
The seguence f; of sample probabilily denstty funcrion ar the
midpeint of the ith ¢lass irterval in {a, bl defined by

-
f, = m—t
o™

i=2,...,kt1

The seguence FJ- of sample probability distribution .

~af the jth class interval in [a, bl defined by
LN,
F. = A =
] i=1 N



Auto-correlation and power spzoive caleulations

e The auto-correlation functicn for random data describes the
general dependence of values of the data at one time on the values at
ancther time; cg. » the discrefe Sdm'plc aute-correlation at tag r de-
fined by RK(r) dcscribed the correlaticn of values of random data
taken at times differing from each oiher by r sampling time intecvals.

W-r
E_"{X
N-r

=1

rz0

n .
RK( rs s o=

i+ T

For a finite sample,the auto-correlation function of lag O up
to lag m, m the maximum number of correlation lag, is caleulatod,
The maximum lag depends on the bandwidth of the power spectrum and

the time interval of sampling.

The power spectrum of stationary data is the Fourier trans-
form of the aute-correlation . Since the avto-cor f(‘lﬂtl(}'fl is a real
Fat fﬂ':l Y {M }
and even functicn: RX( -TY. = R}(( Yy , only the casine Fourier

Transform af auto-currelaticn will give the power speclrum,

Let I (f} denate power spoctrum estimate of sevies data {}{n} ’

then .
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f., the cuteff [requency, is delined so that — is tire smallest
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The values of the funciion 'f[;\:.}“:!i (f)} can be calculated oaly at the

m+1 specialdiscrete frequency value

- fo= k=0,1,...,m

At these discrete frequency points,
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k is the index called the harmeonic number

o . i
prilz is the estimate of the power spectral density function at har-
' kfc

monic k, corresponding to the {requency [ = —

Cross.correlation ad cross-powern. speaira ealeulation

k)

The cross-correlation function for two sets of random Jata des-

cribes the general dependence of the value of one set of daa on the

other.

The estimates for the sample cross-correlaticn funcricn at lag

. - | (3) -
number r = 0,1,2, ., ,m are delincd by R){Y(Tj coand R‘r’}((rj'
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The cross- powsr gpdctrum ‘s definad by
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The real pare of c_rc:s:s-spectvum :'.-% called co-specitum
FOWE T Ipe..

The imaginarypart of cross- Fspe:..trum is called quadrature
Hpowe ¥
spectrum ~ N
iet A . AKY(r"'}
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As powear spectrum, these function may be calculateld anly at

the m+l special discrete frequency for harmenic number k, where

= ——— . k:lorljzrcii)m

At these discrete frequency points
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Note s 1, The autp-coerrelatinn, power spectrum, Cross-corre-
|

lation and cross- power spectruin calculations will be later referred

to spectral analysis.

2 . The spescitrum calculation from the above precedure is

. *
¢alled raw spectrum, The smocth spectrum Sk can be calculated
from
% = 1(S8.+5)
1 T T2
LD P -
Sm= 28Sp.q* 'Jrn)

51{ = 0,25 5k—1+D'55k+D'2:'Sk+l’ k=2,...,m-1

where m is the maximum lag number

Sk is the raw spectrum

3. In spectral analysis, it is assumed that the mean value
of each sample record is zerc. Il the mean value of .any sample re-
cord is nol zero, the sample record should be transformed before it -

15 analyscd,
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