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CHAPTER 1 

INTRODUCTION 

 
This chapter gives an introduction of the dissertation research as a whole. The 

chapter starts with a background to give a broad idea of the dissertation topic followed 

by a problem statement that mainly concerns with what is known, unknown, and 

attempted to be known by the research community. Related works are mentioned by 

listing relevant state-of-the-art literature to find a research gap and clarify the novelties 

and merits of the research gap that the dissertation aims to address. Based on the 

research gap, objectives of the dissertation are stated with scopes and limitations. The 

chapter ends with a brief outline of the whole dissertation work, which lists out how the 

objectives are addressed in the subsequent chapters.  

 

1.1 Background    

 

The exponentially growing number of mobile users and an ever-increasing 

demand of high data rates impose several challenges on current cellular networks, e.g.  

fourth generation (4G) long term evolution (LTE) network and its evolutions, in terms 

of a high network capacity and a wide coverage area to meet up the user demand in next 

generation mobile networks (NGMN), i.e. fifth generation (5G) mobile networks. The 

major drawbacks that mobile users face from current networks are a non-uniform low 

data rate, a non-unified quality of experience, a poor end-to-end performance, a weak 

indoor coverage, an insufficient high mobility performance, and a high cost per bit 

transfer. Similarly, network operators face a number of difficulties in providing 

satisfactory services with their current mobile networks, such as provisions of a high 

network capacity, low latency, high spectral efficiency, large amount of spectrum 

availability, and low energy consumption.   

Moreover, network performances play a significant role on the evolution of a 

new generation of mobile networks.  In mobile wireless networks, the network capacity 
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has been seen as the main driver for evolution of a number of past generations, e.g. 

second generation (2G), third generation (3G), and 4G. In a similar trend, achieving a 

high capacity is considered also the major driver for the evolution of 5G networks. 

Typically, to address a high capacity demand, network operators consider reducing the 

distance between a base station (BS) and a user equipment (UE) in order to improve 

the received signal strength at a UE. A standard practice to reduce cell coverage is to 

deploy low power nodes such as femtocells (FCs), picocells (PCs) in the coverage of a 

macrocell (MC). This results in shifting traditional homogeneous networks to more 

advanced heterogeneous networks (HetNets). A low power node covers a small portion 

of a MC area, and hence is also termed as a small cell (SC).    

Since typically the capacity per unit area increases with the number of SCs, SCs 

are expected to be deployed as densely as possible, and hence HetNets are thus extended 

to dense HetNets as one of the potential techniques to address high capacity demand of 

5G networks. Besides dense HetNets, the capacity of 5G networks will most likely be 

driven by spectrum aggregation and spectral efficiency technique. Since microwave 

frequencies deployed in existing networks are almost saturated, millimeter wave 

(mmWave) spectrum bands are considered for 5G networks to increase system 

bandwidth because of usable high spectrum availability in these bands. Many advanced 

techniques such as enhanced inter-cell interference coordination (eICIC) [1], 

cooperative communication, and massive multiple-input multiple-output (MIMO) have 

been proposed as the major enabling technologies to improve spectral efficiency of 5G 

networks.  

Since low power small cell base stations BSs (SCBSs) deployed in a MC 

coverage can contribute to improving the system capacity of 5G networks, the capacity 

gain can be improved further if the system bandwidth can be reused as many times as 

possible. A reuse of system bandwidth depends mainly on two aspects, namely 

deployment scenarios and SC densities, and is done by co-channel deployment of SCs 

within a MC. The reuse can be increased significantly by a dense deployment of SCs 

per unit area. In dense HetNets, an extremely large number of SCs are deployed where 

the coverages of SCs can even overlap one another. However, this raises the concern of 

generating a significant level of interference from one cell to another. Interference is 

one of the major bottlenecks and more severe in dense HetNets than in traditional 
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homogeneous networks. Major sources of interference in HetNets are unplanned 

deployment, restricted FC access, and transmission power difference among nodes [1]. 

FCs are partly deployed by users in an unplanned fashion with almost no consciousness 

on density, location, and access type of FCs from an operator perspective. If the access 

type of a FC is configured as closed subscriber group (CSG), interference effect 

becomes the most severe in comparison with the other access types.  

Interference in HetNets can better be managed by using frequency-domain 

(FD), time-domain (TD), and power control inter-cell interference coordination (ICIC) 

techniques which are aggregately called as eICIC [1]. In TD eICIC technique, a victim 

UE is scheduled in TD while interferences from other nodes are reduced. In FD eICIC 

technique [1], by an orthogonal scheduling of control channels between cells in a 

reduced bandwidth, interference can be mitigated. In power control eICIC technique, 

different power control techniques can be applied to SCs [1]. A straightforward way to 

address the interference effect is to allocate orthogonal frequencies to SCs. However, 

this approach directly impacts a limited and highly expensive system bandwidth, and 

hence the achievable system capacity. Another approach is to ensure a very tight 

coordination among SCs such that the same frequency can be reused among SCs with 

an appropriate cooperation. 

Besides, the propagation in indoor environment appears to be much more 

uncertain in large scale than in the outdoor environment. Because of a number of effects 

in 3-dimensional (3D) in-building scenarios, e.g. complex indoor propagation 

mechanisms (from effects within and outside the building of interest, i.e. direct signal 

component, reflection from walls and ceilings within the building, and nearby 

buildings) and diffraction (from edges and along the building surfaces), 3D modeling 

of indoor propagation is necessary over the mostly practiced 2-dimensional (2D) 

scenario for SC based dense HetNets. Since most existing approaches to interference 

management in SC networks are based on 2D model, these approaches cannot capture 

the aforementioned effects for an accurate in-building interference modeling. For 

example, many well established and accepted simplified models, which are reasonably 

applicable in outdoor environments, are not a straightforward extension to apply to 

indoor environments. Hence, outdoor models, which typically consider 2D scenario or 

single-floor indoor scenario for the resource reuse and interference management, are 
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not applicable to indoor 3D in-building scenario. Though there are mainly two 

approaches to model indoor propagation proposed in existing literature, because of 

complexity of theoretical models and non-portability of empirical models, a trade-off 

of these two approaches would be a reasonable choice for developing an indoor model 

with sufficient accuracy and less complexity to analyze the resource reuse and 

interference management in indoor SC networks. 

One of the noticeable characteristics of current mobile networks is that both the 

control decision and processing task units exist in the same networking device, e.g. BS, 

serving gateway (SGW), and packet data network gateway (PGW) nodes in a LTE 

network. This implies that current mobile networks are based on distributed and 

coupled control and data planes where each entity distributed over the network is 

responsible for executing both decision making and processing tasks. This distributed 

nature of current mobile networks results in manifold challenges as follows:       

 

 complexity in control and management of a network (e.g., a mobility manager 

needs to coordinate more with an increase in the number of users)    

 a poor network efficiency (e.g., it is difficult to update existing devices with 

advanced solutions)  

 non-evolvability (e.g., there are fewer scopes in creating service differentiations 

between competitors)   

 inflexibility (e.g., operators rely on vendor specific solutions to introduce a new 

feature)   

 

Hence, to address these challenges, network operators seek new solutions [2], 

and rather than considering the traditional cell-centric control, an advanced device-

centric control has been proposed as a new solution [3] in distributed networks, in which 

the control-plane and user-plane (C-/U-plane) and the uplink and downlink (UL/DL) 

split architecture is considered, such that various functionalities, e.g. radio resource 

management, interference mitigation, and mobility control among network nodes can 

be managed more efficiently than that in cell-centric networks.  A more detail 

discussion on these aforementioned aspects can be found in Chapter 2 and Appendix 
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A. Hence, to achieve high capacity demand of 5G networks, modeling interference, 

developing efficient resource reuse and allocation strategies, and defining limit of 

densification under various constraints in ultra-dense deployment of SCs, particularly 

in 3D in-building scenario for urban environments using traditional cell-centric and 

new device-centric network architectures have become crucial research issues that call 

enormous research attentions for possible solutions.     

  

1.2 Problem statement 

 

The 5G cellular is in its early stage of research and development with no clear 

direction on how the envisaged high capacity of 5G networks can be achieved. Though 

several proposals on enabling technologies as aforementioned from various aspects 

have been introduced in literature, how all these technologies can be applied, controlled, 

and managed to meet the required 5G capacity as well as what the 5G network 

architecture will eventually look like to achieve the target capacity is still an open 

research issue. Based on the trends of enabling technologies, 5G networks are expected 

to evolve in three major directions, namely, radio access network (RAN) nodes and 

performance improvement technologies to address the high 5G capacity demand, 

network programmable capability for the network control, and backhaul networks and 

network synchronization to enable coordination between nodes for a cost-effective 

quality of experience performance. Hence, all these trends can be classified into three 

such directions as RAN node and performance enabler, network control programming 

platform, and backhaul network platform and synchronization as parallel horizontal 

evolutionary paths toward 5G networks. All these evolutionary paths need to be 

vertically integrated to incorporate evolutionary aspects for a full-fledge 5G network 

architectural evolution.  

Network densification is one of the major enablers to achieve the expected 

capacity and spectral efficiency of 5G networks [4] through reusing resources in SCs 

such as FCs. Reuse of resources in FCs relies on the inter-FC distance which is a 

function of co-channel interference generated from neighboring FCs. In urban 

environments where an existence of thousands of 3D multi-storage buildings is an 
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obvious scenario, modeling co-channel interference and a minimum distance between 

FCs in 3D scenario, e.g. office buildings and residential areas, to address high data rate 

demand of 5G networks has become one of the major growing concerns. Typically, 

interference in HetNets has been studied considerably in 2D scenario [5]. Modeling 2D 

interference is simple but not accurate enough since it cannot capture complex 

combinations of deployment and propagation effect existing in realistic 3D buildings. 

Authors in [5] investigated the impact of three-dimensionality of FC deployments on 

cross-and co-tier interferences using realistic building data and showed that the 

interference effect of FCs in urban 3D scenario  is significantly higher than that when 

considering 2D case and proposed to model HetNets in 3D scenario rather than 2D. 

Theoretically, the maximum capacity of a SC can be achieved when it is allocated with 

the whole system bandwidth. However, in practice, it is difficult to achieve, and only a 

fraction of system bandwidth can be allocated to a SC to overcome co-channel 

interference. Hence, one of the ways to boost network capacity using a limited spectrum 

is to allocate as much of system bandwidth as possible to each SC by employing a 

proper interference management scheme. A FC typically has a limited coverage, and 

hence we can take this as an advantage by reusing the same frequency simultaneously 

in more than one FCs forming a FC cluster (FCL) to boost network capacity. However, 

reusing resources simultaneously in FCs results in a significant amount of co-channel 

interference if a minimum distance between co-channel FCs (cFCs) is not enforced. A 

denser FC network causes a higher co-channel interference effect at a UE. Hence, how 

to model co-channel interference and enforce a minimum distance between cFCs [6], 

i.e. densification limit, for reusing resources particularly in 3D in-building scenario has 

become an active research area.   

In existing HetNets, a common feature is tightly coupled control-plane (C-

plane) and user-plane (U-plane) irrespective of the degree of density and heterogeneity 

and is one of the major reasons for most of the problems that ND facing, e.g. low energy 

efficiency, complex interference management, higher signaling overhead and backhaul 

network requirement, and clumsy mobility management. As the data traffic demand 

increases, existing networks face problem from providing necessary capacity to 

transport this growing data traffic demand. To address such capacity requirement, SCs 

are deployed in the coverage of large MCs. However, tight coupling of the C-/U-plane 
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of conventional HetNets architecture restricts the flexibility in network operation and 

performance management. Typically, in conventional HetNets architecture, both MCs 

and SCs are operated at the same frequency to provide both coverage and data services. 

Because of tight coupling of the C-/U-plane, BSs need to be always active to ensure 

ubiquitous coverage even though there is no data traffic demand from UEs and results 

in a poor resource utilization and unnecessary energy consumption that leads to low 

energy efficiency (EE). These call for developing a new architecture where C-plane and 

U-plane are decoupled to switch the BSs on and off depending on the data traffic 

demand and to ensure always-on connectivity. Such a network architecture is termed 

as C-/U-plane separation architecture (CUSA) (Figure 1.1).   

 

SCBS
MCBS

UEs
UE

C-/U-plane

Frequency (GHz) 

High Low 

C-/U-plane

C-plane U-plane

C-/U-plane

(a)

SCBS
MCBS

UEs
UE

C-Plane

U-Plane

C-/U-plane

Frequency (GHz) 

High Low 

Active UE In-active UE

(b)

 

Figure 1.1 : (a) Conventional network architecture; (b) CUSA network architecture 

[7]. 

 

However, in comparison with conventional network architecture where all BSs 

are always active to overcome coverage holes so that there is no wake up signaling 

required, and handover procedure is executed by UEs using reference signal received 

power, the design of signaling network in CUSA is challenging [7]. This is because of 

the fact that for inactive SCBSs for data services, an optimal SCBS selection from 

inactive SCBSs and an initialization of wake-up mechanism are required. Since a 

macrocell BS (MCBS) has no instantaneous channel information of inactive SCBSs, an 

optimal SCBS selection can be quite challenging, and hence signaling network is more 
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complex in CUSA than that in conventional network architecture. This raises to do a 

performance analysis of device-centric networks over cell-centric networks for 5G 

capacity under constraints, e.g. optimal BS selection and signaling network design.    

Overall, the research on ultra-densification is still in its early stage. Fundamental 

studies such as network architecture, densification limit, efficient radio resources 

utilization, and interference management need to be investigated for a successful 5G 

network deployment [8]. Moreover, since most of the data traffic are generated in 

indoor mainly in urban environments (where an existence of high rise multi-storage 

buildings is a typical scenario) and the radio propagation in 3D scenario is far more 

complex than that of the traditional 2D case, interference modeling, resource reuse and 

allocation, and SC densification limit of such 3D buildings ask a crucial call for deep 

investigations along with developing novel network design techniques for indoor SCs. 

For CUSA architecture, some open research questions such as heterogeneous 

deployment with dual connectivity, channel estimation, and management of 

discontinuous transmission techniques also need to be answered before considering 

CUSA architecture over the conventional network architecture [9].  Further, from 

network architectural aspects, the C-/U-plane separation based dense HetNets are 

considered promising solutions for a high capacity and an efficient network 

management of dense HetNets and hence call for immediate research concerns.      

 

1.3 Related works  

 

A few studies have been done towards the direction of surveying enabling 

technologies for 5G networks, such as [10-11]. However, most of the existing survey 

articles consider mainly one of the three evolution directions with some additional 

insights on the others. For example, [10] mainly addressed emerging technologies of 

the RAN node and performance enabler with an additional insight on software-defined 

network (SDN). Different from [10], [11] addressed a number of RAN nodes and 

performance enablers, network virtualization along with additional insights on research 

challenges regarding such issues as 5G measurement and testing and radio resource 

management. Although the issues regarding 5G backhaul networks are significant to 
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enable emerging technologies of other evolutionary directions, these issues remain 

mostly unaddressed in the existing literatures such as [10-11]. In addition, there is a 

lack of an architectural evolution framework for 5G networks, which can capture most 

of the dominant enabling technologies in a systematic approach. Hence, this call for an 

extensive survey on enabling technologies of NGMN that can capture most of the 

dominant technologies from a broad set of perspectives and allow developing a 

systematic framework of the 5G network architectural evolution for achieving expected 

capacity. For cell-centric networks, a number of existing literatures addressed such 

issues as modeling interference, enforcing minimum distance, and reusing resources in 

SCs in 3D in-building scenario for both orthogonal resource reuse and allocation 

(ORRA) where resource blocks (RBs) are allocated orthogonally to all SCs within a 

building, and non-ORRA (NORRA) where RBs can be reused more than once in SCs 

in a building for a given constraint.  

For ORRA, an effective solution for 3D in-building coverage is distributed 

antennas systems (DAS) where antennas of a BS are distributed within a building. 

Several works studied interference management and resource reuse aspects using DAS 

in 3D in-building scenarios [12-15]. However, one of the major difficulties with DAS 

is that each antenna covers typically a larger area than that by a FC, and hence resource 

reuse and correspondingly overall throughput gain by DAS are lower than that achieved 

by FC based HetNets [13]. A number of studies also addressed issues of interference 

management and resource reuse in FCs under 3D in-building scenario. In [5], authors 

investigated the impact of 3D FC deployments on cross-tier and co-tier interferences 

using realistic building data and showed that interference effects of urban FCs under 

3D are significantly higher than that when considering 2D scenario. Authors in [16] 

proposed a graph based adaptive FC clustering scheme for inter-FC interference 

coordination within the same building. Authors in [17] proposed a dynamic clustering 

based cognitive sub-band allocation scheme to reduce inter-FC interference. FCLs are 

formed using inter-FC interference graphs, and resources are reused in each disjoint 

FCL within a building. In [18], authors proposed a semi-static resource allocation 

scheme where the minimum number of subbands, one for each FC, is computed by 

solving a node-coloring heuristic algorithm in a multi-floor building over iBuildNet, an 

indoor network planning and optimization tool. In [19], authors proposed an adaptive 
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soft frequency reuse scheme where groups of FCs are formed using received signal 

strength indication from UEs, and different frequency reuse factors and transmission 

powers are adjusted to mitigate interference. Authors in [20] exploited fractional 

frequency reuse (FFR) to propose a cooperative transmission and a semi-static 

interference mitigation scheme for in-building dense FCs. Most of these existing works 

addressed FC clustering within the same building for resource reuse in FCLs rather than 

over a large MC coverage. Though authors in [21] addressed FC clustering over a MC 

coverage, the proposed approach is however limited to 2D scenario and amorphous 

shape of FCLs. Further, though in reality indoor macro UEs (MUs) cannot get access 

to CSG femtocell BSs (FCBSs) and interfere with FCBSs and femto UEs (FUs), the 

existence of indoor MUs within buildings has been overlooked. Hence, no cross-tier 

interference management mainly in the downlink (DL) between indoor MUs and FUs 

and the UL between indoor MUs and CSG FCBSs has been addressed. Also, 

implications on interference from neighboring buildings because of resource reuse has 

not been emphasized which affects the maximum resource reuse factor per MC. 

Besides, though in HetNets, FC clustering and resource reuse mostly for two-tier 

networks in 3D in-building scenario and eICIC for interference management has been 

studied separately in literature, a combined scheme that can benefit from both eICIC 

techniques and multi-tier dense HetNets over a large MC coverage has not been 

addressed yet.  

For NORRA, the authors in [16] addressed the issue of interference 

coordination in 3D in-building scenario for an unplanned deployment of FCs by 

considering a system with a number of multi-floor buildings each installed densely with 

FCs in the coverage of a MC. They proposed a graph based interference coordination 

scheme, and showed that the intra-cell interference of FCs of the same building is the 

dominant source of interference as compared to the cross-tier interference from MCs 

and interference from FCs in its neighboring buildings. In [18], the authors proposed a 

semi static resource allocation scheme based on FFR to avoid interference in 3D multi-

floor building using indoor networking and optimization tool, iBuildNet. FCs are 

considered to locate at different places on different floors with each floor having the 

same floor plan. They showed that users served by a FCBS on one floor are interfered 

considerably by a FCBS located on an adjacent floor, and the signals from other floors 
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make interference effect more complicated in 3D in-building scenario. Authors in [22] 

proposed to use a BS location model with a minimum cell separation distance to ensure 

a minimum distance between any two cells in each tier using the Matern hardcore 

process such that no cell can lie within a predefined minimum distance from any other 

cell. They investigated the randomness in placement of SCs in 2D network scenario, 

derived an optimal (lower bound) minimum separation distance between BSs, analyzed 

numerically the minimum separation distance response as a function of target user 

density and data rate for different BS densities, and showed that cell coverage can be 

improved by introducing a minimum separation distance between BSs per tier. Authors 

in [23] proposed a repulsive cell activation strategy and derived an optimal minimum 

separation distance between SCs in terms of user density and tier-wise data rate by 

adopting modified Matern hardcore process to analyze the impact of minimum 

separation distance on the coverage of SC networks by using a numerical search, which 

is based on a simple bisection method.  Like [22], the authors in [23] also considered 

self-configuration of BS deployments such that no cell can lie within a minimum 

separation distance between BSs and showed numerically that a larger target user 

throughput necessitates a lower minimum separation distance for a given user density, 

and so is required for a higher user density for a given target user throughput. All these 

aforementioned works addressed to enforce a minimum distance based on interference 

statistics around SCBSs, i.e. sensing the presence of neighboring SCBSs to avoid intra-

and inter-tier interferences by modeling BS locations as Poisson Point Processes. 

Further, stochastic geometric approaches have been mainly applied so far in the existing 

literatures under 2D BS location scenario with a simple homogenous Poisson point 

process or Matern hardcore process. However, the study under 3D in-building scenario 

of BS locations existing in practical indoor buildings is not obvious because of 

complexity and intractability of stochastic analytical closed form expressions.  

Further, a good number of existing literatures addressed the issue of CUSA 

based device-centric networks as one of the major enablers to achieve high indoor 

capacity. Authors in [7, 9, 24-25] proposed to split C-/U-plane by using different BSs 

where C-plane is served by the macrocell base station (MCBS) operating typically at a 

low microwave frequency, whereas U-plane is served by SCBSs, i.e. FCBSs. Each 
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FCBS is enabled with a single transceiver operating at a high frequency, e.g. mmWave. 

The authors also proposed a similar SCBS architecture in [4].  

Further, the characteristics of traffic generated in the uplink and downlink 

(UL/DL) and the control-plane and user-plane (C-/U-plane) are asymmetric. The 

control-plane (C-plane) traffic is bursty and discontinuous, and typically more active 

during establishing connections. However, the user-plane (U-plane) traffic is typically 

continuous [26-27]. Furthermore, C-plane and UL traffic volumes are typically lower 

than that of U-plane and DL respectively. In this regard, authors in [4] proposed to 

operate C-plane traffic at low microwave frequency and U-plane traffic at high 

mmWave frequency. Additionally, because of different transmit powers of SCs from a 

macrocell (MC), decoupling of UL/DL is seen as one of the major changes in 5G to 

address, e.g. transmit power disparities in UL/DL [28]. Hence, dual connectivity feature 

of a user equipment (UE) to communicate with two nodes operating at different 

frequencies was proposed in [29].  

However, to the best of our knowledge, no research has yet addressed the 

problem of interference modeling, resource reuse and allocation, and densification limit 

of SCs, particularly in 3D in-building scenario, under both traditional cell-centric 

networks and new split architectures in order to show their comparative performances 

in terms of, e.g. achievable capacity, of 5G networks, which is proposed to address in 

this dissertation. More specifically, the objectives mentioned in the next subsection are 

proposed to carry out in this dissertation.    

  

1.4 Objectives  

 

In this dissertation, the following objectives are proposed to address:    

 

 Carry out an extensive review on enabling technologies in different directions 

from various perspectives for proposing a framework of the 5G network 

architectural evolution for the network capacity to give an insight on how all 

these directions will fit in together under different requirements and constraints, 



 

 

13 

and what would be the possible best match of these directions in terms of 

enabling technologies to meet the 5G network capacity demand.  

 

For cell-centric networks,    

 

 ORRA to SCs within a building: Propose a frequency reuse and scheduling 

algorithm using an adaptive almost blank subframe (ABS) based eICIC 

technique to reuse frequency resources in FCs deployed in 3D buildings in 

dense urban environments of a multi-tier network. 

 NORRA to SCs within a building for SC network densification limit: Develop 

a tractable analytical model for interference characterization and minimum 

distance enforcement to reuse resources in 3D in-building dense SC networks 

for optimization constraints, namely interference, spectral efficiency, and link 

capacity. 

 Propose a novel clustering approach and a number of resource reuse strategies 

for dense SC networks deployed in 3D in-building scenario.  

 

For device-centric networks,    

 

 Propose a novel multi-band enabled SC and UE architecture for the UL/DL and 

the C-/U-plane splitting. 

 Develop numerous SCBS architectures for performance comparison between 

C-/U-plane coupled and split architectures. 

 Propose a centralized 3D radio resource allocation and scheduling approach for 

C-/U-plane split architecture. 

 

1.5 Scopes and limitations  

 

Highlighted briefly, the followings are considered as baseline in carrying out 

dissertation research:   
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 System Model:  A square-grid based FC coverage area where each FCL consists 

of a number of 2D floors, and each floor consists of a number of square-grid 

apartments with side length a are considered. Each apartment has one FCBS 

with a coverage area of 2)( maa , which is placed in the center of the apartment, 

and is assumed static. A fixed free space around its building of a FCL and some 

free spaces between two neighboring FCLs are assumed. Typical values of a = 

10 m and a free space of 10 m are assumed. However, in general, a and the value 

of free space are random variables. A UE per FCBS is considered and placed at 

the farthest radial distance from the FCBS. A single MC of a corner excited 3-

sectored MC site and a number of SCs, including outdoor PCs and indoor FCs 

are considered. A certain percentage of MUs are distributed non-uniformly 

within the number of FCLs greater than one. All indoor MUs are served by MC. 

In addition, a certain percentage of outdoor MUs are offloaded to nearby PCs. 

FCs are dropped as clustered and deployed only within 3D buildings.  

 Interference management technique: ABS based eICIC techniques are 

considered to manage interference between MC-plus-PC tier and FC tier both 

for NORRA and ORRA schemes. Irrespective of NORRA and ORRA schemes, 

a basic feature of these schemes is that RBs are reused in FCs only during non-

ABSs. 

 Resource scheduling algorithm: Proportional fair scheduler rather than other 

simple conventional schedulers such as Round Robin is considered to address 

multi-user diversity gain from a random and uniform FU distribution, i.e. a 

highly spread distance distribution between a FU and a serving FCBS (sFCBS), 

such that the path loss varies significantly at FUs from one to another and non-

line-of-sight (non-LOS) components at frequencies below 3 GHz exist. Further, 

proportional fair scheduler ensures an optimal trade-off between fairness in 

resource allocation, specifically time and frequency among UEs, and 

throughput per user performances in comparison with other conventional 

schedulers.  
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 Path loss model: Rather than choosing sophisticated but computationally 

complex theoretical models such as ray tracing, simple empirical models 

recommended for evaluation by the third generation partnership project (3GPP) 

for modeling indoor FCs are considered. However, because FCs in all FCLs 

experience the similar signal propagation characteristics, there would not be any 

significant deviation in performance results from using empirical models that 

do not necessarily guarantee the transportability between environments.  

 Simulation parameters and assumptions: The default simulation parameters and 

assumptions used for system level simulation are based on 3GPP 

recommendations for system level performance evaluation and are listed in a 

table which varies accordingly with any particular scenario of investigation. 

Unless stated explicitly, the default value for any parameter and assumption is 

considered to use from the mentioned table for any particular simulation 

scenario. 

 Validity of research results: The validity of any research result of this 

dissertation is mainly based on convergence of MATLAB® simulator based 

simulation results and formulated analytical results.    

   

Finally, in Figure 1.2, the synopsis of the research is depicted in a diagram for 

a quick visual understanding at one-spot. Each word of the dissertation title is defended 

by explaining its inclusion reasonably sidewise in the diagram to underpin the novelty 

of the considered research problems, scopes and contributions. Since the network 

capacity varies with the degree of application of a particular enabling technology, such 

a range of variation is shown arbitrarily by dotted lines in the diagram.   

 

1.6 Outline and approach  

 

The dissertation is documented chapter wise in the following order:  
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Integrated triangular enabler-cause-effect diagram for 

dissertation research problems, scopes and contributions 

- Network capacity: Network capacity is 

seen as the main driver for evolutions of a 

number of past generations, and so is for 

NGMN. 

- NGMN architectural framework: How all the prospective technologies can be applied, controlled, and managed to meet the 

required NGMN capacity and what the NGMN network architecture will eventually look like is still an open research issue. 

- Resource reuse in SCs: Because of 

smaller coverage, SCs provide an effective 

way to improve the network capacity by 

reusing system bandwidth in them to 

overcome limited spectrum availability 

constraint. 

- SC network densification: Since typically the capacity 

per unit area increases with the number of SCs, SCs are 

expected to be deployed as densely as possible, and hence 

network densification is considered as one of the major 

key enablers to achieve an expected capacity of NGMN 

through reusing resources in SCs.

- Indoor environments: Because of weaker signal strength and most data traffic generated are in 

indoor environments, the reuse of the system bandwidth in femtocells at its maximum possible 

level is expected to address the high indoor capacity demand. 

- Interference modeling in urban indoor environments: 

Reuse of spectrum causes co-channel interference  to 

occur. In urban environments where thousands of 3D 

multi-storage buildings exist, modeling co-channel 

interference  and a minimum distance between FCs in 3D 

scenario has become one of the major growing concerns. 

- 3D In-building interference modeling:  

Modeling 2D interference is simple but not 

accurate enough since it cannot capture 

complex combinations of deployment and 

propagation effect existing in realistic 3D 

buildings, namely complex indoor 

propagation mechanisms from effects within 

and outside the building of interest, e.g. 

direct signal component, reflection, and 

diffraction, 3D modeling of indoor 

propagation has become necessary.   

- C-/U-plane separation architecture (CUSA): In conventional 

networks, a common feature is tightly coupled C-plane and U-

plane which is one of the major reasons for most of problems that 

network densification facing, e.g.  complex interference 

management. BSs are to be always active to ensure ubiquitous 

coverage even though there is no data traffic demand that results 

in poor resource utilization. However, an optimal SCBS selection 

can be quite challenging, and hence signaling network is more 

complex in CUSA than conventional network which calls for a 

performance analysis of device-centric over cell-centric networks. 

- Call for this dissertation research: 

However, no research has yet addressed the 

problem of interference modeling, resource 

reuse and allocation, and densification limit of 

SCs particularly in 3D in-building scenario 

under both traditional cell-centric as well as 

new C-/U-plane split architecture based device-

centric networks to show their comparative 

performances in terms of achievable capacity of 

NGMN which is aimed to address in this 

dissertation research.

Backhaul network platform 

and synchronization 

- Ideal 

Radio access network node 

and performance enabler 

- Dense 3D in-building FCs and outdoor PCs over a MC area

- Radio resource reuse and allocation techniques

- ABS based eICIC enabled interference modeling

- Minimum distance enforcement between FCs and limit of densification  

- Multi-band spectrums: microwave and mmWave bands 

 

Figure 1.2: One-spot view of the dissertation overall research problems, scopes, and 

contributions with an integrated triangular enabler-cause-effect diagram. 

  

 

 In Chapter 1, an introduction to the dissertation is given, including its 

background, problem statement, related works, objectives, and scopes and 

limitations.  

 In Chapter 2, a review on trends of the existing as well as proposed 

potential enabling technologies that are expected to shape 5G mobile networks 

and relevant to the dissertation objectives is discussed, and a brief detail on 

concepts, theories, techniques, and methods that are considered to use in this 

research are incorporated in order to gain sufficient background information for 

an easy of understanding and clarity.   

 In Chapter 3, a frequency reuse and scheduling algorithm (FRSA) using an 

adaptive ABS based eICIC technique that uses ORRA scheme is proposed to 

reuse frequency resources in FCs deployed in 3D buildings in dense urban 
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environments of a multi-tier network, including FCs and PCs within a MC 

coverage. An adaptive optimal number of ABSs (OPNA) scheme for FRSA, 

and its outperformance over a static OPNA scheme are shown. A schematic of 

the scheduler implementation for FRSA is also developed.  

 In Chapter 4, a novel tractable analytical model for modeling interference in 3D 

in-building scenario using Wyner model and deriving mathematical expressions 

for a minimum distance between FCBSs deployed within a building under a 

number of constraints is proposed. In addition, two strategies to reuse RBs in 

co-channel FCBSs (cFCBSs) are proposed, and the capacity outperformance 

with a RR strategy of NORRA over ORRA scheme is shown. With a rough 

estimation under an example scenario of ultra-dense deployment of FCBSs, it 

is shown that the prospective desired spectral efficiency of 5G networks can be 

achieved with the proposed model. 

 In Chapter 5, a multi-band enabled FCBS and UE architecture is proposed for 

splitting the UL/DL as well as the C-/U-plane for 5G mobile networks. For 

multiple bands, co-channel microwave and different frequency 60 GHz 

mmWave bands are considered. A number of disruptive architectural design 

alternatives for 5G mobile networks are presented, including a complete UL/DL 

splitting as well as a combined UL/DL and C-/U-plane splitting architectures.  

 In Chapter 6, numerous SCBS architectures based on the number of transceivers 

and operating frequency bands existing in a SCBS for serving the C-/U-plane 

traffic in indoor environments under both the C-/U-plane coupled as well as the 

C-/U-plane split architectures are discussed and evaluated in terms of the C-/U-

plane traffic capacity. 

 In Chapter 7, a centralized allocation and scheduling strategy for 3D radio 

resources, namely time, frequency, and power, for a C-/U-plane split 

architecture by considering schedulers of all BSs located at a central station is 

proposed. A fully blank subframe based eICIC to split completely the C-/U-

plane such that C-plane can be served only by the MCBS and U-plane by each 

UE’s respective BS is considered. 
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 In Chapter 8, recommended further studies on the dissertation research are 

highlighted in terms of concepts and preliminary results.  

 The dissertation is concluded in Chapter 9 by pointing out major research 

approaches, observations, and findings.     

 

In the followings, a number of approaches considered for preparing the 

dissertation are listed out:  

  

 Use of information and non-disclosure issues: Information in this dissertation 

in any forms, e.g. texts, figures, tables, and algorithms, can be found partially 

or completely in the published as well as accepted journal and conference 

articles and hence is used under strict-confidentiality requirement.  

 Chapter structuring: A generic structure for presenting information mainly in 

Chapters 3, 4, and 5 is used consistently, including introduction, system model, 

analytical model, proposed algorithm, simulation assumptions and parameters, 

implementation, technical and business perspectives, conclusion, and finally a 

list of references. Further, rather than numbering all equations, only which are 

needed to refer in later parts of a chapter are mainly numbered. For numbering 

sections, equations, figures, and tables, of any chapters the following format is 

used: X dot Y, where X denotes a decimal number of any chapters, whereas Y 

denotes a decimal number of any sections, equations, and so on as 

aforementioned.        

 Use of appendices: A number of appendices are considered to cover required 

information for completeness and clarity of any issues of chapters.    

  

1.7 Summary  

 

In this chapter, a general introduction of the dissertation is given. Relevant 

backgrounds in section 1.1 on dense-HetNets, SCBSs, interference in HetNets and its 

management techniques such as eICIC techniques, indoor signal propagation 
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environments, 3D modeling of indoor propagation, noticeable characteristics of current 

mobile networks, cell-centric control, advanced device-centric control, and the C-/U-

plane and the UL/DL split architectures are given. In section 1.2, a number of research 

problems are discussed. Namely, how various proposed enabling technologies can be 

applied, controlled, and managed to meet the required 5G network capacity as well as 

what the 5G network architecture will eventually look like to achieve the target capacity 

are discussed. Further, modeling co-channel interference and enforcing a minimum 

distance between cFCs, i.e. limit of densification, for reusing resources in 3D in-

building scenario are mentioned. The necessity of developing a new architecture with 

C-/U-plane decoupled is also highlighted. Furthermore, the importance of carrying out 

performance analysis of device-centric networks over cell-centric networks for 5G 

network capacity is indicated. As a promising solution for a high capacity network, the 

C-/U-plane separation architecture based dense HetNets are also pointed out. In section 

1.3, related studies to the research problems stated above in existing literature are 

highlighted for both cell-centric and device-centric networks, and current research gaps 

are identified. In section 1.4, the objectives of the dissertation are listed, followed by 

mentioning its relevant scopes and limitations in section 1.5. The chapter ends with 

giving a chapter wise outline of, and mentioning approaches for documenting, the 

dissertation in section 1.6.   

 



 

 

CHAPTER 2 

LITERATURE REVIEW 

 

In this chapter, relevant literature review for this dissertation on necessary 

concepts and techniques are discussed. Initially, an analysis on the existing as well as 

the prospective potential enabling technologies for 5G mobile networks is carried out 

in order to develop a 5G network architectural evolution framework. We then provide 

a brief discussion on the 3D in-building cellular mobile communications. Important 

issues of SC deployments such as randomness and 3D in-building modeling practices 

are highlighted. Further, radio resource allocation strategies and their role on HetNets 

are discussed. Finally, the chapter ends with a brief discussion on cooperative 

communication mechanisms for sharing information among BSs in order to improve 

network capacity. On top of the review in this chapter, a number of relevant background 

issues are also discussed in Appendix A.  

 

2.1 Incentives and requirements of next generation mobile networks  

 

Internet data traffic through mobile wireless access networks is expected to 

grow faster than that through traditional fixed access networks [2]. The growth of data 

usages will continue [30], and an incremental approach to serve user demands will not 

be sufficient toward meeting mobile network demands by 2020 [31].  Internet protocol 

(IP) data usage by wireless networks will increase from under 3 Exabyte in 2010 to 

over 500 Exabyte by 2020 [31]. Internet of Things is expected to dominate over the 

current practice of human-centric Internet in 5G networks [32]. Nonetheless, with 

existing networks, it is not possible to address these aforementioned challenges. In this 

context, 5G mobile network technologies are expected to be standardized around 2020. 

To address 5G requirements and technologies, there has already been a great attention 

in research communities. Though there is no exact specification on what 5G networks 
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will encompass, based on what most people have agreed so far as compared to 4G 

networks, 5G networks should attain the followings as given in Table 2.1 [31, 33-34].      

 

Table 2.1: 5G mobile network requirements. 

Attributes Values (compared to 4G networks) 

System capacity 1000 times 

Spectral efficiency  10 times 

Energy efficiency 10 times 

Longer battery life time 10 times 

Reduced latency  5 times 

Higher number of connecting devices 10-100 times 

Reduction in energy per bit as well as 

cost per bit  

100 times 

Mobility support  up to 500 km/hr 

 

2.2 5G network architectural evolution framework     

  

In this thesis, a framework of the 5G network architectural evolution for the 

network capacity is proposed in Figure 2.1 and is detailed in Figure 2.2. Though there 

are a number of enabling technologies in each evolutionary direction, in order to meet 

the capacity demand of 5G networks, we limit the scopes of discussion on the enabling 

technologies as follows in this chapter. However, discussions on a number of enabling 

technologies, e.g. mmWave, massive MIMO, and SDN, can be found in Appendix A. 

 

 for RAN node and performance enabler, MC, PC, and FC based dense HetNets 

and eICIC based interference management for resource reuse and allocation in 

3D in-building scenario,  

 for network control programming platform, logically distributed programmable 

network platform, i.e. cell-centric and device-centric networks, and  

 for backhaul network platform and synchronization, backhaul networks and 

deployment scenarios and solutions.     
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Figure 2.1: 5G network architectural evolution framework. 
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Figure 2.2: Detailed 5G network architectural evolution framework. 

 

2.3 Radio access network node and performance enabler    

 

2.3.1 Radio access network node     

     

The 5G RAN is expected to consist of densely deployed heterogeneous nodes, 

particularly low power nodes. Network densification with SCs is considered as one of 
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the prominent approaches to achieve the high capacity of 5G networks where SCs are 

deployed in the coverage of a MC such that the distance dependent path loss between a 

UE and a SCBS is reduced to improve the throughput per user. Various types of SCs 

such as PC, FC, relay node, and remote radio head (RRH) have been standardized by 

the 3GPP for 4G long term evolution-advanced (LTE-Advanced) systems with a future 

deployment of device-to-device and machine type communications as parts of beyond 

LTE-Advanced or 5G systems. Each of these SCs has a number of different 

characteristics from others in terms of, e.g. transmission power and cell coverage area. 

Hence, 5G network architectures depend largely on the type and the density of these 

SCs. Basic features of MC and SCs such as PC, FC, and RRH are discussed as follows.       

A MC is usually characterized by a high transmission power, a wide cell 

coverage, a large number of concurrent user associations, and an open access for all 

users. Antenna radiation patterns of MCBSs can be either omnidirectional or sectorized. 

The number of antennas at a MCBS can be multiple, e.g., an evolved nodeB of LTE-

Advanced systems with the maximum number of eight antennas in the DL. These 

evolved nodeBs are connected to each other via X2 backhauls to exchange signaling 

information, e.g., common control signals using the C-plane and user data information 

using the U-plane for cooperation.   

A PC is a BS with a relatively lower transmission power than that of an evolved 

nodeB, and correspondingly with a limited cell coverage. A PC usually serves a few 

tens of users, and is deployed typically in hotspot areas such as shopping mall, bus 

station. PCs are usually connected to an evolved nodeB with X2 backhauls. The major 

purpose of deploying a PC is to improve local user throughputs within its periphery and 

also places where an indoor coverage from a MCBS is poor. Like a MCBS, a picocell 

BS (PCBS) is also deployed by an operator [1].      

A FC is also a low power BS with a transmission power typically less than that 

of a PC. It is also called as home evolved nodeB [35] in the 3GPP LTE-Advanced, and 

usually covers a limited area less than that of a PC. Based on the access policy, FCs are 

usually classified into three types, namely, an open access, a CSG, and a hybrid access 

[36]. In an open access type, any user can get access to a FC; whereas in a CSG, only a 

specific group of users are allowed to get an access; and in a hybrid access, a portion of 

FC resources is restricted for a particular group of users, and the remaining can be 
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accessed by any user. FCs are usually deployed in indoor coverage areas to improve 

indoor user throughputs as well as in areas where the received signal strength from a 

MCBS at a UE is very low or lower than the minimum requirement for establishing and 

continuing a communication link. FCs use consumers’ broadband connections as 

backhaul links such as digital subscriber line, copper cable, and optical fiber [1].        

Similar to a MCBS, a RRH is a high transmission power BS which is usually 

compact in size and low weight [1]. RRHs are connected to a MCBS via high speed 

links such as optical fibers, and all control and baseband signal processing tasks are 

performed for RRHs at MCBSs. The main purpose of RRHs is to distribute the cell 

coverage by remote BSs such that constraints from site acquisitions [1] can be flexibly 

tackled. This distributed form of antennas is called DAS which offers an improved link 

quality, reliability, and coverage because of the more frequent presence of LOS links. 

A comparative framework of these nodes is shown in Table 2.2 [1, 37].   

 

2.3.2 Radio access network performance enabler   

 

A.  Network capacity 

 

A high system capacity is the major requirement for the evolution of 5G 

networks. With no specific direction on how the envisaged high capacity of 5G 

networks can be achieved, we intend to exploit the Shannon’s capacity formula to point 

out possible ways to enhance the system capacity of 5G networks.  Assume that the link 

capacity between a UE and a BS is the same as the received throughput at the UE. Using 

Shannon’s capacity formula, the link capacity for a point-to-point communication 

between a MCBS and a UE considering interference effects at the UE can be expressed 

as   

  ueueuelinklink nIPBC  1log2                                                                 (2.1) 

where Pue, Iue, and nue are the received signal power, the interference power and the 

additive white Gaussian noise power respectively at the receiver. Blink denotes the link 

bandwidth.  
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Assume that there are S links that can be provided with the system bandwidth 

Bsys. For simplicity, assume that all UEs have the same link characteristics such that 

values of Pue, Iue, and nue are the same for all UEs. Hence, the system capacity is directly 

proportional to the link capacity.  Consider also that there are more than one antenna at 

the BS and at the UE such that there exist Mue parallel spatial channels in a link, where 

Mue = min {nt, nr} denotes the spatial multiplexing gain, and nt and nr denote 

respectively the number of antennas at the BS and at the UE. Assume that SCs are 

deployed in the coverage of a MC and are operated with the same system bandwidth, 

i.e., Bsys, such that the bandwidth is reused Kue times to SCs. Hence using (2.1), the 

system capacity of HetNets for a single MC overlaid by SCs can be given as 

  ueueuesysueuesys nIPBMKC  1log 2                                                           (2.2) 

Table 2.2: A comparative framework of various types of node in HetNets. 

  Dense 

HetNet 

nodes 

Specifications attributes 

Typical 

transmission  

power 

Cell 

coverage 

RAN 

backhaul 

connection 

 

Utilization 

Deployment 

environment 

and planning 

MC 46 - 49 dBm  Few kms  LOS 

microwave,  

Optical 

fiber    

Network 

associations 

for high 

mobility UE,  

wide  area 

coverage  

Outdoors;   

planned 

PC 23 - 30 dBm  Less than 

300 m  

LOS 

microwave,  

Optical 

fiber   

Data traffic 

offloading 

from  MCs, 

indoor  and 

outdoor  

capacity 

improvement 

Indoors or 

outdoors;   

planned  

FC Less than 23 

dBm  

Less than 

50 m  

Copper  

cable,   

digital 

subscriber 

line    

Indoor 

coverage  

area   

capacity 

improvement 

Indoors;  

unplanned 

RRH/ 

DAS 

46 dBm [1]  

 

Few kms  Optical 

fiber  

Cooperative 

gain, handoff 

reduction 

Indoors or 

outdoors; 

planned 
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Note that we implicitly consider that the received power is the same at a UE 

irrespective of whether the UE is served by a MC or a SC for simplicity and consistency. 

The assumption is reasonable enough in a sense that the higher transmission power of 

a MCBS than a SCBS is compensated by good channel conditions between a UE and a 

SCBS because of lower path loss, higher probability of LOS link, and less fading effect 

in a SC than a MC. In addition, we assume that the Mue spatial channels have the same 

capacity. By analyzing (2.2), possible ways to improve each element that eventually 

contributes to an improvement of the overall system capacity Csys of 5G HetNets can 

be pointed out and are mentioned in the followings:    

 

 The denser a HetNet, the higher the interference effects through the term Iue.  

 By increasing the density of SCs per unit area, more frequency reuse (i.e., higher 

Kue) can be performed.   

 By implementing a massive number of antennas at a MCBS, a large spatial 

multiplexing gain Mue can be achieved. This implementation of a large number 

of antennas at a BS is called massive MIMO. In addition to massive MIMO, 

other advanced technologies such as networked MIMO and DAS can also be 

used.  

 The more the system bandwidth, the higher the system capacity. Since most 

frequencies below 3 GHz have almost been utilized, possible ways to increase 

spectrum bandwidths are to aggregate spectrums from mmWave bands, ranging 

from 3 to 300 GHz. From mmWave spectrum bands, several tens of GHz of 

bandwidth would be made available for the capacity of 5G networks [3].  

 An interference management technique, e.g. eICIC, can be applied to improve 

signal power Pue and to mitigate interference power Iue at a UE.   

 

In the following subsections, enabling technologies of 1, 2 and 5 are discussed. 

  

B. Dense HetNets     
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The densification of mobile networks evolves with time as the requirements 

arise from multiple aspects, e.g. coverage and capacity. In the early stage, the 

development of mobile networks was based mainly on cell coverage where a large area 

incorporating both indoor and outdoor environments was considered to be covered by 

a MC with a high transmit power which was sufficient enough because of mainly voice 

based low traffic demand. However, with time as the number of mobile users got 

increased, there was a necessity for a paradigm shift from the coverage limited to the 

capacity limited network design to address the growing demand of capacity.  A typical 

practice used for years was by splitting a MC into smaller ones, also termed as 

microcells, to cover mainly high traffic generation areas within a MC. Along with 

traffic demand, locations of traffic generation were seen substantial, and the traffic 

generated in indoor surpassed that of outdoor environments.  

Now-a-day globally, data traffic demand exceeds voice traffic, and about 65%-

70% data traffic [38] generates within indoor environments. Because of a high external 

wall penetration loss, serving such a huge amount of indoor traffic at a high capacity 

with indoor BSs rather than outdoor ones becomes crucial. Because of a poor coverage 

and a low signal transmission capacity within indoor environments by MCs along with 

a high transmit power requirement of MCs necessitate a shift again in network 

densification from outdoor to indoor environments where SCs are deployed within 

indoor environments to cover a small area by each SC to serve indoor UEs at a close-

in distance. 

Since the capacity demand of 5G networks, is projected to be 1000× that of 4G, 

an extremely dense deployment of SCs is considered as the major enabler to achieve 

the required capacity. Such an extremely dense deployment of SCs within indoor 

environments may shift the existing outside-in approach to a new inside-out approach 

of BS deployment so that indoor SCBSs can serve close-in low mobility outdoor UEs 

in addition to indoor UEs, and outdoor MCBSs can serve outdoor high mobility UEs 

[38]. With time, such shifting paradigms of network densification commensurate with 

the degree of density of BSs per unit area to cope up with network performance 

requirements. According to [8], the density of MCBSs in 3G is 4 to 5 BS/km2, microcell 

BSs in 4G is 8 to 10 BS/km2 to improve transmission rates in some parts, i.e. hotspots, 
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within a MC area, and SCBSs in 5G is 40 to 50 BS/km2 (expected) to ensure seamless 

coverage (Figure 2.3).   

 

 

Figure 2.3: Network densification evolution: 1G to 5G (expected). 

 

1. Driver, exploitation and benefits 

  

Though there are mainly three ways the capacity of 5G can be achieved, because 

the spectrum availability is already scarce, and the spectral efficiency of current 

networks reaches almost Shannon’s limit of capacity, the only option left to improve 

capacity is the densification of SCs as extremely as possible [38] within the coverage 

of MCs.  SCs take advantages of mainly two aspects, namely a short distance between 

a SCBS and a UE to enhance signal quality (and hence throughput) and reuse of the 

same frequency in SCs to improve spectral efficiency [39]. This implies that since a UE 

throughput is directly proportional to the available transmission channel bandwidth, the 
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overall SC network capacity improves linearly with the density of SCs. There are 

various types of SCs that are existing in the current networks such as FCs, PCs, and 

RRHs. PCs and RRHs are typically used for outdoor hotspot coverages whereas FCs 

are mainly used for indoor coverages. SC network densification brings a number of 

benefits, including (i) its allows an intense spatial reuse, (ii) it allocates larger share of 

the available spectrum to UEs because of the less number of UE per SC, and (iii) it 

reduces path loss by decreasing distance between a SCBS and a UE [40].   

 

2. Types of HetNets 

 

SCs can be deployed in two ways based on how spectrum resources are assigned 

to them, namely single-band and multiband deployments. When both MCBS and SCBS 

operate at the same frequency, i.e. co-channel, the resulting HetNet is termed as 

underlay HetNet, whereas when they operate at an orthogonal or different frequencies 

is termed as overlay HetNet. However, when both approaches of deployments is 

employed to a HetNet, the resulting HetNet can be termed as mixed or hybrid HetNet. 

Overlay HetNet outperforms underlay HetNet in terms of no cross-tier interference at 

the cost of additional expensive spectrum use, whereas underlay HetNet outperforms 

overlay HetNet in terms of high spectral efficiency by reusing spectrum resources in 

SCs at the expense of increased cross-and co-tier interferences and backhaul overheads 

for coordination among MCBSs and SCBSs for interference management.    

 

3. Practical limitations and tradeoffs  

 

A number of practical limitations that may affect network densification are 

outdoor environment, site acquisition, site-to-site distance, physical antenna size for 

outdoor environment, and external wall penetration loss, internal wall loss, and energy 

efficient window for indoor environment. In addition, distance dependent path loss 

exponents, different propagation models, and traffic models also affect network 

densification [41]. Furthermore, the signal propagation between indoor and outdoor is 

also affected by modern energy efficient construction materials. As reported in [42], 
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the average outdoor-indoor penetration loss in modern buildings is about 19-23 dB, 

whereas for older buildings, the range is about 6-9 dB. Therefore, there is an additional 

13-14 dB average penetration loss from modern energy efficient building materials with 

a peak loss can be as high as 35 dB.      

Hence, the densification of SCs has to be properly done since there are a number 

of tradeoffs from network performance point of view. The more the density of SCs, the 

less the coverage per SC, that results in a decreased path loss between a SCBS and a 

UE but an increased interference between UEs. Moreover, the reduced coverage of a 

SC results in a strong presence of LOS components that degrades gain from multi-user 

diversity because of near similar channel characteristics of UEs [40]. This implies that 

there is a limit of densification beyond which the capacity may get saturated even with 

an increase in SC densification which calls for a systematic view towards the tradeoffs 

of network densification to define an appropriate density of SCs [40]. Note that 

although the 2G and 3G mobile systems were noise-limited, and the 4G deployed with 

multi-antenna technology is interference-limited, because of considering an extreme 

dense deployment of SCs for 5G, the 5G mobile system will be density-limited [8]. 

    

4. Research on dense HetNets 

 

There have already been tremendous considerations on network densification 

towards 5G networks. A rich amount of researches have already addressed many issues 

of dense HetNets such as a general overview on dense HetNets in [43], the role of SCs 

in [44], performances of dense HetNets from various deployment perspectives in [38], 

coordination of interference in dense HetNets in [45], cooperative distributed radio 

resource management (RRM) in hyper-dense HetNets in [46], energy efficiency, 

spectral efficiency, and quality-of-service tradeoffs in [47], coverage analysis of LTE 

urban HetNets with dense FCs in [48], and a novel architecture using SCs to address 

machine type communication traffic in [49].          

 

C. Interference management in HetNets   
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Interference is one of the major bottlenecks and is more severe in dense HetNets 

than in traditional homogeneous networks. The major sources of interference in 

HetNets are unplanned deployment, restricted FC access, transmission power 

difference among nodes, and new techniques such as cell range expansion [1]. In co-

channel deployment of a FCBS, a MU close to the coverage of a CSG FCBS is 

interfered highly by the CSG FCBS in its DL reception as shown in Figure 2.4(a) as the 

MU is not allowed to get access to the FCBS. Similarly, a MU at far distance (e.g., near 

cell-edges) from a MCBS transmits in the UL at a high power to compensate the path 

loss, and hence originates cross-tier interferences by jamming UL transmissions from 

FUs to a FCBS.  Further, the unevenness in transmission powers of different nodes in 

HetNets is another potential cause of interference. Since a UE usually gets connected 

to a BS with the highest DL signal strength in its neighbor BSs, a UE prefers to get 

connected with a MCBS because of its higher transmission power than that of a SCBS, 

e.g., PCBS. This creates a phenomenon called imbalance in load distribution between 

cells, and a MCBS is likely to get overloaded almost always even though there are 

PCBSs around UEs at much shorter distances than those from the MCBS. Moreover, 

UEs in the near coverage of a PCBS is interfered highly in the DL from the PCBS 

(Figure 2.4(b)). If a UE near a PCBS is connected to the PCBS, this can help the UE 

not to suffer from the DL interference since the UE is now communicating with the 

PCBS and also offloading traffic from the MCBS.     

Both offloading problems and the DL interferences for a MU can be addressed 

by expanding the actual PC area by adding an offset to the reference signal received 

power of a PCBS which is referred to as cell range expansion [50]. When a PCBS is 

employed with cell range expansion, a UE receives a higher reference signal received 

power from the PCBS, and hence more UEs are likely to get connected to the PCBS. 

This results in more MUs to be offloaded to the PCBS from a MCBS and less DL 

interferences at a MU. However, those pico UEs (PUs) which are within the expanded 

cell area of a PCBS are likely to suffer from the DL interferences caused by a MCBS 

as shown in Figure 2.4(c). This can be overcome by coordinating resource scheduling 

decisions between a MCBS and a PCBS via backhaul links, e.g. by scheduling 

orthogonal RBs by a MCBS to MUs near the victim PUs.    
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Figure 2.4: Interference in HetNets. 

 

Interferences in HetNets can better be managed by using FD, TD and power 

control ICIC techniques which are aggregately called as eICIC [1]. In TD eICIC 

techniques, a victim UE is scheduled in TD while interferences from other nodes are 

reduced. The use of ABS is one way to address TD eICIC techniques where the victim 

UE is scheduled during ABSs (Figure 2.5) [1]. As mentioned earlier, interferences from 

a CSG FCBS s can be overcome by using ABS based eICIC. For example, if a MU is 

near to the coverage of a CSG FCBS, ABSs can be applied at the FCBS such that the 

MU will be scheduled only during ABSs. In an ABS, data and control signals are not 

scheduled; however, only reference signals are scheduled (Figure 2.6). Another 

approach to address TD eICIC is to apply shifting to the subframe boundary by a 

number of orthogonal frequency division multiplexing symbols of one BS with respect 

to the other such that control channels of both BSs do not overlap each other (Figure 

2.7). However, control channels of the MU (near the FCBS) are still interfered by data 

channels of FUs. To overcome this problem, one approach is to mute those overlapped 
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orthogonal frequency division multiplexing symbols of the FCBS with the control 

channels of the victim MU. The other approach is to configure subframes of the FCBS 

as ABSs that overlap control channels of the MU.     

 

Y dB 

CRS power

Normal power 

level (dB) ABS

Interfered UE is scheduled

Interferer BS 

transmit power

Subframe
 

Figure 2.5: Transmit power versus subframe in ABS. 
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Figure 2.6: ABS based TD eICIC between MCBS and FCBS. 
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Figure 2.7: FCBS subframes are shifted by 3 symbol durations with respect to that of 

MU. 

  

In FD eICIC techniques [1], by orthogonal scheduling of control channels 

between cells in a reduced bandwidth, interferences can be mitigated. Along with a 

static orthogonalization, a dynamic FD orthogonalization can be performed by 

detecting a victim UE. An interfered UE can be detected at a BS based on the UE 

specific measurement reports. The victim UE’s BS then informs the interferer BS via 

backhaul signaling. A victim UE can also be detected by an interferer BS and can 

coordinate its scheduling decision with the victim UE’s BS [1]. In power control eICIC 

techniques, different power control techniques can be applied to SCs [1]. However, a 

reduction in transmission power at a FCBS will eventually reduce throughputs of its 

FUs at the gain of reduced interference for MUs. Some trade-offs can be considered on 

scenarios of interest such that an optimal power control at SCs can be adopted and may 

contribute to an overall system capacity improvement.    
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D. Inter-cell RRM for interference management   

  

Using coordinated multi-point (CoMP), tight inter-cell RRM (IC-RRM) for 

orthogonal resource assignment such that interference can be managed within limits 

can be achieved. Two approaches [51] such as centralized and autonomous IC-RRMs 

can be considered. In centralized IC-RRM, a group of RRHs are connected by high 

speed backhaul links (e.g., optical fiber) to a centralized BS (also called evolved 

nodeB). All the baseband signal processing is performed at the evolved nodeB. Radio 

resources are scheduled at a single point, and scheduling decisions are coordinated 

among all RRHs such that the interference is mitigated considerably by an orthogonal 

assignment of resources. This centralized IC-RRM approach is beneficial to HetNets 

where independent link connections between UL/DL to different nodes can be possible 

because of the centralized processing at the evolved nodeB. For example, the UL can 

be connected to a SC, e.g. PC, and the DL is connected to a RRH of the evolved nodeB 

of a UE. Coordination with the PC can be performed via X2 backhaul with the evolved 

nodeB. Hence, this in turn mitigates the interference at a UE along with providing 

necessary UE throughputs in the UL/DL based on necessity.  

In autonomous IC-RRM, evolved nodeBs are connected to each other via X2 

interface, and relevant information for resource scheduling is exchanged between them 

such that the interference at a UE, particularly a cell-edge user is minimized. This 

approach is particularly important for a MU near the coverage of a CSG FCBS where 

a MU receives weak MCBS signal and is interfered significantly in the DL from the 

nearby CSG FCBS because of no access to that FCBS. The ICIC gain from this 

approach employing X2 interface between evolved nodeB and FCBS has been reported 

in the literature. Figure 2.8 shows an example network architecture for IC-RRM.  

 

2.4 Network control programming platform   

  

The programmable feature of network control is one of the most impactful 

aspects toward the evolution of 5G networks. The traditional way of  
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Figure 2.8: Network architecture for IC-RRM. 

 

controlling wireless networks is based on programming networks in a distributed 

manner where control plane is distributed network wide both logically and physically 

in networking devices.  Usually, wireless network control mechanisms are based on 

either a local or a global network view. In a distributed programmable network, 

typically a network control mechanism is based on a local network view. The local 

network view is usually centered on a network entity such as a cell and a UE where the 

former is termed as cell-centric, and the latter is termed as device-centric network 

control. On the other hand, in a centralized programmable network, a network control 

mechanism is usually based on a global network view where a centralized network 

entity controls the whole network with global information of the network. This 

centralized network entity is termed literally as controller which can be implemented 

physically in a distributed manner where physical controllers exchange information to 

one another, but logically they can act as a single control entity [52-53]. 5G networks 

can be evolved in either a logically centralized or a logically distributed programmable 
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control networks. Since the former is not the scope of this research, the later approach 

is considered. Note that logically distributed programmable control networks can be of 

cell-centric control or device-centric control as described below. 

 

2.4.1 Cell-centric control networks 

 

In traditional cell-centric architectures, a UE gets services from a network by 

making a connection establishment both in the UL and in the DL that carry user data 

traffic and control signals by using either a frequency division duplex or a time division 

duplex technique. All BSs (typically MCBSs) have usually the same transmission 

power for homogeneous networks. BSs are deployed and scaled on capacity demand, 

following a cell planning strategy, e.g., frequency resource reuse factor. A network is 

controlled in a distributed manner where each BS takes responsibilities of all UEs under 

its coverage and hands off to an adjacent BS with the assistance of a mobility 

management entity (MME). Functionalities of all layers (i.e., layer 1, layer 2 and layer 

3) are performed at a MCBS. All UEs within MCBS coverage are under the sole control 

of BS. C-/U-plane functionalities of a UE are performed locally at a MCBS. A UE is 

controlled by the network employing both C-plane and U-plane connectivity which are 

governed by the same entity.  For example, when a UE initiates a service request to a 

MCBS, from the network and cell selection procedures to an end of a service session, 

all control signaling and user data transferred between the MCBS and the UE over the 

whole session are governed by the same MCBS as long as the UE does not reselect or 

hand-off to a different MCBS. After successfully handing off, only a new MCBS 

governs the UE, and all functionalities regarding control and data planes are transferred 

to the new MCBS from the old MCBS. In short, a UE cannot be served for C-plane and 

U-plane functionalities by different BSs at a time. To boost capacity of homogeneous 

networks, SCs can be deployed in the coverage of a MC such that the same carrier can 

be reused in the SC tier.   

 

2.4.2 Device-centric control networks 
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In device-centric control network architecture, a device should be able to 

communicate with a network through multiple nodes by exchanging multiple flows in 

a HetNet [3]. Hence, a set of nodes provide connectivity to a device, and functions of 

these nodes should be contextualized to a specific device during a session. To introduce 

a device specific architecture to 5G networks, many changes on existing cell-centric 

networks need to be addressed, e.g., decoupling C-plane and U-plane, serving UL/DL 

by separate nodes, decoupling baseband processing unit from processing hardware unit 

of a node, and beamforming with a high antenna directivity at mmWave spectrums. A 

model of device-centric network architecture for 5G networks is shown in Figure 2.9 

[3].  Because 5G networks will encompass heterogeneous nodes, many of which will 

likely be unplanned by the network provider, flexible and reliable accesses of these 

nodes to the network will become crucial issues.  Decoupling features have been 

proposed to address these issues. In the following, a number of proposed decoupling 

features are discussed briefly, and further detail on them can be found in Appendix A.   

 

A. Decoupling C-plane and U-plane 

 

In distributed HetNets, SCs can be deployed with a separation of C-plane and 

U-plane. In this configuration, U-plane of a UE is served by SCs, whereas C-plane is 

served by a MC. A SC simply provides U-plane traffic, and the MC provides C-plane 

traffic to a UE. SCs are not configured with cell-specific signals, e.g., synchronization 

signals, and all radio resource control (RRC) connection procedures are provided by 

the MC. Hence, these SCs are also termed as Phantom Cells [4].  SCs can be assigned 

with a high frequency band such as mmWave. However, to provide the mobility 

requirement, the MC is assigned with an existing microwave cellular spectrum. This 

can help address a high capacity need for 5G networks by SCs, and at the same time, 

reduce the number of hand-offs because of large coverage area by the MC.  There are 

two scenarios for realization of C-plane and U-plane splitting, namely, SCs with 

baseband processing located at a MCBS and SCs with independent baseband 

processing. In scenario 1, all baseband processing of SCs and a MC are performed at 

the MCBS. SCs simply carry U-plane traffic to a UE. Though physically separated, the 

MCBS and a SCBS are logically seen as a single entity. Because of common U-plane 
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processing of all SCs, there is a limitation to the maximum number of SCs that can be 

deployed in a MC coverage. This scenario can be applied to the 3GPP LTE carrier 

aggregation deployments [54].  

In scenario 2, each SC has its independent baseband processing system, and 

hence a SC appears as a separate entity from the MC. This configuration of C-plane 

and U-plane overcomes the limitation of scenario 1 because of a local baseband 

processing at a SC itself and helps scale network capacity. Based on scenario 2, a new 

RAN architecture that employs C-/U-plane separation has been proposed in [4] as 

shown in Figure 2.9(a). C-plane of a SC is managed by a MCBS, and U-plane is served 

by the SC itself that requires a new data path (S1-U) as a backhaul to connect to the 

core network. The MCBS is connected to the SC via a new interface X3. The MC first 

sends an RRC message to a UE to measure channel conditions between the UE and the 

SC for the connection establishment. After measuring channels, the UE then reports 

channel conditions to the MC. The MC then asks the SC via backhaul links for its 

preparation to serve the UE. Once the SC confirms with a positive response for its 

preparation to the MC, the MC then initiates to the UE an RRC connection set-up 

request from the SC to the UE. The UE then requests for a connection to the SC using 

the random access (RA) procedure with preamble. The SC then responds to the UE’s 

RA request, and the UE then sends the RRC connection set-up (between the SC and the 

UE) confirmation message to the MC. User data are now sent directly via S1-U 

interface from the core network to the SC, and the SC then sends user data to the UE. 

 

B. Decoupling downlink and uplink 

 

In the DL of HetNets, different BSs have different transmission powers with a 

difference of more than 20 dB between a MCBS and a FCBS, and hence their coverages 

vary accordingly. However, in the UL, transmission powers from UEs are almost the 

same.  In the DL, the maximum signal-to-interference-plus-noise ratio (SINR) region 

follows the transmission power of each BS, i.e., a MCBS with the largest, and a FCBS 

with the smallest. However, this is not the case in the UL where the maximum SINR 

region of a MCBS suffers the most, and the maximum SINR region of a FCBS can 
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surpass the coverage of a MCBS [55]. This is because UEs are comparatively much 

closer to a SCBS than a MCBS. Hence, a UE may have a good coverage for the UL 

from one BS and from another BS for DL. Further, when UEs are served by different 

BSs for the UL transmissions, they may cause interferences to one another if UEs are 

assigned the same resources in the UL. Hence, classical interference models 

considering symmetry in the UL/DL are not directly applicable for HetNets.  So, the 

UL/DL should be considered as separate networks along with new interference models 

for HetNets with asymmetry in transmission power and irregularity in deployment. 

Figure 2.9(b) shows an example scenario of this type of network architectures.    

 

C. Decoupling baseband processing unit and node 

 

In this decoupling approach [56], by introducing virtualization concepts on BSs, 

baseband signal processing hardware unit, i.e. baseband unit, is decoupled from its 

node, i.e., BS [3], and all baseband units are aggregated centrally into a virtual BS pool. 

Centralized baseband unit, cooperative radio with distributed antenna based RRHs and 

real-time cloud radio access network (C-RAN) can address requirements of 5G 

networks. With a centralized baseband unit, a reduction in site costs and with RRHs, an 

increase in spectrum efficiency can be achieved. Further, with real-time cloud 

infrastructure and BS virtualization, dynamics in resource allocation, a reduction in 

power consumption, and an increase in infrastructure utilization can be achieved. C-

RAN is an alternative approach to current networks and is targeting to the most typical 

HetNets scenario [56]. Based on a layer-wise (both control and data planes) functional 

splitting between a baseband unit and RRHs, full centralization and partial 

centralization of C-RAN can be realized.  In full centralization of C-RAN, baseband 

(i.e., layer 1), layer 2 and layer 3 are incorporated in a baseband unit. However, in 

partial virtualization of C-RAN, layer 1 functionalities are left with RRHs. In either 

case, a C-RAN consists of three main components [56], namely, a baseband unit which 

is incorporated with a high-performance programmable processor and a real-time 

virtualization technology, distributed RRHs which are integrated with antennas, and 

high speed low latency optical fibers that connect all RRHs to the baseband unit. Figure 

2.9(c) shows example C-RAN architecture [56].   
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Figure 2.9: A device-centric network architectural model for 5G networks. 

  

2.5 Backhaul networks  

 

2.5.1 Deployment scenarios and solutions 

 

5G networks will be denser than current HetNets in LTE-Advanced systems. In 

such a complex HetNet, a tight integration and a high level of cooperation between cells 

are crucial to address several significant and unavoidable issues such as interference 

management and load balancing. Backhaul networks will play a significant role on 

connecting BSs in a dense HetNet and providing a channel to communicate and to 

cooperate one BS to another. Backhaul networks take a considerable share of the total 

cost of ownership of the network. Hence, backhaul solutions should be cost-effective, 

easy to install, highly scalable and flexible, and not be a barrier to performances of 
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HetNets [57].  However, reusing the same spectrum between spatially separated cells 

puts much requirements on delay, delay variation, and synchronization, particularly 

between a MC and a SC.  

There are a number of backhaul solutions such as microwave links using above 

20 GHz  frequency bands [58], microwave links using sub-6 GHz frequency bands, 

point-to-point optical fiber, point-to-multipoint optical fiber, category 5/6 LAN, and 

digital subscriber line. Backhaul solutions vary with requirements such as scalability, 

cost-effectiveness, and quality of experience. Scalability of a network can be achieved 

through a well-defined and carefully selected set of these backhaul technologies. By 

considering a common approach for traffic management by using single-vendor 

provided solutions, the total cost of ownership for the SC layer can be made one-half 

from, e.g., reduced infrastructures by the proper coordination [59] to address the cost 

issue. If a backhaul solution needs to address quality of experience, one way to do so is 

to ensure a proper coordination between radio nodes and layers which require a high 

performance end-to-end backhaul solution such as optical fiber or LOS microwave link, 

particularly for links from MCs whenever possible. If a fixed backhaul solution is not 

available, wireless links can be used as a default choice, and NLOS can also be 

considered for a greater degree of freedom.                

For outdoor deployments, wireless and optical fiber backhauls are good choices 

and for indoor deployments, reuse of existing copper and optical fiber can be 

considered. Practical deployment scenarios, e.g., on city street, there are mainly two 

deployment scenarios, namely, an indoor environment (e.g., indoor hotspot) and an 

outdoor environment (e.g., bus stop). For an indoor hotspot, usually a PC is deployed, 

and can be connected to a MC over an existing digital subscriber line backhaul. 

However, based on capacity demands and environment profiles, optical fiber or LOS 

microwave can be considered. For almost all other indoor SCs, almost any backhaul 

can be used. For an in-building scenario, telephony cable and copper category 5/6 cable 

are seem to be the most used backhauls. For an outdoor microcell, it should be 

connected to the MC via a LOS or a high performing NLOS backhaul. Figure 2.10 [57] 

shows the capacity and delay characteristics of various backhaul transmission 

technologies.  
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Figure 2.10: Capacity and delay characteristics of various backhaul transmission 

technologies. 

 

2.5.2 Backhaul solutions for 5G networks 

 

The backhaul solutions for SCs in Dense HetNets can be implemented either 

centralized or distributed manner as given in [60] for 5G networks. In a centralized 

backhaul solution, SCs are deployed in the coverage of a MC and are connected to the 

MC via mmWave wireless links. Each SC transmits data to the MC and the MC acts as 

the anchor or the central point for aggregating all data from SCs. The MC is connected 

to the core network via fiber to the cell backhaul as shown in Figure 2.11 (top). 

However, in distributed backhaul solution, a group of SCs form a cluster or a 

cooperating set, and one of the SCs act as an anchor that collects all the data from other 

SCs within the cluster. The anchor SC is connected to the core network via fiber to the 

cell backhaul (Figure 2.11 (bottom)) [60].   

In 5G networks, the mmWave spectrum is considered as one of the major 

enabling technologies for high capacity. The low latency and high capacity fiber 

backhaul is expected to be complemented with NLOS microwave links and LOS 

mmWave wireless links with a peak capacity of about 10-25 Gbps [61]. According to 
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Figure 2.11: Backhaul solution scenarios: centralized (top) and distributed (bottom). 

 

[61], the 60GHz band (between 57 GHz and 66 GHz) and E band (71-76 GHz and 81-

86 GHz) are well suited for mmWave wireless because of large BW availability in these 

bands, e.g. 9 GHz and 10 GHz respectively, license free or light-licensed, and almost 

worldwide availability. For short links, 60 GHz band can be a good choice as compared 

to E band because of free of license fee to make the network more cost-effective. This 

high capacity mmWave wireless backhaul provides operators with an alternative 

solution to the traditional backhauling, by using multi-hop short distant links with each 

hop of 100-200 meters. With multi-hop mmWave wireless links, high capacity 

backhaul of up to 1 km can be viable [62].  

 

2.6 Synchronization in HetNets  

 

Synchronization in HetNets is very important because of an unplanned 

deployment of SCs. Time synchronizations mainly affect the cooperation mechanism 



 

 

45 

between cells for the coordinated transmissions among multiple BSs as well as for the 

alignment of these signals at a receiver. In addition, handovers between cells are time 

sensitive, and an accuracy of 1.5 micro seconds for time synchronization is required in 

a time division based LTE system [46]. There are mainly three links that may be utilized 

for time synchronization, namely, backbone, satellite, and cellular links [46]. Since SCs 

are typically connected to the core network via IP links, time synchronization could be 

possible to achieve by using IEEE 1588 protocol, i.e. precision time protocol, which 

employs time-stamped packets between a server and its clients. However, in the context 

of SCs, precision time protocol may face a lot of difficulties in terms of synchronization 

error and new investments from deploying precision time protocol enabled routers 

throughout the paths between clients and a server. 

The use of satellite source such as global positioning system can provide a 

highly accurate time information over satellite links in both frequency and time. The 

global positioning system is commonly equipped with time division duplex based MCs. 

However, it requires a good global positioning system-enabled receiver. Since SCs such 

as FCs are expected to be deployed mainly to cover indoor environments, a satellite 

signal strength is not good enough in an indoor coverage with a resultant long time to 

synchronize or possibly no synchronization at all. The use of cellular networks for time 

synchronization can be performed by network listening to the synchronization signals 

from neighboring cells, which are possibly synchronized already, to perform timing 

adjustments.  

Network listening synchronization for SCs is specified in the 3GPP [46]. SCs 

can listen to the primary synchronization signal or the secondary synchronization signal 

or the common reference signal from neighboring BSs to perform time synchronization. 

This approach is cost-effective since it does not impose any extra infrastructure 

requirement. However, if the link between a MC and a SC does not exist, then network 

listening cannot be done. In this case, SC networks can perform time synchronization 

in a distributive manner. Every SC at each iteration detects the synchronization signal 

and sets a new time based on its own time and the time from its neighboring SCs. 

Eventually, within a short time, all SCs converge to the same time value.   
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2.7 In-building cellular mobile communications  

 

2.7.1 Signal propagations in in-building scenario   

 

Propagation in indoor environments is a complex phenomenon and is difficult 

to model all the aspects such as reflection, diffraction, scattering, and building layout 

and construction effects that govern the propagation. Though in principle, both indoor 

and conventional mobile channels show similar basic features such as multipath 

dispersion from reflection and scattering phenomenon and can be described with the 

same mathematical model, however they do differ in a number of major aspects as given 

in Table 2.3 [63]. With a conventional mobile channel means a mobile channel 

observed when a BS antenna is elevated by, e.g. a tower or placed on a roof-top of a 

building, and a mobile antenna is at a low level.   

 

 Table 2.3: Indoor versus conventional outdoor cellular mobile propagation. 

Aspect Mobile channel 

Conventional mobile channel Indoor mobile channel 

Time and space  Stationary in time (due to 

mainly the signal dispersion 

caused by large fixed objects 

such as buildings in 

comparison to the motion of 

people and vehicles) and non-

stationary in space  

Non-stationary both in 

time- (due to the 

motion of people and 

equipment around a 

mobile antenna) and-

space  

Path loss and 

variation in mean 

signal level  

Lower as compared to the 

indoor channel   

- 

Applicability of 

negative-exponent 

distance-dependent 

path loss model  

Well established  Not universally 

accepted  

Doppler shift  High because of high velocity 

of mobile users   

Negligible  

Transmit power  High  Low  
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2.7.2 Indoor propagation mechanisms  

 

According to [64], there are three categories of most dominant propagation 

paths of signal through floors in buildings, which are as follows:  

 

 Category 1: Transmission paths through floors that may include multiple 

reflections between walls before or after going through the floors, which are 

significant when the transmitter and receiver are far from the windows.   

 Category 2: Paths that include multiple diffraction at the window frames and 

involve successive diffractions at frames or edges of windows at different floors 

of the buildings and also subsequent scattering events, which carry significant 

power along diffracted paths when the transmitter and receiver are close to the 

windows.   

 Category 3: Paths that involve reflections from scatters outside the building 

back into the measurement site which is mainly due to reflections from nearby 

buildings and is strong enough in dense urban environments, where nearby 

buildings are expected to be in close proximity and can potentially reflect strong 

signals back onto lower floors of the building under consideration [65].  

 

As reported in [65], as more floors are penetrated, category 3 are considered to 

become more pronounced because of external paths that contribute more toward the 

received power as compared to the signal penetrated through floors (i.e., direct 

component) within the building caused because of a reduction in signal strength from 

penetrating through floors and an increase in strength of reflected signals. With an 

increase in the number of penetrated floors, the proportion of power arriving via 

external reflection paths increases significantly up to 93.2% after two floor separations. 

With both simulations and measurements, reflections from nearby buildings have been 

shown to increase the received signal by over 10 dB [65]. Hence, when reusing the 

same frequency within a building, reflections can cause to increase the co-channel 

interference. Since the reflected signals are external to the building and hence largely 

free space, the magnitude of reflected signals on lower floors remain the same. The 
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strength of the reflected signal is dependent on the distance to the nearby structure, and 

the majority of the reflected power arrives on single-bounce paths, with double-bounce 

reflections delivering at most 7.7% of the total power [65]. Further discussion on other 

aspects such as attenuation caused by multi-floors and floor materials, indoor 

propagation modeling, and types of buildings and their impact on signal propagation 

can be found in Appendix A.   

 

2.8 Issues of small cell deployments 

 

Density of BS and transmit power per tier play a significant role on the capacity 

and coverage of mobile networks. BS consumes about 60% of the total energy of 

cellular networks [23]. MCBSs are designed mainly for a large coverage rather than 

providing a high data rate. Because of an enormous increase in high data rate services 

mainly in indoor environments, a large portion of data traffic is expected to be offloaded 

to low power SC networks. Employing such HetNets in recent standards has been 

considered as a primary element [23]. A number of major issues related to the 

deployment of SCs are pointed out in the followings.  

 

2.8.1 Randomness 

 

SCs specifically FCs are mainly expected to be deployed by the customers in an 

ad-hoc manner and hence randomness in FC deployment is considered to be taken into 

account while designing SC networks [22].  If SCs are deployed as an overlaid non-

cooperative network, a significant level of cross-tier interference between macro-tier 

and SC-tier causes to happen which results in limiting the coverage and capacity of the 

SC network. Cross-tier interference depends on factors such as BS density, transmit 

powers [22]. As mentioned in [22], it is infeasible to determine how dense and strong 

BSs are randomly located and currently activated, and is emphasized that densely 

located SCBSs are to be able to sense their neighbors and be self-configured and 

optimized to render the cross-tier interference. However, the implementation of the 

features of self-configuration and optimization in SCs results in additional complexities 
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and associated costs. Hence, relative BS densities per tier and the number of active BSs 

per tier in a HetNet is considered to be a primary design concern of SC networks [22].  

Authors in [66] proposed a coverage coordination scheme for SC networks where each 

SC performs self-configuration and self-optimization of pilot transmit power aligned 

with the interference experienced at a SC. 

 

2.8.2 Randomness modeling practice  

 

For Intra-tier, the randomness of BS placements is frequently modelled as 

Poisson point process [67-69]. In Poisson Point Process, the average number of BSs per 

unit area, i.e. BS density, is probabilistically determined, and the aggregate interference 

experienced at a randomly selected UE is considered to be statistically identical. Several 

existing works have applied Poisson point process based randomness modeling. 

Authors in [70] developed a tractable framework of single-tier network by modeling 

BS distribution as Poisson point process and showed that BS density does not have any 

impact on SINR statistics, which means that the coverage probability is independent of 

the BS density. This is because of the fact that the excessive interference from the 

denser BS deployment is compensated owing to attaching a UE to a closer BS and 

ensure better connectivity network wide. In addition, the authors in [71] showed that 

adding more tiers, e.g. randomly adding different SCs have no impact on coverage 

probability since a UE gets attached to the best BS in the best tier.  The major advantage 

of Poisson point process based randomness of SC modeling is analytical tractability 

such that closed form solution can be obtained with reasonable simplicity in 

assumptions. However, in complex scenarios, e.g. 3D network scenario, more realistic 

use cases are difficult to capture, and hence, no existing literature has been found.   

Since the inter-tier interference varies with the BS density and the transmit 

power per tier, the coverage of each tier also varies accordingly. A number of existing 

works have addressed an optimal BS density issue. Authors in [72-73] showed an 

optimal relative BS density per tier to maximize transmission capacity under closed 

access of FCs for a two-tier HetNet. The BS distribution is modelled as Poisson point 

process in 2D HetNet scenario. Whereas, authors in [74-76] investigated under open 
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access FCs to optimize relative BS densities by controlling a fraction of open access 

FCs considering the BS distribution modelled as Poisson point process in 2D HetNet 

scenario. In [77], authors showed that the optimization of joint and dis-joint sub channel 

allocation depends on the relative BS densities and transmit powers.  

 

2.8.3 Minimum separation distance between small cells  

 

Authors in [22] proposed to use a BS location model with a minimum cell 

separation distance to ensure a minimum distance between any two cells in each tier 

using the Matern hardcore process such that no cells can lie within a predefined 

minimum distance from any other cell. Each BS simply checks whether or not if there 

has already been any activated cell with the predefined distance to determine an 

effective BS density. Larger the minimum distance, lesser the probability that a BS to 

be activated because of probabilistically presence of more neighboring BSs with the 

circle with radius equals to the minimum distance. Minimum separation distance was 

used to show that load balance per cell depends on relative BS densities and transmit 

powers.  Minimum separation distance helps to adjust the number of BSs to be activated 

to reduce the area power consumption and to balance the load over cells effectively 

with changing user density [23] and can be implemented in a distributive manner by 

adopting self-organizing network (SON) [22]. Note that Matern hardcore process can 

be approximated as Poisson point process by introducing an exclusion region around 

each BS [22].  

Authors in [23] proposed a strategy to find a minimum separation distance 

between SCs and derived an optimal minimum separation distance between SCs by 

adopting modified Matern hardcore process to analyze the effect of separation distance 

on the coverage of SC networks.  Like [22], the authors in [23] also considered self-

configuration of BS deployments. In addition, the authors showed numerically that a 

larger target user throughput necessitates a lower minimum separation distance (for a 

given user density), and so is required for a higher user density (for a given target user 

throughput). When the minimum separation distance approaches to zero, it requires 
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more SCs to deploy in order to support more users and achieve the required target user 

throughput. 

All these aforementioned works addressed enforcing a minimum distance based 

on the interference statistics around SCBSs, i.e. by sensing the presence of neighboring 

SCBSs to avoid intra-and inter-tier interferences by modeling BS locations as Poisson 

Point Processes. However, a minimum distance can also be enforced by proper 

allocation of resources to SCBSs such that the interference is independent of the effect 

of randomness of BS locations. It means that, no matter how randomly BSs are 

distributed, as long as interference level at a UE is limited, there is no need to take into 

account of BS location. Hence, rather than enforcing a minimum distance which is the 

function of random BS distribution deployed by customers, a mechanism that can 

address interference issues to ensure an optimal distance between SCs would be more 

impactful because of controlling SCs from the network side and independent of BS 

randomness in distribution.  

Further, stochastic geometric approaches are mainly applied so far in the 

existing literature for 2D BS location scenario with more simplistic homogenous 

Poisson point process or Matern hardcore process, whereas the study of 3D scenario 

existing in practical indoor buildings is not obvious because of complexity and 

intractability of analytical expressions. This necessitates a more realistic yet simple 

enough model to analyze such a 3D interference modeling and to enforce a minimum 

distance. Furthermore, modeling SCs using a random distribution of SCBSs is not a 

universal necessity. This is because of the fact that FCs are available in three modes, 

e.g. closed access, open access, and hybrid access of the first two. Since typically, open 

access FCs as well as most hybrid access FCs are deployed by the operators to provide 

high data rate coverage in indoor environment, regular grid based model such as square-

grid based model can be applied for modeling. Hence, operators can use such simple 

square-grid based model for enforcing minimum distance between SCs and reusing 

resources in SCs to improve spectral efficiency as much as possible. Further, since 

employing stochastic geometric approach in 3D in-building scenario is typically 

complex and analytically intractable, CSG FCs can be also be modelled using square-

grid based model considering that the average interference statistics over a cluster of 

FCs remain typically the same. This issue is addressed in Chapter 4.   
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2.8.4 3D versus 2D modeling and impacts on FC interference   

 

Authors in [5] investigated the impact of three-dimensionality of FC 

deployments on cross-and co-tier interferences using realistic building data and showed 

that interference effects of urban FC deployments under 3D scenario is significantly 

higher than that when considering 2D case, and heterogeneity in building heights plays 

an important role on the aggregate interference effect in FC networks. Typically, the 

interference in HetNets has been studied considerably under 2D scenario, flat, and 

homogeneous networks structure for deployment heights [5]. Though 2D modeling is 

simple, it is not accurate enough since it cannot account the complex combination of 

deployments and propagation effects in realistic 3D buildings. This is raised by a 

number of facts as follows [5]:  

 

 FCs in upper floors are more susceptible to interference from neighboring BSs 

when operating under the same frequency than those in lower floors, e.g. ground 

floor, due to the presence of low loss because of presence of more LOS 

components in a larger area than those FCs operating in lower floors. Hence, 

channel conditions are different in lower floors (e.g., ground floor) from that in 

upper floors. This implies that the height of a building has an important effect 

on overall interference in FC networks.  

 The interference signal is the most from the nearest adjacent building, which 

degrades with an inclusion of additional adjacent buildings (with almost very 

low after the fourth adjacent building).  

 An increase in the number of interferers and modification of interference 

pattern.  

 

Hence, the authors in [5] proposed to consider modeling HetNets under 3D 

scenario to introduce more accurate interference effects than that in 2D scenario.   
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2.8.5 3D small cell networks modeling  

 

Modeling of interference in FCs installed densely in 3D scenario is an important 

area of research to analyze interference, capacity, and coverage effects in indoor 

environments. Since in urban areas, most indoor environments are modeled as 3D 

building where a dense deployment of FCs in 3D buildings will be an obvious scenario 

in order to address high data rate demand of 5G networks, a number of existing works 

have already addressed this issue of modeling SC networks in such 3D scenarios, e.g. 

office buildings and residential areas. For example, the authors in [16] addressed the 

issue of interference coordination in 3D building scenario for an unplanned deployment 

of FCs by considering a system with multi-floor buildings having FCs installed densely 

in them within the coverage of MCs. They proposed a graph based interference 

coordination scheme consisting of three phases, namely FC interference graph 

establishment, FC clustering, and frequency resource allocation. The authors showed 

numerically that the intra-cell interference of FCs of the same building is the dominant 

source of interference as compared to the cross-tier interference from the MC as well 

as interferences from FCs of other surrounding buildings because of the presence of 

high external wall penetration loss of a building. FCs are clustered based on 

measurement reports from their associated UEs, and an interference graph is then 

formed depending on whether or not an interference between FCBSs exist. Each cluster 

is assigned with orthogonal frequency resources to avoid co-channel interference. With 

simulation results, the authors showed that their proposed interference coordination 

scheme performed better than other conventional schemes such as universal frequency 

reuse scheme where each FC is assigned with the whole system BW and frequency 

hopping scheme where each FC can choose ¼ of the total sub channels.  

 

2.8.6 Self-configuration and self-optimization of FCBSs 

 

With self-configuration mechanism, a FC initiates its’ transmit power by 

sensing the interference from the neighboring FCs to ensure a constant coverage, and 

with self-optimization mechanism, a FC continually adjust its’ transmit power using 
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transmit power control (based on surrounding radio environments) so that the coverage 

of FC does not make an interference with other outdoor cell such as MC. A FCBS first 

measure the average received pilot power (over multiple frame in time) from the 

neighboring FCBSs and MCBSs and configures its pilot power identical on average to 

that of neighboring FCBSs and MCBSs at an initial cell radius. Self-configuration 

provides only the initial coverage and is refined over time using self-optimized power 

control mechanism. The time average received power measured by UEs associated to a 

FCBS is feedback periodically to the FC BS. The FCBS also evaluates the received 

interference-plus-noise power and the pilot power of it is then updated based on whether 

or not the difference between the feedback power by UEs and the measured 

interference-plus-noise power is greater than the predefined threshold or not [66].  

 

2.9 Resource allocation in HetNets  

 

Dynamic resource allocation or packet scheduling is one of the most important 

functionalities of RRM. Almost all other functionalities are affected with the 

performance of packet scheduling. Packet scheduling allocates or de-allocates 

resources, including buffer and processing resources and RBs to both the C-/U-plane 

packets. Selection of radio bearers onto which packets are to be scheduled, management 

of necessary resources such as power, frequency, time, and space, consideration of 

quality-of-service associate with each radio bearer, channel state information (CSI) for 

UEs, buffer status, interference situation, and so on along with restriction or preference 

on a portion of RBs due to interference coordination are all parts of responsibilities of 

dynamic resource allocation or packet scheduling [54].  

Packet scheduling policy can be developed based on a number of performance 

metrics, e.g. maximum SINR, maximum fairness, or a trade-off of these two, and the 

schedulers based on these metrics are respectively called as max-min, Round Robin and 

Proportional Fair. In LTE, max-min schedules a UE with the highest SINR at a RB in 

any transmission time interval (TTI), and hence it provides the best average throughput 

performance but at the least the fairness. This is because UEs with good channel 

conditions are always scheduled, and those with poor channel conditions such as the 
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cell-edge UEs are scheduled very less and sometimes never at all. Round Robin 

schedules UEs with an equal turn in a given period of time with an equal amount of 

RBs for each UE, and hence it provides the best fairness but usually at the worst average 

throughput performances since it does not consider a UE channel condition into 

account. Proportional Fair provides a good tradeoff between these two schedulers by 

considering all UEs’ past average throughput into account such that a UE who has been 

scheduled very frequently in the past will be given less preference to scheduling even 

though its channel condition is far better than the other peer UEs. Proportional fair 

scheduler is usually preferable to other two schedulers because of its optimal average 

throughput and fairness performances. However, its algorithm development more is 

complex than that of max-min and Round Robin schedulers. There are many existing 

literatures that examine the performance of these schedulers in HetNets from various 

perspectives in order to improve performance metrics such as throughput, fairness, and 

other quality-of-service metrics. 

The role of packet scheduling in HetNets is very significant. Packet scheduler 

is located at the MCBS. In HetNets, SCs such as FCs, PCs, and relay stations are all 

connected to the MCBS. The packet scheduler at MCBS takes the decision of which 

UE in what time at which RB (or a group of RBs) at what transmit power at which 

antenna port in which cell is to be scheduled based on several parameters such as CSI, 

precoding metric, mobility, quality-of-service requirement, UE location, UE serving 

cell, cell load, cell cooperation, interference mechanism, and so on. There is no 

specification from standardization bodies for packet scheduling principle and operation 

requirements, and network operators usually define packet scheduling strategy based 

on their respective network capacity, user demands and operators’ goals.    

 

2.10 Cooperative communications  

 

In dense HetNets, an effective approach to address interferences from one cell 

to another is to ensure a very tight coordination among cells such that the same 

frequency can be reused among SCs with an appropriate cooperation. The use of 



 

 

56 

cooperative principles will play a significant role on the 5G network capacity 

achievement.  

Cooperation can be defined as a process of working together [78]. In cellular 

wireless networking aspects, a number of BSs and UEs cooperate to address common 

network goals such as channel diversification, resource allocation, interference 

mitigation, and so on. The perspectives of cooperation are broad, and in this work, we 

particularly emphasize those perspectives that are highly relevant on current mobile 

networks, specifically the 3GPP LTE with a projection toward future 5G networks. The 

concept of cooperative communications was addressed first in [79], where the author 

proposed a three-terminal relay channel with a derivation of upper and lower limits of 

capacity. Later, the authors in [80] investigated the capacity of a cooperative relay 

channel and set a theoretical basis for the research on cooperative communications. 

Currently, in LTE release 10 (LTE-Advanced), cooperative communications has been 

standardized as one of the advanced technologies to address many crucial issues such 

as interference, capacity, diversity, cell-edge user throughput by including relay 

stations and CoMP communications. Relay stations are used to allow communication 

to a destination node by relaying signals from the network and vice versa. In CoMP, a 

group of network nodes (also termed a cooperating set) coordinate among each other, 

and this type of cooperation is termed as node cooperative systems.  

Relay stations use three possible cooperative protocols, namely, amplify-and-

forward, decode-and-forward, and compress-and-forward. If a backhaul link is poor, 

amplify-and-forward and compress-and-forward protocols are favorable. However, for 

a good relay backhaul link, decode-and-forward is more advantageous [81]. Since 

relays are deployed in the coverage of a MC, relay cooperative schemes are also called 

intra-cell CoMP where relay stations and a MCBS cooperate. Cooperation in node 

cooperative systems can be held by either joint processing or coordinating strategies 

among nodes in a cooperating set. In joint processing, data among all cooperating nodes 

are first exchanged via backhaul links, and transmissions and receptions of data take 

place jointly from all nodes at a time to improve mainly user throughputs. All 

cooperating nodes are connected to each other via high speed backhaul links, and are 

forming a DAS which can easily take advantage of spatial diversity, resulting in an 

improved overall network capacity. In the coordinated node cooperation, all 
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cooperating nodes in a set coordinate strategies, e.g., resource allocation, beamforming 

pattern via backhaul links to reduce interferences from adjacent nodes. Control 

information such as CSI is shared for coordination among all cooperating nodes.  

The joint processing is further categorized into two, namely, joint transmission 

and dynamic point selection. Irrespective of CoMP scheme, control signals, e.g. 

physical downlink control channel (PDCCH), are only transmitted from the serving 

cell, i.e. the cell where the current physical location of a UE exists. In joint transmission, 

all points or partly in a cooperating set are associated with a UE specific demodulation 

reference signal (US-RS) and  transmit user data simultaneously to a UE coherently or 

non-coherently in a time-frequency resource to improve received signal qualities and 

data throughputs of the UE. However, in dynamic point selection (muting), user data 

are transmitted from only one point of a cooperating set, while all other points are muted 

even though the user data is available at all points. Transmitting or muting a point may 

change simultaneously from one subframe to another following a specific scheduling 

strategy such as the minimum path loss between a point and a UE [51].  

In coordinated scheduling/coordinated beamforming, user data are available 

only in the serving point; however scheduling or beamforming decisions are taken after 

coordinating with all other nodes in a cooperating set. With a combination of joint 

processing and coordinated scheduling/coordinated beamforming that results in a 

hybrid scheme, a few points can involve in joint transmission simultaneously, while 

other points can cooperate for coordinated scheduling/coordinated beamforming in a 

time-frequency resource. All these schemes are shown in Figure 2.12. CoMP 

communications have been considered for LTE Release 11 [82], and a number of 

scenarios of CoMP communications are considered for both the UL/DL in 

homogeneous networks as well as HetNets [83].   
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Figure 2.12: CoMP schemes in HetNets. 

 

2.11 Summary  

 

In this chapter, relevant reviews on necessary concepts, theories, techniques, 

and methods for the dissertation research are discussed. In sections 2.1 through 2.6, a 

brief review on 5G mobile networks is given, and a 5G network architectural evolution 

framework, consisting of three evolutionary directions, is developed. Though there are 

a number of enabling technologies in each evolutionary direction, the review is limited 

to those enabling technologies that mainly concern with meeting capacity demand of 

5G networks, specifically MC, PC and, FC based dense HetNets and eICIC based 

interference management for resource reuse and allocation in 3D in-building scenario 

for RAN node and performance enabler, cell-centric and device-centric networks for 

network control programming platform, and deployment scenarios and solutions of 

backhaul networks and synchronization of HetNets for backhaul network platform and 

synchronization. However in Appendix A, additional enabling techniques along these 

directions are given. In section 2.7, a brief discussion on 3D in-building cellular mobile 

communications, including indoor signal propagations and mechanisms, is given. 
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Section 2.8 highlights a number of issues of SC deployments such as randomness and 

its modeling practice, minimum separation distance between SCs, 3D versus 2D 

modeling and impacts on FC interference, and 3D SC networks modeling. In section 

2.9, radio resource allocation and its role on HetNets are discussed. Finally in section 

2.10, cooperative communication mechanisms are discussed. 

 

 

 

 

 

 

 

 



 

 

CHAPTER 3 

RADIO RESOURCE REUSE TECHNIQUE FOR 

3D IN-BUILDING DENSE SMALL CELL 

 

In this chapter, a frequency reuse and scheduling algorithm (FRSA) using an 

adaptive ABS based eICIC technique to reuse frequency resources in FCs is proposed. 

FCs are deployed in 3D multi-floor buildings in dense urban environments of a multi-

tier network, including FCs and PCs in a MC coverage. By exploiting the high external 

wall penetration loss and in-between distance of neighboring buildings, all FCs in a 

building are considered as a FCL. The impact of varying the number of ABSs on the 

throughput performance of FRSA is analyzed, and an OPNA for FRSA is derived. An 

adaptive OPNA scheme for FRSA is developed, and its outperformance over a static 

OPNA scheme is shown.  

 

3.1 Introduction 

 

Increase in capacity with an expensive and limited bandwidth is one of the major 

concerns of existing cellular mobile networks in order to address a continual increase 

in the number of mobile users and the demand for a high per user data rate. This results 

in initiating investigations on next generation mobile networks, i.e. 5G mobile 

networks, the capacity of which will most likely be driven by three major aspects, 

namely, network densification, spectrum extension, and spectral efficiency technique 

[4]. Based on recent researches, network densification is found to be the major driver 

[84] where SCs such as FCs are deployed in the large coverage of a MC. Because of 

smaller coverage and hence less transmission power than a MC, such type of networks 

are termed as HetNets. Since the capacity increases with the SC density, providing that 

the interference is within a limited range, it is desirable to deploy SCs as densely as 

possible that results in an extension of the so-called HetNets to dense HetNets. Dense 
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HetNets take advantages of a short distance between a SCBS and a UE and reusing MC 

spectrum in SCs by managing interference between cells using techniques, e.g. eICIC 

defined in 3GPP release 10 [1]. In indoor cFC deployment, clustering FCs and reusing 

resources with a proper interference management are the major challenges in urban 

environments that raise a number of issues discussed in the followings. 

Firstly, FC clustering which is an effective technique to improve network 

capacity by disjointing a set of FCBSs over the whole or a part (e.g., a multi-floor 

building) of a MC coverage into a number of subsets or groups. A group of such FCBSs 

is called a FCL. Existing FC clustering approaches over a MC coverage are associated 

with a number of pitfalls, mainly as follows:   

  

 The maximum resource reuse factor for FCLs per MC is difficult to define as 

the size of a FCL and the maximum amount of resources allocated in it are 

interdependent because of co-channel interference from neighboring FCLs [21].  

 Since in practice indoor FCBSs are typically deployed by users and random in 

placement, prior knowledge of the number of FCLs in a MC coverage [21] is 

not immediate.  

 An extreme level of network densification cannot be exploited fully since 

decreasing the size of one FCL necessitates increasing the distances from its 

neighboring FCLs to keep the co-tier interference limited. 

 There is an additional computational complexity from estimating the number of 

FCLs per MC due to different size of FCLs [21].  

 

Secondly, typical interference management and frequency reuse analysis in 2D 

scenario for regular HetNets where the density of serving SCs is less than that of served 

UEs [84] is not practical enough particularly in urban environments where the existence 

of a vast number of multi-storage buildings is obvious. Though 2D modeling for FCs 

is simple but not accurate enough since it cannot account complex combinations of 

deployment and propagation effects that exist in physical buildings [5]. The major 

issues that need to be considered when reusing resources in FCs in a structured 3D 

multi-floor building environment as compared to that in a 2D environment are as 
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follows. With 2D modeling of SCs, it is not possible to capture these issues that exist 

in physical 3D multi-floor buildings. 

 

 The external wall penetration loss of any buildings   

 The distance between neighboring buildings and co-channel interference effect 

from SCs of neighboring buildings  

 The inter-floor and inter-wall penetration losses 

 The complex signal propagation from effects such as diffraction alongside a 

building and reflection within a building 

 

Thirdly, interference management using eICIC particularly in dense HetNets 

under 3D in-building scenario is not obvious. Hence, the proposed solutions in literature 

for regular HetNets in the 2D scenario [85-87] cannot be applied directly to the 3D in-

building dense HetNets. Consequently, how to cluster FCs, manage interference using 

well established techniques such as eICIC, and reuse resources in FCs deployed in 

dense multi-floor buildings deployed in a large MC coverage in urban environments 

still remain open issues.    

An effective solution for 3D in-building coverage is DAS where antennas of a 

BS are distributed within a building. Several works studied interference management 

and resource reuse aspects using DAS in 3D in-building scenarios [12-15]. However, 

one of the major difficulties with DAS is that each antenna covers typically a larger 

area than that by a FC, and hence resource reuse and correspondingly overall 

throughput gain by DAS are lower than that achieved by FC based HetNets [13]. A 

number of studies also addressed issues of interference management and resource reuse 

in FCs under 3D in-building scenario. In [5], authors investigated the impact of 3D FC 

deployments on cross-tier and co-tier interferences using realistic building data and 

showed that interference effects of urban FCs under 3D are significantly higher than 

that when considering 2D scenario. Authors in [16] proposed a graph based adaptive 

FC clustering scheme for inter-FC interference coordination within the same building. 

Also, authors in [17] proposed a dynamic clustering based cognitive sub-band 

allocation scheme to reduce inter-FC interference. FCLs are formed using inter-FC 
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interference graphs, and resources are reused in each disjoint FCL within a building. In 

[18], authors proposed a semi-static resource allocation scheme where the minimum 

number of subbands, one for each FC, is computed by solving a node-coloring heuristic 

algorithm in a multi-floor building over iBuildNet, an indoor network planning and 

optimization tool. In [19], authors proposed an adaptive soft frequency reuse scheme 

where groups of FCs are formed using the received signal strength indication from UEs, 

and different frequency reuse factors and transmission powers are adjusted to mitigate 

mutual interference. Authors in [20] exploited FFR using iBuildNet to propose a 

cooperative transmission and a semi-static interference mitigation scheme for in-

building dense FCs.  

Most of these existing works addressed FC clustering within the same building 

for reusing resources in FCLs rather than over a large MC coverage. Authors in [21] 

addressed FC clustering over a MC coverage, however the proposed approach is limited 

to 2D scenario. Though in reality, indoor MUs cannot get access to CSG FCBSs and 

interfere with FCBSs and FUs, the existence of indoor MUs within buildings has been 

overlooked. Hence, no cross-tier interference managements, mainly in the DL between 

indoor MUs and FUs and in the UL between indoor MUs and CSG FCBSs, have been 

addressed. Also, implications on interference from neighboring buildings because of 

reusing resources have not been emphasized which affect the maximum resource reuse 

factor per MC coverage.  

Furthermore in practice, it is obvious to deploy PCs for hotspot coverages to 

offload outdoor MUs along with indoor FCs, investigations with a system considering 

both types of SCs have been mostly overlooked. A scheduling algorithm that can 

account of data rate demand of a system having multiple SC user categories, e.g. PC 

offloaded MUs and FUs, has not been reported either. Note also that, in HetNets FC 

clustering and reusing resources in 3D in-building scenario (mostly for two-tier 

networks) and eICIC for interference management have been studied separately in 

literature, and to the best of our knowledge, a combined scheme that can benefit from 

both eICIC techniques and multi-tier dense HetNets over a large MC coverage has not 

been addressed yet. We address these aforementioned issues of HetNets in this chapter.   

To reuse resources in a structured 3D multi-floor building environment, as 

mentioned earlier we exploit issues 1 and 2, i.e. the external wall penetration loss of 
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any buildings and the distance between neighboring buildings, to show that the co-tier 

co-channel interference effect from SCs of neighboring buildings is negligible, and 

hence we propose a FC clustering approach by considering all FCs per building as a 

FCL. Issues 3 and 4 are addressed using TD and FD eICIC techniques by an orthogonal 

allocation of RBs, in the whole system bandwidth of the MC, to all SCs located within 

a building based on their channel conditions. We then propose a FRSA for an arbitrary 

value of ABS in a multi-tier network consisting both in-building FCs and outdoor PCs 

in the coverage of an urban MC. The FRSA is developed in two schemes, namely 

common resource pool and allocation (CRPA) and orthogonal resource pool and 

allocation (ORPA) where one differs from another in the way different MUs are 

prioritized during ABSs. Since indoor MUs within FCLs typically get less RB resources 

scheduled than other MUs irrespective of the number of ABSs, we propose a model for 

estimating an OPNA and derive an OPNA per FC cluster basis under two schemes, 

namely adaptive and non-adaptive OPNAs, in order to vary dynamically the number of 

ABSs imposed on FCs per building based on the presence of indoor MUs within the 

building to avoid cross-tier interference between indoor MUs and FCs. An optimization 

algorithm for OPNA schemes is developed, and its implementation aspects are 

discussed. We also develop a schematic of the scheduler implementation for FRSA and 

discuss the capacity outperformance of FRSA over a number of existing works. Further, 

a number of technical and business perspectives of the proposed FRSA are discussed. 

The proposed FC clustering and FRSA, using eICIC through modeling an OPNA per 

cluster basis, benefit from the following features:    

  

 A FCL is formed by considering all FCs deployed in a building, and hence there 

is no computational complexity from estimating cluster size.  

 The system model considers a more realistic multi-tier system with different 

types of SCs than a typical two-tier system.  

 Interference effects from indoor MUs within buildings on CSG FCBSs and FUs 

are addressed.  

 Because of an orthogonal frequency allocation to FCs per FCL, complex intra-

cell interference in a FCL is avoided.  
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 The proposed FRSA is independent of the co-tier co-channel interference from 

neighboring FCLs, and hence a FCL size is independent from others.  

 Because of its semi-centralized feature, the FRSA takes advantages of both the 

centralization feature through updating OPNAs per ABS pattern period to 

address network delays between the MCBS and FCLs, and the decentralization 

feature through updating frequency allocation per TTI to address fast fading 

effect on channels between FUs and FCBSs. 

 

The chapter is organized as follows. The system model is presented in section 

3.2 in terms of system architecture, FC clustering, interference management, problem 

formulation, and proposed FRSA. In section 3.3, we discuss OPNA for eICIC 

techniques in terms of proposing a model for an OPNA estimation and deriving an 

OPNA under two schemes, namely adaptive and non-adaptive schemes. We develop an 

optimization algorithm for both schemes and discuss its implementation aspects. In 

section 3.4, the simulation model is presented in terms of simulation parameters, 

assumptions and performance analysis for a number of simulation scenarios. We also 

report the outperformance of the adaptive OPNA scheme as compared to the non-

adaptive one. In section 3.5, a number of scheduler implementation perspectives of 

FRSA are described, and a performance comparison of FRSA with a number of existing 

works are carried out. In section 3.6, we discuss a number of technical and business 

perspectives of FRSA, and summarize the chapter in section 3.7.  

 

3.2 System model       

 

3.2.1 System architecture, interference management and FC clustering      

     

A. System architecture       

 

We consider a square-grid based FC coverage area where each FCL consists of 

a number of 2D floors, and each floor consists of a number of square-grid apartments 

with side length a as shown in Figure 3.1(a). Each apartment has one FCBS with a 
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coverage area of 2)( maa , which is placed in the center of the apartment and assumed 

static. A fixed free space around its building of a FCL and some free space between 

two neighboring FCLs are assumed. In general, a and the value of free space are random 

variables. A UE per FCBS is considered and placed at the farthest radial distance from 

the FCBS. The system architecture is illustrated in Figures 3.1(b) and 3.1(c). We 

consider a single MC of a corner excited 3-sectored MC site and a number of SCs, 
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Figure 3.1: (a) Proposed 2D floor architecture of a FCL; system architecture: (b) 

dense deployment of SCs (c) links of SCBSs to UEs and MCBS, links of MCBS to 

MUs, and other used spaces in a MC. 

 

including outdoor PCs and indoor FCs. A certain percentage of MUs are assumed 

within all FCLs. All indoor MUs are served by the MC. In addition, a certain percentage 

of outdoor MUs are offloaded to nearby PCs. FCs are dropped as clustered as shown in 
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Figure 3.1(a). In Figure 3.1(c), an apartment with yellow color represents that a FCBS 

is deployed in it, and the one with ash color represents an absence of a FCBS in it. 

 

B. Interference management and FC clustering       

 

In the system architecture shown in Figure 3.1 for the DL, when all BSs operate 

at the same frequency in any TTIs, the co-channel interferences that any offloaded MUs 

can experience are from the neighboring FCBSs and PCBSs as well as the MCBS. Any 

outdoor MUs can experience co-channel interference from the neighboring FCBSs and 

PCBSs. However, indoor MUs can experience co-channel interference from the 

neighboring FCBSs and PCBSs. Any FUs can experience co-channel interference from 

other FCBSs of the same building, FCBSs of the neighboring buildings, and the 

neighboring PCBSs. To form clusters of FCs deployed in a 3D building, both inter-

cluster level and intra-cluster level interference effects need to be managed. In general, 

there are in total eleven sources of co-channel interference as shown in circles in Figure 

3.2 that can be generated, of which four of them are experienced by FUs, two are by 

offloaded MUs, three are by outdoor MUs, and the remaining two of them are 

experienced by indoor MUs, when all types of BS operate at the same RB i in the same 

TTI t as given below. Note that implicitly, the co-channel interference from any serving 

BSs (any BSs to which any UEs is attached to for being served by the network) to any 

serving UEs has not been considered since typically a scheduler does not schedule the 

same RB i under the coverage of any BSs to multiple UEs in any TTIs t unless any 

special mechanisms is considered. 

 

From the MCBS to a FU for the UE in any FCLs, FUMC

itI ,
  

From a FCBS to a FU for the BS and UE located in different FCLs, FUdFC

itI ,
  

From a FCBS to a FU for the BS and UE located in the same FCL, FUsFC

itI ,
  

From a PCBS to a FU for the UE located in any FCLs, FUPC

itI ,
  

From a PCBS to a MU for the UE located in MC, oMUPC

itI ,
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Figure 3.2: Sources of co-channel interference for the system shown in Figure 3.1(b) 

when all BSs operate at the same RB i  in the same TTI t . A number in circle 

represents the corresponding source of interference. 

 

From a FCBS to a MU for the UE located in MC, oMUFC

itI ,
  

From a FCBS to a MU for the UE located in a PC, ofMUFC

itI ,
  

From the MCBS to a MU for the UE located in a PC, ofMUMC

itI ,
  

From a PCBS to a MU for the UE located in different PC, ofMUPC

itI ,
  

From a FCBS to a MU for the BS and UE located in the same FCL, iMUFC

itI ,
 

From a PCBS to a MU for the UE located in any FCLs, iMUPC

itI ,
 

    

Hence with no interference management, when all BSs of multiple tiers operate 

at the same RB i in the same TTI t, an aggregate link level interference experienced by 

any UEs, of a total of four UE categories denoted as , such that  max,...,2,1    

where 4max  , can be expressed as follows:  
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For a FU,                         FUPC

it

FUdFC

it

FUsFC

it

FUMC

it

FU

it IIIII ,,,,,  1

,

UC

itI  

For an outdoor MU,        oMUPC

it

oMUFC

it

oMU

it III ,,,  2

,

UC

itI  

For an offloaded MU,     ofMUFC

it

ofMUPC

it

ofMUMC

it

ofMU

it IIII ,,,,  3

,

UC

itI  

For an indoor MU,          iMUFC

it

iMUPC

it

iMU

it III ,,,  4

,

UC

itI  

  

Hence, the link level aggregate interference at RB i in TTI t, itI ,  can be expressed as 

follows:   

   UC

it

UC

itUCit III ,,, 1                                                                                     (3.1) 

where  max1

,, ,..., UC

it

UC

it IIUC  . )(1   defines that 1)(1  if UC

itI ,
exists in the set UC

for any , otherwise 0)(1  . The interference sources 2, 3, and 9 occur at the co-tier 

level, whereas others occur at the cross-tier level. In the following, we first analyze the 

co-channel interference effect from sources 1 and 2. 

 

Proposition 3.1: The co-tier co-channel interference from a neighboring FCL (Figure 

3.3) and the cross-tier co-channel interference from the MCBS at a FU located in any 

FCLs are negligible.                   

 

Proof 3.1: We assume that all FCBSs in all FCLs have the same transmission power. 

For simplicity, we assume that all channels experience the same fading effect such that 

the fading effect of the serving link cancels out that of the interfering link when their 

signal power difference at a FU is considered. Hence, no fading effects are considered 

in the following analysis. Further, since we use the 3GPP recommended simplified path 

loss model for indoor FCs and consider mostly Radio Access Networks - Group 4 

assumptions (Table B.5 and Table B.7 in Appendix B), the small-scale fading effect 

modeling is not a necessity in general, and is not needed for simplistic interference 

scenarios and modeling [88].  



 

 

70 

Following [37], the path loss for a signal from a co-channel interfering FCBS 

of a neighboring FCL on a serving FU of the serving FCL is given by  

towint LPLPLPL  outind

FCBS  

                        1000log30127 10 indR   ow10 L2log6.373.15  outR       (3.2)  

where  1000log30127PL 10 indind R  [37] is the path loss for an interfering signal for 

an indoor distance
indR ; outout R10log6.373.15PL  [37] is the path loss for an 

outdoor distance 20outR m between two neighboring FCLs (see Figure 3.3); 

owtow L2L  is the total external wall penetration loss for an interfering signal; and owL

is an external wall penetration loss.    

For a serving FU at a distance refRR  from a sFCBS, the path loss is given by 

[37] 

 1000log30127PL 10 ref

FCBS

ser R                                                                      (3.3) 

Since signals from the sFCBS and interfering FCBS travel approximately the same 

distance in their respective indoor coverage to reach a serving FU, assuming
indref RR  , 

the difference in path losses experienced by the serving and interfering signals is given 

by 

  ow10int L2log6.373.15PLPLPL  out

FCBS

ser

FCBSFCBS

dif R   

For dB20Low  [37] and 20outR m, 21.104PL FCBS

dif
dB, i.e. the interfering signal 

strength is 104.21 dB less than that of the desired signal. Hence, the co-tier co-channel 

interfering signal is 
421.1010

 times the desired signal and is negligible compared to the 

desired signal at FU.  

Following the same procedure, the cross-tier co-channel interference power (in 

dBm) from the MCBS at a FU in any FCLs can be expressed as  

MCBS

int

MCBS

t

MCBS

int PP PL  

                      ow10 Llog6.373.1546  MCBS

outR   
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Figure 3.3: Signal propagation between FCs of two neighboring FCLs. 

    

                  
ow10 Llog6.377.30  MCBS

outR                                                                     (3.4) 

where 
MCBS

outR  is the distance between the MCBS and a FU. 

ow10int Llog6.373.15PL  MCBS

out

MCBS R is the path loss for an interfering signal from 

the MCBS, and 46MCBS

tP  dBm [37] is the transmission power of the MCBS.   

If a serving FU is at a distance refRR  from a sFCBS with a transmission power of 20 

dBm, the desired signal power at the serving FU is given by  

  1000log30107 10 ref

FCBS

ser RP                                                                     (3.5) 

In the worst case scenario, i.e. 25 refRR m and m85MCBS

outR  (where 75 m 

is the minimum separation distance between a MCBS and a SC, and 10 m is the free 

space around the building for a FCL [37]), and for dB20Low  , the difference in power 

of received signals at the serving FU is given by 36.19int  FCBS

ser

MCBS

dif PPP  dBm = 

0.0115
210 , i.e. the interfering signal strength is 100 times less than that of the desired 

signal, and can be considered negligible as compared to the desired signal.  

As the distance of a FCL from the MCBS increases, the cross-tier co-channel 

interference power from the MCBS at a FU decreases and approaches to zero at the MC 

boundary. Hence, we can safely assume that the co-tier co-channel interference effect 

from any neighboring FCLs and the cross-tier co-channel interference effect from the 

MCBS at a FU in any FCLs are negligible even when we reuse the same frequency in 

each neighboring FCL.                                                                                                     ■ 

 



 

 

72 

In a similar manner, following the Proof 3.1 of Proposition 3.1, because of high 

external wall penetration loss and low SCBS transmit power, it can be shown that the 

cross-tier interference effects that exist between any other categories of indoor UEs and 

outdoor SCBSs and vice versa, i.e. the co-channel interference effect from sources 4, 

6, and 7, are negligible. We address co-channel interferences from sources 3, 5, 8, 9, 

10, and 11 through managing these co-channel interferences by avoiding the allocation 

of resources to UEs both in frequency and time simultaneously. More specifically, 

interferences from sources 3, 5, 8, 9, and 11 are managed by employing FD eICIC, 

whereas sources 10 and 11 (for ORPA scheme described below) by employing TD 

eICIC. All indoor MUs, offloaded MUs, and outdoor MUs in the MC coverage are 

allocated to RBs orthogonally. The system bandwidth of the MCBS is reused in each 

FCL, and RB allocations to all FUs in a FCL is considered orthogonal. If a MU is within 

a building, i.e. FCL, the TD ABS based eICIC is applied to FCs of that FCL to avoid 

co-channel interference between indoor MUs and FUs. Figures 3.4(a) and 3.4(b) show  
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Figure 3.4: ABS based TD eICIC (a) CRPA, (b) ORPA. 

 

respectively the application of ABS in CRPA and OPRA schemes. In ORPA, ABSs are 

kept reserved for scheduling only indoor MUs in FCLs. However in CRPA, all outdoor 
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MUs are allowed to transmit data during ABSs. In both CRPA and ORPA, FUs are 

scheduled only during non-ABSs. 

 

Remark 3.1: The existence of a MU whether or not within any buildings can be 

determined by measuring the DL path loss of the MU at the MCBS, which is typically 

used for mobility management. This is because of the fact that once a MU enters a 

building, there is a sudden rise in path loss of the MU or equivalently a sudden fall in 

received signal strength at the MU within a short distance because of experiencing an 

additional external wall penetration loss of the building, typically about 20 dB. When a 

MU is found within a building, the MU is scheduled only during ABSs irrespective of 

whether or not the MU is within the coverage of any FCBSs in the building. This is 

because the proposed CRPA and ORPA are developed based on the existence of any 

MUs within any buildings, not within the coverage of any FCBSs in any buildings. 

Hence, whether or not an indoor MU is within or out of coverage of any FCBSs in any 

buildings does not have any effects on the proposed interference management schemes, 

CRPA and ORPA.    

Therefore, using the Proof 3.1 of Proposition 3.1 and aforementioned 

interference management approach for the considered system architecture in Figure 3.1, 

all possible sources of interference both inter-cluster and intra-cluster levels are shown 

either negligible or managed, and hence we propose to consider all FCs within a multi-

floor building as shown in Figure 3.1(c) as a cluster of FCs to reuse resources in them 

using eICIC techniques. Hence, the number of clusters of FCs is equal to the number 

of buildings in the coverage of the MC.  

 

Remark 3.2: The proposed FC clustering approach is mainly based on the fact that it 

can take advantages of the high external wall penetration loss of 3D multi-floor 

buildings and the free space distance between adjacent buildings to address co-channel 

interferences from the MCBS and FCBSs of adjacent buildings, and hence it is not 

transportable to model 2D planar deployment of FCBSs. Further, the proposed FC 

clustering approach can address the 3D signal propagation issues in multi-floor 

buildings such as penetration losses from any floors and internal walls within any 
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floors, diffraction effect alongside a building, and reflection effect within a building by 

considering an orthogonal allocation of RBs to FCBSs using FD eICIC technique. In 

general, it may however not be the case when considering a non-orthogonal RB 

resource allocation to FCBSs within a 3D multi-floor building and may necessitate 

special attention, which is beyond the scope of this chapter and is addressed in the 

following chapter. Nevertheless, our aim in this chapter is to propose a simple yet 

reasonable approach using eICIC techniques for clustering FCs, which are deployed 

indoor within only 3D multi-floor buildings in a MC coverage so that additional 

computational complexities from the typical FC clustering approaches proposed in 

existing literature such as [21] can be avoided.    

 

3.2.2 Problem formulation     

 

A. Multi-tier network model       

 

Denote PM, PP, and PF as the transmission powers of a MC, a PC, and a FC 

respectively. Consider that there are M RBs in system bandwidth Bsys, and N MUs in 

the system. Let SP denote the number of PCs in the MC coverage. Consider that the 

number of offloaded MUs is uniformly distributed in the interval [1, UOFL]. Let 
q

PU

denote the number of MUs offloaded by a PC 
q

PS  such that  q

P

q

P UUq max,,0  where 

}:{
1max,





   NUUNU
PS

q

q

POFL

q

P
. If all PCs have an equal number of offloaded MUs 

UP, i.e. P

q

P UUq  then the total number of offloaded MUs, UOFL = SP×UP.  However, 

in general, 
q

PU  is a random variable which varies from one PC to another, and the 

realization of 
q

PU  for a PC is mutually independent from the others. If 
iM denotes the 

ratio of the number of indoor MUs, then the total number of indoor MUs is 

NU iMMI   , outdoor MUs is UMO = N-UOFL-UMI, and MUs served by the MC is UM  

= UMO+UMI.   

Let NM denote the set of indices of all MUs such that NM  = {1, 2, 3, …, N}. 

Denote NMO, NP, and NMI respectively the set of indices of all outdoor MUs, offloaded 
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MUs, and indoor MUs. Note that NM is partitioned randomly into three disjoint subsets 

NMO, NP, and NMI. Let FCL = {1, 2, 3, …, L} denote the set of FCLs, L denote the 

maximum number of FCLs in a MC coverage, and SF denote the number of active FCs 

in each FCL. Assuming that SF is the same for all FCLs, the total number of active FCs 

in the system is SFS = L×SF. Consider that the numbers of FUs in FCLs are independent 

and uniformly distributed in the interval [1, UF]. In general, UF is a random variable 

which varies from one FCL to another, and the realization of UF for a FCL is mutually 

independent from the others where a realization is defined as a simulation run time. 

Let 
w

FU  denote the number of FUs served by a FC 
w

FS  in a FCL such that

 w

F

w

F UUw max,,0  where }:{
1max,





   NUUNU
FS

w

w

FF

w

F
. If all FCs have an equal 

number of FUs FCU , i.e. FC

w

F UUw  , then the total number of FUs in any FCLs, UF = 

SF×UFC. However, in general, 
w

FU  is a random variable which varies from one FCBS 

to another, and the realization of 
w

FU for a FCBS is mutually independent from the 

others. If each FC in a FCL serves one UE, i.e. 1FCU , the total number of FUs in a 

FCL is UF = SF, and in the system is UFS = L× UF.  Let NF denote the set of all FU 

indices in a FCL such that NF = {1, 2, 3, …, UF}.    

The realization of MUs served by the MC and PCs are not mutually independent 

since MUs served by PCs are MUs offloaded from the MCBS, and the schedulers have 

a complete knowledge when a MU is offloaded. However, an offloaded MU to any PCs 

is equally likely in a realization. FCLs and PCs are located randomly and uniformly in 

the MC area. The indoor MUs are distributed randomly and non-uniformly within FCLs 

such that  


L

l MI

l

MI Uu
1

 where }.,..,,{ 21 L

MIMIMI uuu denotes the set of numbers of 

indoor MUs in FCL. All outdoor MUs, offloaded MUs, and FUs are distributed 

randomly and uniformly within their respective BSs’ coverage area. Let T denote 

simulation run time with the maximum time of Q (in time step each lasting 1 ms) such 

that T = {1, 2, 3, …, Q}. Let TABS denote the number of ABSs in every ABS pattern 

period of TAPP subframes, such that TABS T and TABS = {t: t = v.TAPP+nA; v = 0, 1, 

2, …, Q/TAPP; nA = 1, …, TABS} where TABS = 1, 2, …, TAPP corresponds to ABS patterns 
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  = 1/TAPP, 2/TAPP, …, TAPP/TAPP respectively. Let ABSt and ABSnont  denote respectively 

an ABS and a non-ABS such that ABSt TABS and ABSnont T\TABS.  

 

B. Estimation of system capacity       

 

Let MUd , PCd , and 
FCLd  denote respectively the distances of any MU, PC, and 

FCL from the MCBS, and 
FCd  denote the distance between a FCBS and a FU. The 

distances of all UEs of each category in a realization are generated following the 

respective distribution functions as mentioned earlier. The path loss is calculated using 

path loss formulas given in Table B.5 in Appendix B). Consider a FCL in which M RBs 

are reused. Since during an ABS, no FC can transmit data signal, following (C.5) in 

Appendix C, the aggregate capacity of all FCLs for an arbitrary ABS pattern   can be 

expressed as 

     
 


Q

t

M

i

itit

F

FS
FCFC

S

S

1 1

,,1           

                   
 


Q

t

M

i

itit

F

FS

S

S

1 1

,,1   

                            
F

FS

S

S
K                                                                                          (3.6)                                                          

where     
 


Q

t

M

i

ititK
1 1

,,1  , and  itit ,,  denotes the throughput response of all 

FUs in tT\TABS over M RBs.   

Assume that all link characteristics between FUs and FCBSs in any FCLs are 

the same such that for a given , K which is the slope of (3.6) is a constant, and the 

steepness of K varies only with , i.e. a higher value of   results in a smaller variation 

in capacity. Also the capacity of FCLs increases linearly with SFS.   

 

Remark 3.3: Since the same RB resources are reused in FCs of each FCL orthogonally, 

an RB in any FCLs is reused only once. This implies that the aggregate throughput per 
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FCL varies linearly with the number of reused RBs. Since the same number of RBs is 

reused in each FCL in any non-ABSs, the aggregate throughput supported by all FCLs 

varies also linearly with the FCL density, i.e. SFS.   

 

Assuming the same channel characteristic of all links between FUs and FCBSs 

in all FCLs, (3.6) can be rewritten as 

   
F

FS
FCFC

S

S
K   1  

                  
F

FSABS

S

S

T

T
K 








 1                                                                         (3.7)                 

where  
 


Q

t

M

i

ititKK
1 1

,,)1(  .  

Equation (3.7) implies that the capacity  FCFC   varies linearly with and 

follows the response of a straight line equation that passes through the origin which 

steepness is mainly defined by the ABS pattern. Further, the capacity increases linearly 

with an increase in the number of FCLs, whereas decreases with an increase in the 

number of ABSs. However, the throughput per FU in a FCL decreases with an increase 

in the FCL size, i.e. 
FS . Hence for a given ABS pattern, higher density of FCLs results 

in more achievable capacity per MC coverage.  

The total system capacity over the whole system bandwidth for Q TTIs can be 

expressed as the sum throughput of all UEs as follows  

   
 


Q

t

M

i

itit

1 1

,,                                                                                           (3.8)                                 

where for CRPA,  and   are responses of all MUs in tTABS as well as outdoor 

MUs, offloaded MUs, and all FUs in tT\TABS, whereas for ORPA,  and  are 

responses of only indoor MUs in tTABS and outdoor MUs, offloaded MUs, and all  

FUs in tT\TABS.       

    

C. Utilization factor of reusable resources       
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The TD eICIC avoids interference at the cost of reusable resources since during 

an ABS, no FC can transmit because of reusing the same system bandwidth of MC in 

each FCL. The percentage wastage of reusable time resources 
wT  over an ABS pattern 

period T for L FCLs (i.e., resource reuse factor) can be expressed as 

100%  LTw                                                                                              (3.9) 

Similarly, the percentage reusable time resource utilization factor over T for the 

resource reuse factor L can be expressed as follows  

100)1(%  LUT                                                                                     (3.10) 

As an example, for 25.0  and 10L , the corresponding

75100)25.01(% TU .  Hence, the utilization of reusable resources is affected 

by the ABS pattern and resource reuse factor.   

  

Remark 3.4: From (3.10), it can be found that with a decrease in  , there is a 

corresponding increase in TU , and so is the overall system capacity. However, this 

causes the throughput of indoor MUs to decrease accordingly. So, there should be a 

trade-off between the values of TU  and the overall throughput of indoor MUs.  

 

D. Proportional fair scheduling       

  

The proportional fair scheduling algorithm is described in Appendix C.  

 

3.2.3 Proposed frequency reuse and scheduling algorithm   

 

The proposed FRSA for an arbitrary number of ABSs is given in Algorithm 3.1. 

The algorithm works as follows. Given N, SP, UP, and 
iM  as inputs, N is first disjointed 

into three groups to estimate UOFL, UMI, and UMO randomly. Following the co-channel  
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Algorithm 3.1: Frequency reuse and scheduling algorithm. 

01: Inputs:  

      (i)  Set: Bsys, PM, PP, PF, iM , SP, SF, N, UP, UF, M, Q, L, , tc,  ,
tG , rG , FL  

      (ii) Initialize:  t{TABS, T\TABS} = {1, …, Q}, }.,..,,{ 21 L

MIMIMI uuu , 

                             ititit NFNPit ,,, ,,:, , NM, NMO, NP, NMI, NF,
FCLd ,

PCd , 

                            
MUd , 0MCBS

hetnet , 0FCBS

hetnet , V {CRPA, ORPA}  

      (iii) Select: UOFL, UMI, UMO 

      (iv) Estimate:   ititititititit ,,,,,, ,,SS,LS,PL:,      

02: for t = 1 to Q                        

03:      if 
ABStt                       

04:           if V = CRPA 

05:              OFLMIMO UUUN :   

06:           elseif V = ORPA 

07:              MIUN :                

08:           end if 

09:           0:FSU ; NUS :  

10:      elseif ABSnontt               

11:               0:MIU ; OFLMO UUN : ; FFS ULU : ; FSS UNU :       

12:      end if        

13:      for i = 1 to M       

14:           Estimate throughput of scheduled MU xit ,,  xitxit ,,,,                             

15:           Update throughput of MUs   MCBS

hetnetxitxit

MCBS

hetnetN   ,,,,
  

16:      end for       

17:      for l = 1 to L       

18:          for i = 1 to M       

19:               Estimate throughput of scheduled FU lxit ,,,  lxitlxit ,,,,,,    

20:               Update throughput of FCLs   FCBS

hetnetlxitlxit

FCBS

hetnetFU   ,,,,,,
     

21:          end for        

22:      end for       

23:      Update system level throughput FCBS

hetnet

MCBS

hetnet

BS

hetnetsU                                                                                                                                                                

24: end for       

25: Estimate system level throughput (Mbps)   63 1010180 BS

hetnet

sys

hetnet    

26: Outputs: sys

hetnet                                                                                               
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interference avoidance scheme, UOFL, UMI, and UMO are then scheduled by the FD 

proportional fair scheduler for MUs, and a FD proportional fair scheduler for each FCL 

to schedule FUs of the respective FCL in both CRPA and ORPA schemes. The same 

process repeats for all M RBs in each TTI and continues for all TTIs of the simulation 

run time. The aggregate throughput is then estimated and summed over all RBs for all 

TTIs for MUs as well as FUs of all FCLs over all reused M RBs for all non-ABSs. The 

overall system level throughputs for CRPA and ORPA schemes are then estimated by 

adding the aggregate throughput of MUs of the respective scheme to the aggregate 

throughput of all FUs in all FCLs. The shadow fading and small-scale fading of all UEs 

are estimated and updated in each TTI per realization for disjoint scheduler 

implementation of FRSA, which we will discuss in detail in a later section. We do not 

show explicitly the calculation of SINR and throughput in the algorithm, instead which 

we have explained in the problem formulation. 

  

3.3 OPNA estimation model, scheme, algorithm and implementation 

     

We consider the aggregate throughputs of all outdoor MUs and indoor MUs to 

propose a model for estimating an OPNA of TD eICIC technique which necessitates 

first to proof the following proposition.  

 

Proposition 3.2: The aggregate throughput response of each category of MUs, i.e. 

outdoor MUs, offloaded MUs, and indoor MUs, is a linear function of TABS and can be 

modeled as a straight-line equation when operating under ORPA scheme.    

 

Proof 3.2: Let  FUFU  ,  oMoM  , and  oFoF   denote respectively the 

throughput responses of all FUs, outdoor MUs, and offloaded MUs in tT\TABS, and 

 iMiM   denote the throughput of all indoor MUs in tTABS. For the ORPA scheme 

and any arbitrary values of  , following (3.6), we can express the followings     



 

 

81 

     
 


Q

t

M

i

ititoFoF

1 1

,,1                                                 (3.11)

     
 


Q

t

M

i

ititoMoM

1 1

,,1                                                                  (3.12) 

   
 


Q

t

M

i

ititiMiM

1 1

,,                                                                            (3.13) 

such that using (3.7) and (3.8), the following holds  

         iMiMoFoFoMoMFUFU                             (3.14) 

Equations (3.11)-(3.13) imply that the aggregate throughput of each UE 

category is a linear function of  , i.e. TABS. Hence, their responses can be modeled as 

straight-line equations. This proof can also be found justified with the simulation results 

in the following sections.                                                                                                 ■ 

 

3.3.1 Proposed model for an OPNA estimation    

 

Let  ABSiM T  and  ABSoM T  denote respectively the aggregate throughput 

responses of all indoor MUs and outdoor MUs as functions of TABS. From (3.12) and 

(3.13), when 0  (i.e., the minimum value), the value of  ABSiM T  is the minimum 

(i.e., zero), whereas the value of  ABSoM T  is the maximum. However, these values are 

flipped, when 1  (i.e., the maximum value). Hence,  ABSoM T  and  ABSiM T  can 

be modeled mathematically as follows 

  max

oABSoABSoM CTmT                                                                           (3.15) 

  ABSiABSiM TmT                                                                                           (3.16) 

where 
om and im are the slopes of the respective equations, and 

max

oC is the maximum 

aggregate throughput of outdoor MUs at TABS = 0.  

In Figure 3.5, the aggregate throughput responses of all outdoor MUs and indoor 

MUs of the proposed model under the ORPA scheme given by (3.15)-(3.16) are 

illustrated for estimating an OPNA. Since offloaded MUs experience relatively a higher 
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throughput than other categories of MUs, we consider to find out a value of ABST such 

that the aggregate throughputs of all outdoor MUs and indoor MUs are equal or at least 

close to the point of equality to allow experiencing a uniform throughput by both 

categories of MUs and a seamless transition of a MU between indoor and outdoor 

environments. Since an increase in ABST results in an increase in aggregate throughputs  

 

0 2 3 4 5 6 7 8

momi

1
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ABS
T T1

Objective function decreases 

x

ABST

max
oC

max
iC

 ABS
oM T






ABS

iM
T



*
,ineABST*

,eABST

 ABST

 

Figure 3.5: Aggregate throughput responses of all indoor MUs and outdoor MUs for 

ORPA scheme. 

 

of indoor MUs and a decrease in aggregate throughputs of outdoor MUs, these 

throughput responses must intersect at a certain point. The value of 
ABST  at which they 

intersect is the value of an OPNA (
*

ABST ) which can be any positive real numbers on 

ABST axis such that 80  ABST . However, in practice ABST  is strictly a positive 

integer such that 80:  

ABST . Hence, 
*

ABST  is rounded to the nearest 

maximum integer value of ABST to give a favor to indoor MUs so that  ABSABS TT *
.  

 

3.3.2 OPNA schemes    

 

We estimate an OPNA in two schemes, namely non-adaptive and adaptive 

OPNAs, and describe in the following. For both schemes, we consider an aggregate 
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throughput of all indoor MUs to give a favor to FUs to increase the overall system level 

throughput because of poorer channel conditions of indoor MUs than FUs. Further, it 

reduces computational complexity of the OPNA optimizer since the optimizer needs 

only to compute an aggregate throughput. However, this does not affect the 

performance of indoor MUs since the number of indoor MUs per FCL is typically far 

less than that of FUs. 

 

A. Non-adaptive OPNA       

 

In this scheme, we assume that there exists at least one indoor MU per FCL such 

that the condition   0ABSiM T  strictly holds, and an OPNA is the same for all FCLs 

in every ABS pattern period. Since minimizing the aggregate throughput of outdoor 

MUs and maximizing the aggregate throughput of indoor MUs should result in the same 

solution of an OPNA for an equal aggregate throughput of both indoor MUs and 

outdoor MUs (Figure 3.5), the optimization problem can be expressed in terms of 

outdoor MUs for objective function as follows  

 

    0subject to

minimize

 ABSoMABSiM

ABSoM

TT

T




     

The above optimization problem can be solved as 

    0 ABSoMABSiM TT              

  0max  oABSoABSi CTmTm                  

 iooABS mmCT  max*                                                                                    (3.17) 

But TCm oo

max and TCm ii

max  where 
max

iC denotes the maximum aggregate 

throughput of indoor MUs at TABS = 8. Hence, an OPNA can be deduced as 

 TCTCCTT iooABSineABS

maxmaxmax**

,     

                                   TCCC ioo

maxmaxmax                                                         (3.18) 

The major advantage of this scheme is its simplicity in update mechanism for 

an OPNA per FCL since the same OPNA is applied to all FCLs. Moreover, the 

information about the OPNA for all FCLs can be sent by a broadcast signal by the 
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MCBS in every ABS pattern period rather than sending per FCL basis to reduce control 

signaling overheads. Furthermore, it guarantees a minimal throughput of indoor MUs 

because of   0ABSiM T .  

 

Remark 3.5: The non-adaptive OPNA scheme does not guarantee the maximization of 

overall system level throughput because of applying the same OPNA to all FCLs 

irrespective of the presence of an indoor MU in each FCL.  

    

B. Adaptive OPNA       

 

The assumption of at least one indoor MU per FCL in non-adaptive OPNA 

scheme may not be always the case in reality for a non-homogeneous distribution of 

indoor MUs in FCLs since there is a high possibility that no indoor MUs may present 

within some FCLs for a number of ABS pattern periods. This bottleneck can be resolved 

by adapting the application of OPNAs to FCLs such that an OPNA for the next ABS 

pattern period for a FCL is applied by estimating the exact throughput of indoor MUs 

in the current ABS pattern period, which could be either zero in the absence of any 

indoor MUs or the obtained throughput of indoor MUs in a FCL. Hence, a FCL should 

be considered to be applied with an OPNA for the next ABS pattern period only if at 

least one indoor MU is present in it during the current ABS pattern period such that the 

optimization problem can be formulated as follows  

 

  0subject to

minimize

ABSiM

ABSoM

T

T




   

For   0ABSiM T , the solution of this optimization problem is the same as in non-

homogeneous scheme, and hence 

  TCCCT iooineABS

maxmaxmax*

,                                                                           (3.19)               

For   0ABSiM T , there is no indoor MU in a FCL such that 

   0maxmaxmax*

,  TCCCT iooeABS
                                                                 (3.20) 
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3.3.3 OPNA optimization algorithm and implementation    

 

The optimization algorithm for both adaptive and non-adaptive OPNA schemes 

is described in Algorithm 3.2. The algorithm can be implemented by two offline FD 

proportional fair schedulers of which one is responsible for all indoor MUs and the 

other is for all outdoor MUs to schedule indoor MUs and outdoor MUs for estimating 

max

iC  and 
max

oC  respectively. The operating principle of these schedulers is similar  

 

 

to that of online FD proportional fair schedulers for MUs at the MCBS except that their 

scheduling decisions are not used for the real-time data transmission per TTI. Rather, 

their functions are to estimate throughputs of all indoor MUs and outdoor MUs 

separately in each TTI based on the CSI reported by the online FD scheduler and sum 

these throughputs to the throughputs estimated in the previous TTIs over an ABS 

pattern period.  

 

Algorithm 3.2: OPNA optimization algorithm.  

01: Inputs:  

      (i) Initialize: L, max

oC  , max

iC , 
ABST , l

MIU , MIU , 
MOU , 8T  

      (ii) Compute: max

oMO CU  , max

iMI CU   

02: if 0 l

MIUl                

03:      *
,ineABSABS TTl                        

04: elseif 0 l

MIUl          

05:          for l = 1 to L 

06:                if 0l

MIU   

07:                    *
,, ineABSlABS TT    

08:                elseif 0l

MIU   

09:                   0*

,,  eABSlABS TT  

10:                end if  

11:          end for 

12: end if  

13: Outputs: ABST , lABST ,                                                                                                   



 

 

86 

These aggregate throughputs of indoor MUs and outdoor MUs over an ABS 

pattern period are inputs to an OPNA optimizer to execute optimization Algorithm 3.2. 

The throughputs of indoor MUs and outdoor MUs are compared until the condition 

   ABSoMABSiM TT    is satisfied. After rounding, i.e.  ABST , the value of TTI at 

which the condition satisfies is the value of an OPNA, i.e. *

ABST , which is supplied to the 

TD scheduler at the MCBS in order to apply to FCLs over the next ABS pattern period. 

Both offline schedulers then reset their respective aggregate throughputs over the 

current ABS pattern period to zero. The same process repeats in every ABS pattern 

period. The OPNA optimization algorithm as well as the adaptive scheme can be 

implemented alongside the TD scheduler at the MCBS, and the duration of ABS pattern 

period can be chosen depending on the delay characteristic of X2 backhauls between 

the MCBS and FCLs.    

 

Remark 3.6: The value of an OPNA irrespective of the types of scheme is estimated 

based on the condition    ABSoMABSiM TT   . However, an OPNA scheme whether or 

not adaptive is defined by how the estimated value of an OPNA, i.e.
*

ABST , over an ABS 

pattern period is applied to FCLs.  

    

3.4 Simulation parameters, assumptions and results 

 

3.4.1 Simulation parameters and assumptions    

 

The default simulation parameters used for the system level simulation are listed 

in Table B.5 and Table B.7 in Appendix B. Unless stated explicitly, the default value 

for any parameters is used from Table B.5 and Table B.7 in Appendix B. The typical 

FC models used for evaluating the performance of FCs are dual-stripe model with 

multiple floors and 5×5 grid-based model with single floor [88] recommended by the 

3GPP. Each of these models assumes a number of square apartments on a floor and is 

actually the variation of the proposed square-grid based system model in Figure 3.1 for 

FC clustering. Hence, we use the simplified path loss model and assume the similar 
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mechanisms recommended for the dual-stripe model in the proposed FC clustering 

model.  

We consider proportional fair schedulers rather than simple Round Robin 

schedulers to address multi-user diversity gain from a random and uniform FU 

distribution, i.e., a highly spread distance distribution between a FU and a sFCBS, such 

that the path loss varies significantly at FUs from one to another and non-LOS 

components exist at frequencies below 3 GHz. Also, eICIC is considered to address 

mainly the cross-tier interferences between indoor MUs and femto-tier. Further, rather 

than choosing sophisticated but computationally complex theoretical models such as 

ray tracing, we consider simple empirical models recommended for evaluation by the 

3GPP for modeling indoor FCs. Because we consider FCs in all FCLs to experience the 

similar signal propagation characteristics, there would not be any significant deviation 

in the performance results from using empirical models that do not necessarily 

guarantee the transportability between environments.  

 

3.4.2 Performance results    

 

Figure 3.6 shows that the system capacity increases with the FCL density 

regardless of the ABS pattern. The impact is also the same for an increase or a decrease 

in the system bandwidth on the overall system capacity since the same frequency 

resources is reused in each FCL. However, as the number of ABSs increases, the system 

capacity decreases correspondingly with the highest value achieved for the ABS pattern 

of 1/8 and the lowest for 8/8 (Figure 3.7). 

From Figure 3.8, it can be found that indoor MUs under the CRPA scheme get 

almost always deprived of scheduling RB resources irrespective of the number of ABSs 

in comparison with offloaded MUs because of better channel conditions provided by 

PCs.  This is because of why the ORPA is proposed as a special case of CRPA where 

indoor MUs are given with the sole priority for scheduling RB resources during ABSs 

such that the capacity of indoor MUs can be improved with an increase in the number 

of ABSs as shown in Figure 3.9. This does not however impact considerably on the 

overall capacity performance from employing ORPA in comparison with CRPA as  
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Figure 3.6: System capacity versus FCL density for ORPA HetNets. 

 

 

Figure 3.7: System capacity versus the number of ABSs ( 10L ). 

 

shown in Figures 3.8 and 3.9. Though PCs are deployed mainly for providing with a 

high UE throughput in hotspots, in ORPA scheme, offloaded MUs and FUs cannot get  
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Figure 3.8: Capacity performance of different MUs with the number of ABSs for 

CRPA HetNets. 

 

 

Figure 3.9: Capacity performance of different MUs with the number of ABSs for 

ORPA HetNets. 

 

access to any resources during ABSs, and hence their capacity degrades considerably 

with an increase in the number of ABSs. Hence, there has to be a trade-off among these 

multiple goals such that all UEs are properly served system wide, which we have 
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already addressed by deriving an OPNA and the impact of which is shown in the 

following with the non-adaptive and adaptive OPNA schemes.   

  

Remark 3.7: In ABS based TD eICIC, the system capacity performance gain from the 

co-channel FCLs is not straightforward and is a function of multiple factors, namely 

the ABS pattern, system bandwidth, and FCL density as given by (3.7). 

 

Remark 3.8: The throughput response of each MU category shows near linear straight-

line response which justifies our proposed model to derive an OPNA in section 3. Note 

that a slight variation in response for outdoor MUs as compared to the proposed model, 

given by (3.15) and (3.16), is caused because of the random channel characteristic of 

each outdoor MU link with the MCBS. However, the average trend in response over an 

ABS pattern period matches with the proposed model.    

 

We compare the performance of the adaptive OPNA scheme with the non-

adaptive, i.e. static, scheme as shown in Figure 3.10. The adaptive scheme is evaluated 

under two cases - one with 4 FCLs and the other with 8 FCLs (out of 10 FCLs) without 

the presence of any indoor MUs in them such that an OPNA is not applied to these 

FCLs. However in non-adaptive scheme, the same OPNA is applied and updated for all 

FCLs per ABS pattern period. It can be found that the adaptive OPNA scheme 

outperforms the non-adaptive scheme and approaches to the maximum throughput 

when no indoor MU is present in all 10 FCLs. Note that the adaptive OPNA scheme 

ensures a number of practical cases as follows:   

 

 An OPNA is computed based on the con-current network statistics, e.g. CSI of 

indoor MUs and outdoor MUs in every TTI.  

 It is highly adaptive with the user statistics, e.g. a FCL is refrained from 

applying with an OPNA in the next ABS pattern period if there is no indoor MU 

present in it over the current ABS pattern period.  
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 The maximal reuse of time resources in FCs can be performed, e.g. all 

subframes can be allocated to FCs of a FCL over the next ABS pattern period if 

no indoor MU is present in it over the current ABS pattern period.  

 It can be implemented with a simple binary logic circuit since an OPNA has 

only two states 0 and *

ABST .  

 

 

Figure 3.10: Capacity performances of adaptive and non-adaptive OPNA schemes. 

    

Though the complexity of OPNA update mechanism per FCL basis in the 

adaptive OPNA scheme is higher than that in the non-adaptive OPNA scheme, we aim 

to reuse resources as much as possible, and hence we propose to employ the adaptive 

OPNA scheme.   

 

3.5 FRSA scheduler implementation, operation and performance 

comparison 

  

3.5.1 FRSA scheduler implementation and operation    
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The scheduler for FRSA can be implemented either jointly or dis-jointly 

depending on whether the FD schedulers for all FCLs are implemented jointly or dis-

jointly with the TD scheduler, which is implemented at the MCBS. A FD scheduler for 

each FCL can be dedicated to schedule RB resources of the system bandwidth to its 

FCs, and hence in total, (L+1) schedulers are needed for the system - one for all MUs 

and L for all FCLs. A TD scheduler is needed to allocate subframes to all UEs in the 

system. In dis-joint implementation, to communicate with the MCBS, one cluster head 

per FCL that can be any FCBSs in a FCL is considered, and the FD scheduler of a FCL 

can be implemented at its cluster head. However, the FD scheduler for all MUs is 

implemented at the MCBS. All FUs in a FCL can directly report their channel 

conditions and traffic demands to their cluster heads, and the TD scheduler updates 

each cluster head about an OPNA per ABS pattern period. To adapt OPNAs per FCL 

basis, the existence of an indoor MU within a FCL during an ABS pattern period is 

informed by the indoor MU itself in the UL to the TD scheduler which in turn informs 

the corresponding cluster head of an OPNA over the X2 backhauls so that RBs should 

be scheduled by the cluster head to its FCs only during non-ABSs. Whereas for no 

presence of any indoor MUs over an ABS pattern period in a FCL, the TD scheduler 

informs the cluster head of that FCL to allocate RBs to its FCs in all TTIs over the next 

ABS pattern period.      

In joint implementation, all FCBSs in a FCL inform the cluster head of their 

traffic demands, which in turn communicates to the respective v scheduler at the 

MCBS. The TD scheduler informs all the FD schedulers of OPNAs for all FCLs. 

Information regarding the allocation of RB resources from a FD scheduler of a FCL are 

then sent over the X2 backhauls to the respective cluster head to relay to FCs of that 

FCL. Since both schedulers are located at the MCBS, there is no need to exchange 

information over X2 backhauls for updating OPNAs. Nevertheless, numerous 

advantages of the dis-joint scheduler implementation over the joint one are that the 

small-scale fading effect per TTI level can be addressed easily and control overheads 

as well as network delays over X2 backhauls can be reduced significantly since the 

allocation of RB resources is performed locally at each FCL. However, for the joint 

implementation, small-scale fading effect per TTI level may not be possible to address 

because of the network delays over X2 backhauls from sending control overheads to 
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each cluster head. Hence, channel modeling for FCs may rely on accounting only the 

large-scale fading effect. Since we consider small-scale fading effect for all FCLs, the 

proposed algorithm can better be addressed with the dis-joint scheduler 

implementation. Figure 3.11 shows a schematic of the dis-joint FD scheduler 

implementation. The joint scheduler can be implemented straight-forward by moving 

all the FD schedulers from all FCLs to the MCBS. 

 

. . .FCL 01 FCL 02 FCL L

Time-domain scheduler 

Frequency-domain 

scheduler for MC

MC coverage 

T
o
ta

l 
sy

st
em

 

b
a
n

d
w

id
th

Feedback from indoor MUs in each FCL

Bandwidth 

for FCL 01

Bandwidth 

for FCL 02

Bandwidth 

for FCL L

B
a
n

d
w

id
th

 f
o
r 

M
C

. . .

X2 backhaul for exchanging information about 

OPNAs between FCLs and MCBS

. . .

f f f

f

f

O
u

td
o
o
r 

M
U

s

PCBS

Indoor MU. . . . . . . . .

X
2
 b

a
ck

h
a
u

l 
fo

r 
ex

ch
a
n

g
in

g
 

in
fo

rm
a
ti

o
n

 b
et

w
ee

n
 P

C
B

S
 a

n
d

 M
C

B
S

R
es

o
u

rc
e 

re
u

se

Frequency-

domain 

scheduler 

for FCL 01

Frequency-

domain 

scheduler 

for FCL 02

Frequency-

domain 

scheduler 

for FCL L

. . .

Time synchronization between time-domain and 

frequency-domain schedulers for FUs  

Cluster 

head 

01

Cluster 

head 

02

Cluster 

head 

L

FC gateway 

for FCL 01

FC gateway 

for FCL 02

FC gateway 

for FCL L

Aggregate gateway

Feedback from outdoor MUs

MCBS

 

Figure 3.11: Dis-joint FD scheduler implementation for FRSA. 

 

Remark 3.9: In Figure 3.11, only the online FD schedulers are shown, and two offline 

FD schedulers for the adaptive OPNA scheme are not shown explicitly to avoid 

ambiguity. However, as mentioned earlier, these offline FD schedulers can be 

implemented alongside the TD scheduler at the MCBS.     

 

3.5.2 FRSA performance comparison    
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We evaluate the performance of the proposed FRSA against the generic FFR 

techniques [94], the FC clustering and frequency reuse scheme in [21], and the existing 

results in [6, 94] in the following. 

 

A. Generic FFR techniques [94]       

 

The FFR technique is an efficient approach for reusing resources and 

interference management in HetNets scenario. A good explanation of a number of  FFR 

schemes such as strict FFR, soft FFR, and FFR-3 have been presented in [94] to 

compare the performance of the authors’ proposed optimal static fractional frequency 

reuse (OSFFR) scheme for interference management and resource reuse in MC and FC 

based HetNets. In FFR, the resource reuse is considered by partitioning the coverage of 

a MC mainly into two, namely MC-center and MC-edge, each of which is then 

partitioned further into a number of sectors for schemes such as FFR-3. In contrast to 

our proposed schemes ORPA and CRPA where a FC in any FCLs can be allocated to 

any RBs of the system bandwidth, only a fraction of the total system bandwidth is 

allowed to assign to a FC in FFR schemes [94]. A detail discussion on these schemes 

can be found in [94].      

We consider comparing our proposed resource reuse schemes with the FFR 

schemes in [94]. For brevity, instead of reproducing the same results, we use the 

performance results in [94] directly for FFR schemes to compare with our schemes. As 

shown in [94], the average network sum rate with OSFFR outperforms other FFR 

schemes, which can achieve the maximum 70 kbps (approximately) for 40 FCs per MC. 

Note that the average network sum rate is expressed as [94]                                           

FS
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       (3.21)             

where N  is the total number of MUs, and FSU  is the total number of FUs in the system. 

mm  denotes a MCBS, mx  denotes a MU, i  denotes a subchannel or RB, fx  denotes a 

FU, f denotes a FCBS, and 
i  denotes the capacity of a UE on subchannel i . Further, 
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NM = {1, 2, 3, …, N}, NFS = {1, 2, 3, …, SFS}, UFU = {1, 2, 3, …, UFS}, and MRB = {1, 

2, 3, …, M}. 1i  when a subchannel i  is allocated to a UE, otherwise it is set to 0.  

Figure 3.12 shows the outperformance of our proposed ORPA scheme for nsr

avg

as compared to all the FFR schemes in [94] by manifold. Because of reusing the same 

system bandwidth of 1 MHz in each of the 8 FCLs, each with 5 FCs, such that a large 

amount of spectrum can be allocated to each FU, nsr

avg  for 1/8 ABS pattern is much 

higher than any FFR schemes [94]. Apparently,
nsr

avg  is not affected by the total number 

of FUs per MC but per FCL such that the total system bandwidth can be distributed 

among only FUs per FCL, instead of per MC as is the case of FFR schemes [94]. This 

is because of why there is a gradual drop in
nsr

avg  as the number of FCBSs increases per 

MC for FFR schemes [94]. Further, since the whole system bandwidth is reused in each 

FCL, nsr

avg  should vary with the number of FCLs in which a given set of FCs per MC 

are deployed. nsr

avg  is maximum of 
6105 kbps for 40 FCLs (for 1 FC per FCL) such 

that the whole system bandwidth can be allocated to a single FU, and minimum of 

51025.1  kbps for a single FCL (for 40 FCs per FCL) such that the same system 

bandwidth is allocated among all 40 FCs as in the case of FFR schemes [94], assuming 

that all FCs in all FCLs have the same channel conditions. This implies that the 

minimum value of nsr

avg 51025.1  kbps that can be achieved by the proposed ORPA 

scheme still exceeds substantially that of any FFR schemes as shown in Figure 3.12. 

Hence, in our proposed FCL model, because of reusing the whole system bandwidth 

and an orthogonal allocation of its RBs to all FCs per FCL, more users can be served 

which is not obvious for any FFR schemes in 2D scenario in [94] because of increased 

co-channel interference from neighboring FCs with an increase in the number of FCs 

per MC. Hence, our proposed ORPA scheme is not only outperforming the generic FFR 

techniques in terms of 
nsr

avg  but also allowing scalability with an increase in SC density 

per MC.     
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B. FC clustering and frequency reuse scheme [21]       

 

We carry out a quantitative performance comparison of the proposed FRSA 

with the FC clustering and frequency reuse scheme in [21] for the average data rate per 

FU per FCL with the same setup of simulation parameters and assumptions as in Table 

I in [21]. The FC clustering in [21] has been proposed by disjointing a set of FCs 

 

 

Figure 3.12: Average network sum rate of FFR schemes [94] and the proposed ORPA 

scheme of FRSA (for M = 5, L = 8, FU = 5,  = {1/8, 2/8}, T = 8 TTIs). 

 

deployed within an indoor environment. Each disjoint set of FCs is called a FC cluster 

where clusters are formed by the FC gateway. All subbands of the system bandwidth 

are available to both MUs and FUs, and the entire system bandwidth is allocated 

orthogonally to FCs in each cluster.  The simulation results of our proposed FRSA with 

an adaptive OPNA shows that the average data rate per FU varies from 4.3 Mbps (for 

ABS = 1) to 4.9 Mbps (for ABS = 0), which is within and even exceeding the best 

performance result of slightly less than 4.5 Mbps for 5 FCBSs in [21] obtained for semi-

definite program. Further, for the smallest cluster size of 1 FCBS, the average data rate 

per FU varies from 21.5 Mbps (for ABS = 1) to 24.5 Mbps (for ABS = 0) in our 

proposed FRSA. As the number of FUs per FCL increases, there is a corresponding 
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decrease in the average data rate per FU which is also the case in [21]. As long as the 

number of subchannels is equal to or greater than the number of FCBSs per FCL, which 

is considered as the maximum cluster size in [21], our proposed FRSA performs better 

than the FC clustering and frequency reuse scheme in [21].  

 

C. Consistency evaluation       

 

In our proposed FRSA, to avoid co-channel interference using eICIC 

techniques, the average spectral efficiency varies linearly with the FC density as shown 

in Figure 3.13. The similar trend has been noted in [94]. This implies that the  

   

 

Figure 3.13: Average spectral efficiency of the proposed ORPA scheme of FRSA (for 

M = 5, L = 80, FS = 5,  = 1/8, T = 8 TTIs). 

 

performance results of the proposed FRSA are consistent with the existing literature. 

Note that with the presence of interference, the capacity varies linearly with FCs up to 

a certain number as shown in [6] and is beyond the scope of this chapter since we 

consider the interference avoidance technique, eICIC, both at the co-tier and cross-tier 

levels.  
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3.6 FRSA technical and business perspectives and way forward  

 

A number of business values from network operators’ viewpoint to implement 

FRSA are pointed out as follows:  

 

 One of the important issues of FC networks is randomness and plug-and-play 

feature of FC deployment within a building mainly by end users, and network 

operators do not typically have prior knowledge on it. Hence, the SON 

technique is typically considered in FCs to address interference because of 

random placement of FCs. However, by employing FRSA, SON enablement 

feature of FCs can be avoided since both time and frequency resources are 

allocated to all FCBSs orthogonally using eICIC irrespective of their 

placements. Hence, randomness of FCs can be easily catered, and an additional 

cost from SON feature of FCs can be avoided.  

 The LTE-Advanced network has been deployed and evolved toward reaching a 

high capacity of NGMN. Because of high scalability from scheduler 

implementations with density of SCs over a large MC coverage, a gradual 

migration from regular HetNets of the existing LTE-Advanced network to ultra-

dense HetNets of NGMN can be easily performed by FRSA. Hence, except 

upgradation of FRSA with a growing traffic demand, no cost from buying a new 

product for switching to NGMN is needed.  

 FRSA addresses the problem of dense HetNets in a realistic in-building urban 

scenario rather than any hypothetical FCL shape, size and density. Hence, it can 

be applied without any prior modification to adapt with any real urban 

environment. Any urban map with specific details of buildings in terms of, e.g. 

density and height, along with statistics of FCBSs is sufficient to operate FRSA 

and hence can reduce efforts from FC networks planning in urban environments 

and save the associated costs.  

 Since eICIC techniques have been in operation in existing networks, no 

additional implementation complexity from eICIC will raise. Only 

implementation of schedulers and necessary backhauls are to be needed in 
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place. Hence, operators can easily implement FRSA using existing techniques 

without a significant investment on current networks.  

 

A noticeable characteristic of FRSA is that with an increase in FCs in a FCL, 

average data rate per FU of that FCL should be decreased because of reusing the same 

and fixed system bandwidth. This however does not affect overall system level capacity 

over MC coverage since proportional fair schedulers mainly check channel conditions 

of FUs in a FCL irrespective of their number and allocates RBs to them accordingly. 

Also effect of this issue can be minimized either by increasing system bandwidth or by 

considering reuse of system bandwidth more than once in a FCL. Because NGMN is 

expected to have more system bandwidth using, e.g. industrial, scientific and medical 

bands below 6 GHz than current networks, the first option can be easily addressed. 

Since in this chapter, our focus is to avoid computational complexity from FC 

clustering, we will explore the second option in our future work to make this effect 

minimal by adapting dynamically resource reuse factor per FCL basis with statistics of 

FCs per FCL.  

  

3.7 Summary   

 

In this chapter, we propose a FRSA for FCs deployed in dense multi-floor 

buildings in a multi-tier HetNet in a large urban MC coverage by employing ABS based 

eICIC techniques. The cross-tier interference between the FC-tier and MC-plus-PC-tier 

is managed by ABS based TD eICIC, and the co-tier interference of UEs in any tiers is 

managed by allocating RB resources orthogonally using FD eICIC. To reuse frequency 

in FCs in dense urban buildings using ABS based eICIC techniques, two major 

challenges, namely FC clustering and modeling an OPNA is addressed. An approach 

for FC clustering is proposed by considering all FCs per 3D multi-floor building as a 

cluster of FCs through exploiting the high external wall penetration loss and in-between 

distance of neighboring buildings. We propose a model for estimating an OPNA and 

derive an OPNA per cluster basis under two schemes, namely adaptive OPNA and non-

adaptive OPNA, to avoid cross-tier interference between FUs and indoor MUs within 
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buildings. We develop an optimization algorithm for both OPNA schemes and discuss 

its implementation aspects.  

The performance of FRSA is analyzed under two schemes, namely CRPA and 

ORPA where one differs from the other in the way MUs is prioritized during ABSs. 

The impact of varying the number of ABSs as well as FCs per 3D multi-floor building 

on the throughput performance of FRSA is analyzed through an extensive system level 

simulation. The overall system capacity for different ABS patterns is found to improve 

linearly with the FCL density, and the capacity outperformance of the adaptive OPNA 

scheme over the non-adaptive OPNA scheme is shown. Finally, the scheduler operation 

and implementation for FRSA is discussed, and the capacity outperformance of FRSA 

over a number of existing techniques in literature such as FFR techniques is shown. 

Unlike existing works, major distinctive features of the proposed FRSA are as follows:   

 

 It does not need any computational efforts for estimating an appropriate FCL 

size. 

 It considers the interference effect on CSG FCBSs and FUs because of the 

presence of indoor MUs within 3D multi-floor buildings.  

 It studies a powerful eICIC techniques in a dense multi-tier HetNets with 

various types of SCs which adaptively updates an OPNA per FCL basis based 

on its actual traffic and user statistics per ABS pattern period.  

 It is not susceptible to the complex intra-cell interference within a cluster of 

FCs. 

 It acquires a semi-centralized feature to take advantages of both the 

centralization feature through updating OPNAs per ABS pattern period to 

reduce control overheads and address network delays between the MCBS and 

any FCLs, and the decentralization feature through updating the RB allocation 

per TTI basis to address small-scale fading between any sFCBSs and FUs. 

 



 

 

CHAPTER 4 

INTERFERENCE MODELING AND MINIMUM 

DISTANCE ENFORCEMENT TO REUSE RESOURCE IN 

3D IN-BUILDING SMALL CELL  

 
In this chapter, an analytical model using planar-Wyner model for intra-floor 

and linear-Wyner model for inter-floor interferences modeling in a 3D multi-floor 

building in order to derive a minimum distance between FCBSs for optimization 

constraints, namely link level interference, spectral efficiency, and capacity is 

proposed. Two strategies for reusing resources more than once within the building are 

proposed. An algorithm of the proposed model is developed by including its application 

to an ultra-dense deployment of buildings over a MC coverage. With an extensive 

numerical analysis and system level simulation, the capacity outperformance of 

NORRA over ORRA schemes by manifold is demonstrated. Further, it is shown that 

the expected spectral efficiency of 5G networks can be achieved by applying the 

proposed model to an ultra-dense deployment of FCBSs.  

 

4.1 Introduction 

 

Network densification is one of the key enablers to achieve an expected capacity 

and spectral efficiency of 5G mobile networks [4] through reusing resources in SCs, 

such as FCs. Reuse of resources in FCs relies on the inter-FC distance, which is a 

function of co-channel interference generated from neighboring FCs. In urban 

environments, where an existence of thousands of 3D multi-floor buildings is an 

obvious scenario, modeling co-channel interference and a minimum distance between 

FCs in 3D multi-floor scenario, e.g. office buildings and residential areas, to address a 

high data rate demand of 5G networks has become one of the major growing concerns.   
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Typically, interference in HetNets has been studied considerably in 2D scenario 

[5]. Modeling 2D interference is simple but not accurate enough for multi-floor 

buildings since it cannot capture complex combinations of deployment and propagation 

effect existing in realistic 3D multi-floor buildings. Authors in [5], investigated the 

impact of three-dimensionality of FC deployments on cross-and co-tier interferences 

using realistic building data, showed that the interference effect of FCs in urban 3D 

scenario is significantly higher than that when considering 2D case, and proposed to 

model HetNets in 3D scenario rather than 2D. Note that with 2D scenario, we infer that 

SCs, i.e. FCs, are located within either closed indoor coverages, e.g. a single floored 

building, a single floor of a multi-floor building, or open outdoor coverages, e.g. a MC 

area. Whereas, with 3D scenario, we infer that FCs are located within multi-floor 

buildings, and hence hereafter, we use 3D in-building to refer inside multi-floor 

buildings.   

Theoretically, the maximum capacity of a SC can be achieved when it is 

allocated with the whole system bandwidth. However, in practice, it is difficult to 

achieve, and only a fraction of the system bandwidth is allocated to a SC to overcome 

co-channel interference. Since a SC, particularly FC, typically has a limited coverage, 

we can take this as an advantage through reusing as much system bandwidth as possible 

simultaneously in more than one FC within a FCL to boost the network capacity using 

a limited system bandwidth. However, reusing frequency resources in FCs 

simultaneously results in a significant amount of co-channel interference if a minimum 

distance between cFCs is not enforced.  A denser FC network causes a higher co-

channel interference effect at a UE. Hence, how to model co-channel interference and 

enforce a minimum distance between cFCs [6] for reusing resources in FCs, particularly 

in 3D in-building scenario, has been active research area.    

Existing literatures addressed discreetly a number of such issues as modeling 

interference, enforcing a minimum distance, placing BS optimally, and reusing and 

allocating resources in SC networks in both 2D and 3D scenarios. In 3D in-building 

scenario, along with other approaches, several works considered resource allocation as 

an important technique to deal with indoor FC interference issues. For example, in [18], 

authors proposed a semi static resource allocation scheme based on FFR to avoid 

interference in 3D multi-floor buildings using indoor networking and optimization tool, 
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iBuildNet. Authors in [19] proposed a soft frequency reuse scheme for interference 

management in dense FC networks deployed in a multi-floor office building, based on 

the serving user’s received signal strength indication, to classify all interfering FCs into 

several groups and select adaptively the soft FFR and transmit power for each group. 

In [96], a distributed power resource self-optimization scheme for the DL operation of 

dense and self-organized FC network, deployed in a 3D six-floor building overlaid by 

the existing MC in an urban environment, to address inter-FC interference was 

proposed.  

Furthermore, a number of existing works addressed the issue of indoor FCBS 

placement. Authors in [97] developed a linear programming problem model for an 

optimal placement of FCBSs inside an enterprise multi-floor building. The problem of 

jointly optimizing FCBS placement and power control in commercial multi-floor 

building environments was addressed by authors in [98] to enhance the battery life for 

mobile handsets by proposing a mathematical model. However, none of these 

aforementioned works addressed the problem of enforcing a minimum distance 

between FCBSs in 3D in-building scenario.    

Like 3D, several works addressed a number of issues of FCBS in 2D scenario, 

e.g. [99-101] for an optimal placement of FCBSs, [94, 102-105] for the interference 

management and resource reuse and allocation in FC networks, and [22-23] for 

enforcing a minimum distance between FCBSs, as follows. In [99], a FCBS placement 

scheme was proposed by authors based on forming as well as updating subregions of 

the total area of interest such that BSs in subregions, one for each subregion, could 

satisfy the coverage requirement of all UEs within the total area. Authors in [100], 

investigated an optimal placement of a FC by considering a single rectangular room 

without internal walls, and proposed a simulation and theoretical optimization 

framework to find an optimal placement within the room. In [101], authors also 

investigated an optimal placement of a FC within a room, and derived a closed form 

FC placement expression to improve throughput by considering a single FCBS in a 

single-floored building.  

In [102], to mitigate interference of FC networks in residential or enterprise 

environments, a game-theoretic approach was presented by authors in cooperative FC 

orthogonal frequency division multiple access networks. Whereas, authors in [94] 
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evaluated three state-of-the-art FFR deployment schemes, namely strict FFR, soft FFR, 

and FFR-3 schemes in addition to their proposed optimal static FFR scheme for 

orthogonal frequency division multiple access-based two-tier HetNets comprised of 

MCs overlaid with FCs.  Further, in [103], a dynamic frequency resource management 

was proposed by using a graph coloring approach to mitigate the DL interference of 

indoor FCs and increase frequency channel utilization under co-channel deployment in 

a two-tier MC and FC network. Additionally, authors in [104] proposed a mechanism 

to determine allocation of resources among subscribed and non-subscribed users 

through hybrid access FCs by coordinating their transmission powers to get rid of 

additional interference experienced by FCs. Nevertheless, in [105], authors proposed a 

price-based UL interference management scheme under co-channel deployment for 

dense FC systems where the MCBS was considered to control the received interference 

through pricing the interference from FUs subject to a maximum tolerable interference 

power constraint.  

In [22], with a minimum cell separation distance, authors proposed to use a BS 

location model to ensure a minimum distance between any two cells in each tier using 

the Matern hardcore process such that no cells could lie within a predefined minimum 

distance from any other cells. They investigated the randomness in placement of SCs, 

derived an optimal (lower bound) minimum separation distance between BSs, and 

showed that the cell coverage could be improved by introducing a minimum separation 

distance between BSs per tier. Authors in [23], proposed a repulsive cell activation 

strategy, and derived an optimal minimum separation distance between SCs by 

adopting modified Matern hardcore process to analyze the impact of a minimum 

separation distance on the coverage of SC networks using a numerical search. Both [22] 

and [23] addressed to enforce a minimum distance based on the interference statistics 

around SCBSs by modeling BS locations as Poisson point processes in 2D scenario. 

However, addressing all these aforementioned indoor SC issues, particularly 

interference modeling, enforcing a minimum distance, and reusing and allocating 

resources in SCs, under 2D scenario is not practical mostly in urban environments 

because of an existence of dense 3D multi-floor buildings. In urban environments, SCs 

are expected to deploy densely per floor level in each building to address high indoor 

data rate and spectral efficiency for future mobile networks which demands these SC 
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network issues to explore by considering the third dimension, i.e. the height of 

buildings, to capture 3D effects on indoor signal propagations, e.g. floor attenuation 

loss, diffraction effects through edges of any buildings, and neighboring buildings’ 

signal propagation effects, through developing a closed form analytical model.  

Stochastic geometric approaches have been mainly applied so far in the existing 

literatures under 2D random BS location scenario with a simple homogenous Poisson 

point process or Matern hardcore process. However, because of complexity and 

intractability of stochastic analytical closed form expressions, the study under 3D in-

building scenario of BS locations is not obvious. An effective way to develop a closed 

form yet simple enough analytical model, which can capture most of these 3D effects, 

for characterizing interference between FCs located on different floors in a multi-floor 

building is to consider a regular pattern of FCBS locations both intra-and inter-floor 

levels.  A minimum distance between FCBSs can then be enforced such that certain 

constraints are satisfied. A proper reuse and allocation of resources in FCBSs within a 

building can be performed based on an estimated minimum distance between FCBSs. 

To our best knowledge, a study of this kind is not obvious in the existing literatures 

which we aim to address in this chapter by proposing a novel and tractable analytical 

model for characterizing co-channel interference and enforcing a minimum distance 

between FCBSs deployed densely within a 3D multi-floor building to reuse resources 

in FCBSs with the purpose of achieving prospective high capacity and spectral 

efficiency demands of 5G networks as our contribution.  

In addressing the contribution, we consider a multi-tier network comprising a 

MC, a number of PCs and a set of FCs located within a 3D multi-storage building. The 

building consists of a number of floors, and each floor is modelled as square-grid based 

apartments, each with a FCBS located in it. We consider to reuse RBs in FCBSs more 

than once following the estimated minimum distance. Because RBs are reused more 

than once, they remain no longer orthogonal, and hence the term NORRA. However, 

in ORRA scheme, the whole system bandwidth is reused orthogonally once in FCBSs 

within the building in every TTI. The ABS based eICIC techniques are considered to 

manage interference between MC-plus-PC tier and FC tier both for NORRA and ORRA 

schemes.  
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We divide the whole contribution into numerous subsequent issues and solve 

consecutively in a number of phases as listed below:    

 

 Phase 1: We first propose and develop an analytical model for intra-floor 

interference using planar-Wyner model and inter-floor interference using linear-

Wyner model of FCBSs deployed within a 3D multi-floor building.  

 Phase 2: We then derive mathematical expressions for a minimum distance to 

enforce between FCBSs both intra-and inter-floor levels for a number of 

optimization constraints such as link level interference power, spectral 

efficiency, and capacity.    

 Phase 3: By enforcing the derived minimum distances (in phase 2) to FCBSs 

for any constraints, we propose two resource reuse strategies for reusing 

frequency resources in those FCBSs which are apart from one another by at 

least the required minimum distance, and show the capacity outperformance of 

NORRA scheme over ORRA by employing one of the resource reuse strategies 

for the link capacity constraint.  

 Phase 4: We develop an algorithm of the proposed model (in phases 1 and 2) 

for both single and multiple buildings scenarios using the considered resource 

reuse strategy for the capacity analysis in phase 3.    

 Phase 5: The application of the proposed model from a single to multiple 

buildings deployed within the coverage of a MC to address an ultra-dense 

deployment of FCBSs for 5G networks is then discussed. With a rough 

estimation under an example scenario of an ultra-dense deployment of FCBSs, 

by employing the proposed model, we show that the prospective spectral 

efficiency of 5G networks can be achieved. 

 Phase 6: Finally, we discuss several technical and business perspectives of the 

proposed model for a number of key aspects.  

    

We organize the chapter as follows. In section 4.2, FC interference modeling 

both intra-and inter-floor levels is discussed. We show derivations of a minimum 

distance between cFCBSs for a number of approaches based namely on link level 
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interference power, spectral efficiency, and capacity constraints both intra-and inter-

floor levels in section 4.3. The numerical results of a minimum distance derived under 

each approach in section 4.3 are shown and analyzed in section 4.4. We propose two 

strategies for reusing resources in FCBSs, discuss system models, compare the 

performances of ORRA and NORRA schemes with a resource reuse strategy, and detail 

an algorithm for developing the proposed model under a multi-tier network for both 

cases of single and multiple number of 3D multi-floor buildings over a MC coverage 

in section 4.5. In section 4.6, several technical and business perspectives of the 

proposed model are discussed. Finally, we summarize the chapter in section 4.7.  

 

4.2 Interference modeling of femtocell networks in 3D in-building scenario 

 

4.2.1 Interference modeling architecture  

 

A. Intra-floor interference modeling architecture 

 

We consider a 3D multi-floor building that consists of a number of 2D floors, 

and each floor consists of a number of square-grid apartments with each side length a 

as shown in Figure 4.1. A cluster of FCBSs is deployed in apartments of the building 

such that each apartment has one FCBS. We define nominal cell coverage of each FCBS 

as the coverage equivalent to the area of an apartment )( aa m2. Each FCBS is placed 

in the center of ceiling of apartment and assumed static. A fixed amount of free space 

around the building is considered. We consider typical values of a = 10 m and free 

space of 10 m [88, 106]. However, in general, a and the amount of free space are 

random variables. A FU per FCBS is considered and placed at the farthest radial 

distance from its sFCBS if resources are reused in it, i.e. cFCBS. However, for non-

cFCBSs, a FU is distributed randomly and uniformly in its FCBSs’ nominal coverage.  
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a
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Figure 4.1: 2D intra-floor architecture. 

 

Figure 4.2 shows the proposed intra-floor co-channel interference modeling 

where a link between a cFCBS and serving FU (sFU) is termed as co-channel 

interference link, and the one between sFU and its sFCBS is termed as desired link. We 

consider planar-Wyner model [107] for modeling 2D intra-floor interference among 

 

Tier of cFCBSs

sFCBS
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Region of exclusion
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link 
Co-channel 
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Figure 4.2: Intra-floor co-channel interference and RoE modeling. 
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FCBSs located on any floors. An illustration of an example aggregate interference 

effect of all cFCBSs at sFU of a sFCBS is shown in Figure 4.2. The region up to which 

the aggregate interference is significant enough so that it exceeds a maximum allowable 

aggregate interference at sFU is termed as the region of exclusion (RoE) for reusing the 

same resources of sFCBS in any FCBSs within RoE. Hence, RoE in Figure 4.2 is up to 

tier-2 and is shown in yellow color. Irrespective of tier indices, the maximum number 

of cFCBSs for any sFCBSs is 8. Though the distances of all cFCBSs in any tiers from 

a sFCBS and its associated sFU are not the same, for mathematical simplicity, we 

assume that co-channel interference effect at sFU of each cFCBS of the same tier is the 

same. Note that we use the subscript tra to mean intra-floor level and ter to mean inter-

floor level in the following. 

 

B. Inter-floor interference modeling architecture  

 

We assume that all FCBSs are located on the ceilings and centers of all 

apartments.  Recall that a sFU is located at the farthest radial distance mind from its 

sFCBS if sFCBS is a cFCBS and for simplicity, at the same height as that of its sFCBS. 

Note that the location of sFU vertically at distance mind does not affect considerably 

the overall inter-floor interference power received at sFU. This is because of the fact 

that moving a sFU towards the ceiling of apartment of sFCBS causes co-channel 

interference power at sFU from a cFCBS located on a floor up from that of sFCBS to 

increase and from the one located down on a floor from that of sFCBS to decrease such 

that the overall co-channel interference power effect does not vary considerably. The 

reverse phenomenon is happened when moving a sFU towards the floor of apartment 

of sFCBS.  

Since intra-floor interference modeling addresses co-channel interference effect 

within a floor, and there exists an additional high floor attenuation loss between sFU 

and a cFCBS, it is not necessary to take into account of co-channel interference effect 

from all cFCBSs on co-channel interferer floors except those two cFCBSs located on 

either a vertically straight up or down floors from the serving floor of sFCBS. We define 

a serving floor as the one where sFCBS is located, and an interferer floor as the one 
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where any cFCBSs of sFCBS is located. With this concern, inter-floor interference 

modeling can be performed by using linear-Wyner model [107] such that each of the 

two cFCBSs is at distance *

terd  away from sFCBS as shown in Figure 4.3. 
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 sFCBS 

Interferer 

FCBS 

Interferer 

FCBS 

Desired link

Interference links
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Floor 3

Floor 4

 sFU 

terd

mind

verd

verd

= 3 m
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Figure 4.3: Inter-floor interference modeling and architecture. 

 

C. 3D in-building interference modeling architecture    

 

Figure 4.4 shows a detail diagram of 3D in-building FC interference modeling 

combining the effects of intra-floor and inter-floor co-channel interference. If the reuse 

of resources is performed on an intermediate floor, two cFCBSs need to be considered 

of which one is located on a bottom floor, and the other is on an up floor from the 

serving floor so long as both cFCBSs exist on both sides of the serving floor. However, 

if the serving floor is either the top or bottom most of all floors, the number of cFCBSs 

is only one since there is at most one cFCBS located respectively on either a bottom or 

an up floor from the serving floor. 
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Figure 4.4: A detail 3D in-building intra-and inter-floor interferences model and 

architecture for reusing resources in FCBSs. 

 

4.2.2 Interference modeling consideration and assumption  

 

A. Indoor propagation   

 

There are mainly two approaches that can be considered for modeling signal 

propagation in-building scenario: (i) one approach is to consider nearby buildings’ 

reflection effects, particularly in urban environments where buildings are very close in 

distance to one another; (ii) the other approach is not to consider nearby buildings’ 

reflection effects such that an isolated building is concerned, and only in-building 
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propagation of signals through floors, reflected signals from walls, ceilings, and floors, 

and diffracted signals from the edges of building through windows are to be considered. 

This is, to a great extent, a valid assumption when both the transmitter and receiver are 

located inside a building such that there is sufficient building attenuation to make the 

effect of surroundings insignificant [108]. Certainly, considering the second approach 

will make the modeling simpler but less accurate particularly for dense urban 

environments. However, simplification of indoor propagation modeling is worthy 

enough since we aim to address the issue of enforcing a minimum distance for reusing 

resources within a building where both the transmitter and receiver are located in close 

proximity. Though we consider approach 2, we also show the applicability of proposed 

model for an ultra-dense deployment of FCBSs’ buildings, given that the co-channel 

interference effect from neighboring buildings is insignificant, and in either case, the 

validity of the proposed resource reuse strategies within a building will not be affected.    

 

B. Path loss  

 

We consider using the empirical model recommended by 3GPP for indoor FC 

path loss for LTE-Advanced system evaluation methodology that avoids modeling any 

internal walls explicitly [88, 106] to model indoor signal propagation and interference 

effects because of simplicity of empirical models. Note that considering either 

empirical or theoretical model will not affect the validity of the proposed resource reuse 

strategies since resource reuse pattern varies with the propagation model, i.e. a 

minimum distance between cFCBSs, within a building and hence will not have any 

effects on the generalization and originality of the proposed resource reuse strategies. 

In order to avoid modeling internal walls, the simplified 3GPP indoor path loss model 

for FCs takes into account more of shadowing effect, e.g. standard deviation of 10 dB 

for a link between a UE and its sFCBS and 8 dB between a UE and all other interferer 

links, than any other models which consider an explicit modeling of internal wall 

penetration losses and a shadowing standard deviation of 4 dB. This simplified 3GPP 

indoor path loss model for FCs has been applied considerably in the existing literature, 

e.g. [90, 109-112]. 
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C. Fading effect 

 

We do not consider any fading effect components in modeling interferences 

which is reasoned in the following. In indoor environments, there is a high possibility 

of the existence of LOS components between a UE and a BS. The indoor channel within 

the same local area is grossly similar as the channel’s structure does not change 

considerably over short distances [63]. Since we consider similar structure for all 

apartments within a multi-floor building, all indoor channels can be assumed to 

experience the similar shadowing effect. Further, the small-scale channel fading occurs 

due to Doppler spread and delay spread effects on the channel. However, due to 

relatively low mobility of UEs and objects between a UE and BS, an indoor channel 

between a UE and BS experiences a less Doppler spread as compared to an outdoor 

channel which results in a large channel coherence time. Further, an indoor channel 

observes a less delay spread, mostly less than 100 ns, [63, 113] which results in a large 

channel coherence bandwidth. Since the bandwidth of most indoor devices is relatively 

small, indoor channels can be assumed to experience frequency flat fading [114]. 

Because of less delay and Doppler spreads of indoor channels, indoor channel 

characteristics are less susceptible to small-scale fading effects and do not change 

significantly within the same location area. Hence, expectantly indoor channels 

between FUs and cFCBSs within a building can be considered to experience 

approximately the same overall large-and small-scale fading effects.  

By considering normalized interference power of any cFCBSs at any distances 

from sFU with respect to the nearest cFCBS at the minimum distance from sFU as the 

reference maximum interference power, the common fading effect components, i.e. 

small-and large-scale fading, of the links exist between sFU and a cFCBS and between 

sFU and the reference cFCBS cancels one another such that there is no fading 

component present in the normalized interference power expression of a cFCBS. 

Hence, considering fading effect components in the proposed model is not a necessity 

so that simplified expressions in the proposed model for both intra-and inter-floor 

interferences and a minimum distance between cFCBSs under a set of constraints can 
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be derived. A proof (Proof 4.3) for justification of this statement is given in Proposition 

4.3.  

 

D. Grid-based non-random placement of FCBSs  

 

We model both intra-floor and inter-floor interferences by considering non-

random placement of FCBSs at the center of square-grid based apartments.  This 

however does not necessarily infer that the proposed model is susceptible to the random 

placement of FCBSs. The reason is underpinned in the followings:   

 

1. RoE modeling 

 

The RoE is modelled not by considering a minimum distance to enforce based 

on the actual physical location of cFCBSs, but by considering a minimum distance 

between the position of a sFU and the cell-edge boundaries (facing towards the 

direction of sFU) of all cFCBSs’ nominal coverages of any tiers. In intra-floor 

modeling, these cell-edge boundaries of all cFCBSs of tier-s, where s is any arbitrary 

number, are the external walls with the smallest distances from sFU that separate the 

apartment of any cFCBSs of tier-s from that of its neighboring cFCBSs of tier-(s-1), for 

any optimization constraints to satisfy. The RoE is then defined by all cFCBSs of the 

tier-s such that no matter wherever any cFCBSs within its apartment is located, all 

cFCBSs of tier-s cannot be considered for reusing resources. Hence, under any 

optimization constraints, if the required minimum distance to enforce is found to fall 

within the separation distance between the external walls (i.e., walls that separate any 

cFCBSs of tier-s from that of tier-(s-1) and tier-(s+1)) of any cFCBSs’ apartment, e.g. 

0 m and 10 m for tier-1 cFCBSs and 10 m and 20 m for tier-2 cFCBSs (see Figure 4.2), 

no resource can be considered to reuse in cFCBSs of that tier, i.e. tier-1 and tier-2 

respectively for the above example. This implies that irrespective of the placement of 

any cFCBSs within its apartment, the proposed model is not affected because of 

defining RoE based on a span of distance of 10 m width rather than a single point of 

any cFCBS’s locations.  
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This explanation is equally applicable for inter-floor modeling where external 

walls by floors and tiers by floor heights, e.g. 0 m to 3 m for tier-1, 3 m to 6 m for tier-

2, and tier width of 3 m are considered. Hence, the randomness in placement of FCBSs 

has apparently no effects on modeling a minimum distance to enforce between cFCBSs 

and defining the corresponding RoE. In addition, the resource reuse strategies take into 

account of the RoE of FCBSs as input to reuse resources in cFCBSs. Hence, the 

resource reuse strategies are not the function of and have nothing directly to concern 

with the randomness in physical placement of FCBSs. In particular, the resource 

scheduler schedules resources for reusing in cFCBSs only by knowing the RoE of 

cFCBSs. Since defining RoE is independent of the physical locations of cFCBSs, so 

are the resource reuse strategies.  

Note that the center of an apartment is considered as the default location for a 

FCBS for modeling purposes, particularly to take advantages from the normalized 

interference expressions so that by avoiding fading effect components, simple closed 

form expressions for interferences can be derived. In addition, with this consideration, 

both the dominant cFCBSs, i.e. cFCBSs in tier-1, and the sFCBS are located at the same 

distance from the worst location of sFU such that the weakest desired signal and the 

strongest interference signal powers received at sFU can be considered to carry out the 

worst case scenario modeling and analysis for interferences, minimum distance 

enforcements, and resource reuse strategies. Certainly, the default location of any 

FCBSs can be considered at any other locations within an apartment than the center 

one. However, this will cause interference expressions to be complex because of 

appearing more variables in the expressions, e.g. the distance between the sFCBS and 

sFU and the distances between each cFCBS and sFU of any tiers.  

 

2. Average interference statistics  

 

Considering that the average interference statistics over all FCBSs in the 

building remain the same, random placements of CSG FCBSs can also be analyzed 

using the proposed model. The reason can be underpinned by the fact that given a total 

number of FCBSs per building, moving a FCBS towards neighboring FCBSs cause an 
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increase in interference between them, however that also results in a corresponding 

decrease in interference between the FCBS and other FCBSs located opposite to the 

direction of movement such that the aggregate interference from all neighboring FCBSs 

do not change considerably. Since in the proposed model, a minimum distance is 

enforced based on an optimization constraint, setting an appropriate constraint value 

and making it adaptive over time based on interference statistics, the proposed model 

can easily address any variations in interference statistics.  

 

3. FC access modes and deployment strategies of operators 

 

FCs are available in three modes, namely CSG, open access mode, and hybrid 

mode of the first two. Typically, CSG FCBSs are deployed randomly by end users, 

whereas open access FCs are deployed following a regular pattern by network 

operators. Usually, network operators do open access FCs a favor to provide access to 

as many users as possible, whereas end users do CSG FCs a favor to restrict access to 

a set of subscribed users. However, as mentioned in [115], in addition to residential 

environments, open access FCs can be deployed in public places such as markets, 

hotspots, and stations to replace PCs because of low cost and ease of implementation 

of FCBSs. Operators such as SoftBank Mobile [115] decided to use open access FCs to 

serve indoor users.  Further in developing countries, users may not be willing to deploy 

FCs on their own expenses, and network operators are expected to deploy open access 

FCs in indoor environments to provide high indoor data rate. Additionally, in urban 

environments, to reduce gap in quality-of-service between cell-edge cellular users and 

FC users at the cell edge boundary of a large cell and provide a high capacity uniformly 

network wide, network operators can deploy open access FCs within buildings. Hence, 

network operators can use our proposed model to improve network spectral efficiency 

and capacity as much as possible. 

 

4. Guidelines by operators 
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Given a set of guidelines by operators, including location and transmit power of 

a FCBS within an apartment, CSG FCBSs can also be deployed by end users following 

the square-grid pattern.  

 

5. Compliance with assumptions and existing works  

 

We assume that all FCBSs have the same transmit power with an 

omnidirectional radiation pattern which is compliant with the physical placement of all 

FCBSs at the center of their apartments in the proposed square-grid model.  Further, a 

number of existing works such as [99], [116] also considered grid based modeling of 

BSs where BSs are considered to place at the center of its coverage. All receivers are 

partitioned in inner receiver grids into a number of disjoint cells as evenly as possible 

such that each cell approximates the coverage area served by its BS.  

 

4.2.3 Interference modeling  

 

We consider normalization of the interference power for modeling both intra-

floor and inter-floor interferences to simplify interference power expressions for 

deriving their closed form solutions and easy of analyses such that in line with [117-

118], the normalized interference power is defined as the ratio of the interference power 

received from any cFCBSs of any tiers at sFU to the interference power received from 

a cFCBS closest to the sFU, i.e. at the minimum distance, 5min d m for intra-floor and 

at the minimum vertical distance 3verd m for inter-floor interferences as shown in 

Figures 4.2 and 4.3 respectively. The interference power from each cFCBS is 

normalized such that   tram
   .,..,:1,0 21

 for intra-floor and 

  term
   .,..,:1,0 21

 for inter-floor interference power 

received from any cFCBSs   of any tiers, where m denotes the maximum number of 

cFCBSs per tier.  
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A. Intra-floor interference modeling   

 

Based on the above explanation for the normalized interference power, the 

normalized aggregate intra-floor interference power at sFU can be expressed as 

  





 





m

rtraagg

1

, 1                                                                             (4.1) 

where  
m

r   .,..,,, 321 , and  1  defines that   11   if  exists in the set

r for any  , otherwise   01  .   

 

Proposition 4.1: Using the 3GPP indoor path loss model of FCBSs [88, 106] and 

considering the interference effect of first-tier cFCBSs and a maximum transmit power 

of 20 dBm of any FCBSs, the normalized value of intra-floor interference power at an 

arbitrary distance dtra from a cFCBS at sFU is given by  

   3

min tratratra ddd                                                                                   (4.2)  

 

Proof 4.1: We consider to model co-channel interference power of a cFCBS at an 

arbitrary distance trad as the power received by sFU using the 3GPP indoor path loss 

model of FCBSs for LTE-Advanced system evaluation methodology that avoids 

modeling any internal walls explicitly [88, 106]. For a transmit power
tP of a FCBS in 

dBm and path loss  tradPL  in dB at distance trad  in m, co-channel interference power 

from a cFCBS at sFU is given by (dBm) 

      1000log3012720PL 10, tratrattratrac ddPd   

    1000log30107 10, tratratrac dd         

    101000log30107

,
1010 trad

tratrac d


  

    1000log37.10

,
1010 trad

tratrac d


     

We consider only the first tier of cFCBSs with respect to a sFCBS. The 

maximum value of co-channel interference  tratra dmax,  from a cFCBS attains when 
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the distance between sFU and a cFCBS  minddtra   such that 

    1000log37.10

minmax,
min1010

d

tra d


  where mind is the distance between sFCBS and sFU, 

which is also the minimum (reference) distance of any cFCBSs and sFU. Hence, the 

normalized value of intra-floor interference from a cFCBS at sFU  tratra d  can be 

expressed as   

     tratratratractratra ddd max,,     

      1000log37.101000log37.10 min101010
dd

tratra
trad


  

    tradd

tratra d min10log3
10  

    3
min10log

10 tradd

tratra d   

   3

min tratratra ddd                          

     tratradBtra ddd min10, log3                                                                                     ■     

 

Figure 4.5 shows  tratra d  as a function of trad . Let 1, trarP denote the 

normalized desired received signal power at a sFU and  1,0pn denote normalized 

noise power. The signal-to-interference-plus-noise-ratio at sFU can be expressed as  

  












 



m

prtrartra nP




 


1

, 1                                            

In the worst case, 8m  such that   

 
ptratrarptrartra nPnP 













 






 8,

8

1

,                         

Hence, spectral efficiency at sFU can be expressed as  

 tratra   1log2                                                                                              (4.3) 

For a bandwidth tra , a link capacity at sFU is given by  

 tratratra   1log2                                                                                      (4.4) 
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B. Inter-floor interference modeling  

 

Modeling in-building signal propagation characteristics between floors is 

difficult [119]. According to [119], based on measurements, floor attenuation is not a 

linear function (in dB) of the number of floors separating a BS from a UE. This can be 

caused due to diffraction of signal energy along sides of the building itself and scattered 

energy from neighboring buildings received at different floors of the building [120]. 

The greatest attenuation occurs when a BS and a UE are at a single floor apart. The 

overall attenuation with an increase in the number of floors increases at a smaller rate. 

Hence, we capture this variation of signal attenuation with distance terd  from one floor 

to another (i.e., inter-floor) by an additional adjustable attenuation factor (in dB) 

 terf d  to the intra-floor interference model. terd  of a cFCBS from sFU can be 

expressed as 
22

min verter ddd   where verd is the vertical distance between sFCBS 

and any cFCBSs on a floor other than that of sFCBS. To be consistent with the intra-

floor interference modeling, we consider all other parameters the same as in the case of 

intra-floor modeling, however with an addition of  terf d  such that inter-floor 

interference power is given by    

   terf
ter

terterc d
d

d  















1000

log107 10,                                                   (4.5) 

Since we consider an isolated building,  terf d  is modeled following the second 

approach of indoor propagation modeling as mentioned earlier, i.e. without considering 

effects of nearby buildings. In [120], authors also did not consider effects of nearby 

buildings except signals through-floor and diffraction for a building. Measurements 

were made for up to 11 floors separating the transmitter and the receiver. As reported 

in [120], the measured signal decreases by about 12 dB per floor for the first 6 floors, 

i.e. fln = 1 to 6, of separation and an average of 1.35 dB per floor for fln = 7 to 12. The 

effect of diffracted signal components was found insignificant as compared to the 

component through floors, which was also reported by [65]. Since the overall response 

of these component signals is not linear with the number of floors, the variation in 

 terf d  is modeled by using the measured penetration losses as reported by [120] for 
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up to the number of floors fln = 12 in this chapter and is given in Table 4.1 where for 

fln  = 13 and beyond, a random value [0, 1] in dB is considered. The model is consistent 

with the measurement or empirical models in [121] where the average floor attenuation 

factor was reported as non-linear function of the number of floors between the 

transmitter and receiver.    

  

Table 4.1:  Adjustable attenuation factor for inter-floor penetration loss. 

Number of floors ( fln ) 1 - 6 6 - 12 13 - beyond 

 terf d  (dB/floor)  12 1.35 [0, 1] 

 

Proposition 4.2: Using the same conditions as in Proposition 4.1 and a floor 

attenuation factor  terf d , the normalized value of inter-floor interference power for 

an arbitrary distance terd  from a cFCBS located on a floor other than that of sFCBS 

at sFU is given by 

      3

min

1.0
10 ter

d

terter ddd terf



                                                                      (4.6) 

 

Proof 4.2:  From (4.5),  terterc d,  in absolute value can be expressed as 

  
 



















101000

log37.10

,

10

10
terfter

dd

terterc d



   

The normalized received power at sFU can be expressed as  

 


















1000

log37.10

min,

min
10

10

d

terterr ddP  

Hence, the normalized co-channel interference power  terter d  from any cFCBSs on 

any floors other than the floor of sFU can be expressed as   

     terterrtertercterter dPdd ,,   

        1000log37.10101000log37.10 min101010
ddd

terter

terfterd





  

      10log3 min1010 terfter ddd

terter d





  
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       10log
1010

3
min10 terfter ddd

terter d





  

      3

min

1.0
10 ter

d

terter ddd terf



                                                      

             terterfterdBter dddd min10, log31.0                                                               ■      

 

In (4.6), an additional factor 
  terf d1.0

10


 appears in comparison with (4.2). The 

inter-floor interference power given by (4.6) in dB  terdBter d,  is evaluated numerically 

in comparison with the intra-floor interference power given by (4.2) in dB  tradBtra d,

and is shown in Figure 4.5. From Figure 4.5, it can be found that the normalized 

interference powers of intra-floor as well as inter-floor (with no floor attenuation effect) 

vary linearly with distance. The inter-floor interference power decays considerably 

faster with distance as compared to the intra-floor interference power because of an 

additional floor attenuation effect. Note that the characteristic responses of the 

normalized interference powers in absolute values show an exponential decay with 

distance, which is obvious from either (4.2) for  tratra d  or (4.6) for  terter d . Further, 

for inter-floor interference modeling, the distance on x axis in Figure 4.5 represents 

verd . However, the response of inter-floor interference is shown for the corresponding 

value of 
22

min verter ddd  to each value of verd . Hence, for low values of verd in 

comparison with 5min d , terd  is dominated by mind . However, as the value of verd  

increases substantially, terd  is mainly dominated by verd . This can be found in Figure 

4.5 where for low values of verd , the inter-floor interference power response (without 

floor attenuation effect) shows slightly sloppy, and becomes almost straight line for 

high values of verd .   

Since the minimum distance between a sFU and a cFCBS in intra-floor level is 

5min d m and in inter-floor level is 3verd m, and the maximum values of both 

interference powers occur at these minimum distances as shown in Figure 4.5. Note 

also that the floor attenuation loss  terf d for a received signal is not fixed and is non-

uniform which varies based on the number of floors between a transmitter and a 
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receiver.  terf d  has typically a burst effect on the propagating signals while 

penetrating through any floors and is absent between any two consecutive floors. This 

can be observed in Figure 4.5 where between any two consecutive floors, the floor 

attenuation effect remains fixed, and the distance dependent path loss exists. However, 

the floor attenuation effect is substantial across each floor width, particularly for the 

first 6 floors of separation between a transmitter and a receiver (Table 4.1).   

 

 

Figure 4.5: Normalized intra-floor and inter-floor interference powers (in dB) with 

distance for a single cFCBS at a sFU. 

 

Proposition 4.3: Considering fading effect components in the proposed model is not a 

necessity so that simplified expressions in the proposed model for both intra-and inter-

floor interferences and a minimum distance between cFCBSs under a set of constraints 

can be derived.  

 

Proof 4.3: To justify this concern, we study the Proposition 4.1 by considering the 

small-scale fading is ,  and large-scale shadowing effect il ,  per co-channel 

interference link. Using the 3GPP indoor path loss model of FCBSs for LTE-Advanced 
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system evaluation methodology that avoids modeling any internal wall explicitly [88, 

106], and following the same conditions as in Proof 4.1, the co-channel interference 

power from a cFCBS at sFU is given by (dBm)   

   

   ilistra

ilistrattratrac

d

dPd

,,10

,,,

1000log3012720

PL








 

Following Proof 4.1, the above expression can be written as   

      ilistrad

tratrac d ,,10 1.01000log37.10

, 10





  

Considering that indoor channels between sFU and any cFCBSs experience 

approximately the same fading effects, the maximum value of co-channel interference 

 tratra dmax,  from a cFCBS attains when the distance between sFU and a cFCBS  

minddtra   such that  

      ilisd

tra d ,,min10 1.01000log37.10

minmax, 10





   

where mind is the distance between a sFCBS and its sFU, which is also the minimum 

(reference) distance of any cFCBSs and sFU. Hence, the normalized value of intra-floor 

interference from a cFCBS at sFU  tratra d  can be expressed as   

     minmax,, ddd tratratractratra     

          ilisilistra dd

tratra d ,,min10,,10 1000log37.101.01000log37.10
10





  

    tradd

tratra d min10log3
10  

    3
min10log

10 tradd

tratra d   

   3

min tratratra ddd                                  

which is the same as in Proof 4.1. Hence, the model is independent of the small-scale 

and large-scale fading effects.                                                                                        ■ 

  

4.3 Approaches for enforcing a minimum distance 
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In a 3D multi-floor building, since cFCBSs are present in both intra-floor and 

inter-floor levels as shown in Figure 4.4, the total aggregate interference power at sFU 

is given by  

 traaggteraggtotagg ,,,                                                                                     (4.7) 

      3

minmax,

3

minmax,

10

, 10 tratraterter

d

totagg ddyddyterf 
 

   

where traagg , and teragg , denote respectively an aggregate interference power of intra-

floor and inter-floor cFCBSs received at sFU.   

 

Proposition 4.4: Let trathr, , terthr, , and totthr ,  respectively  denote intra-floor 

interference, inter-floor interference, and total interference power constraints at sFU. 

If terthrteragg ,,   and 
trathrtraagg ,,   , then 

trathrterthrtraaggteragg ,,,,   . 

 

Proof 4.4: Consider that totagg ,  is constrained such that at sFU totthrtotagg ,,   , and 

hence 
totthrtraaggteragg ,,,   .   

Since totthrtrathrterthr ,,,    

trathrterthrtraaggteragg ,,,,    

Hence, for 
terthrteragg ,,    and 

trathrtraagg ,,   , the above condition must satisfy.      ■                                           

 

To find a minimum value of trad and terd , we separate the problem into two 

sub-problems where sub-problem 1 is for finding a solution of trad intra-floor level and 

sub-problem 2 is for finding a solution of terd inter-floor level.   

Sub-problem 1:    

max,

,,subject to

minimize

tt

trathrtraagg

tra

PP

d



                                         

Sub-problem 2:   

max,

,,subject to

minimize

tt

terthrteragg

ter

PP

d



  
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To ensure that solutions from sub-problems 1 and 2 will be satisfied by the total 

interference requirement that must not exceed a tolerable value totthr , , we set 

totthrtrathrterthr ,,,   . 

Since spectral efficiency and link capacity are also functions of interference, 

sub-problems 1 and 2 for these constraints can also be formed following the above-

mentioned approach. Hence, we propose three approaches to find a minimum distance 

between cFCBSs for both intra-floor and inter-floor interference scenarios based on 

how constraint sets are developed, namely interference, spectral efficiency, and link 

capacity constraints. The first two approaches are generic and independent of the 

number of reused RBs in a cFCBS, whereas the third approach considers the impact of 

varying the number of reused RBs in a cFCBS which we show in the following. 

Derivations of optimal minimum distances *

trad and *

terd  respectively for intra-floor 

and inter-floor levels under each approach are performed in the following. For each 

approach, we assume that all FCBSs operate at the same maximum transmit power

max,tt PP  .   

 

4.3.1 Approach 1: interference constraint    

 

A. Intra-floor level  

 

In this approach, an optimal solution for a minimum distance 
*

trad  to reuse 

resources in cFCBSs intra-floor level is derived by constraining sub-problem 1 with an 

aggregate interference power constraint trathr , . An increase in trathr ,  results in the 

more reuse of the same set of RBs tra  of system bandwidth and vice versa. Although 

more reuse of resources causes overall capacity to increase proportionally, an increase 

in trathr , causes at the same time to decrease overall capacity logarithmically as given 

by Shannon’s capacity formula. Hence, a trade-off between tra and trathr , is to be 

considered such that trathr ,  can provide an optimal maximum capacity at a minimal 
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separation distance *

trad which can be found by solving the following optimization 

problem.   

max,

,,subject to

minimize

tt

trathrtraagg

tra

PP

d



  

The solution of the above optimization problem *

trad is given by  

  31

,max,min

*

trathrtratra ydd                                                                           (4.8) 

 

Proof 4.5: Since we are interested in the worst case scenario, we consider the maximum 

number of intra-floor cFCBSs, i.e. 8max,  tratra yy . Hence using (4.2), the maximum 

aggregate interference power at sFU can be expressed as  

 3

minmax,max, tratratra ddy  

However, 
trathrtra ,max,    such that   trathrtratratra ddy ,

3

minmax,max,    

The above condition is satisfied when 
*

tratra dd   such that  

 3

min

*

,max, ddy tratrathrtra   

Solving for
*

trad yields,   31

,max,min

*

trathrtratra ydd                                                                  ■             

  

From (4.8), it can be found that *

trad is independent of 
tra , and so is aggregate 

interference at sFU (see (4.2)). Any numbers of RB can be reused in cFCBSs which are 

located at distances at least *

tratra dd  from one another.        

             

B. Inter-floor level  

 

Following the same procedure as that applied for intra-floor level, a minimum 

distance *

terd is derived for an inter-floor interference power constraint terthr , at sFU. 

Hence, applying the inter-floor interference modeling, a minimum distance between 
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cFCBSs *

terd for reusing resources in cFCBSs inter-floor level can be found by solving 

the following optimization problem.  

max,

,,subject to

minimize

tt

terthrteragg

ter

PP

d



  

The solution for *

terd of the above optimization problem is given by  

      31

max,

10

min

*

,

*

10
terthr

terf

ter

d

ter ydd 


                                                      (4.9)    

 

where 1max, tery  for single-sided cFCBSs, and 2max, tery  for double-sided cFCBSs. 

 

Proof 4.6: With double-sided cFCBSs, sFU experiences co-channel interference from 

cFCBSs on its both sides, one on top and the other on bottom floors from the serving 

floor such that for a given interference constraint, each cFCBS contributes 

211 max, tery  of the total interference constraint. The inter-floor interference power 

from a cFCBS can be given by   

   3

min

10

, 10 ter

d

teragg ddterf



   

According to the constraint, 
terthrteragg ,,    such that  

     terterthrter

d

teragg yddterf

max,,

3

min

10

, 10 



  

The above condition is satisfied when *

terter dd   such that   

     3

min

*

,max,

10*

10 ddy terterthrter

dterf 





 

Solving for *

terd , 
      31

max,

10

min

*

,

*

10
terthr

terf

ter

d

ter ydd 


                                            ■                    

     

Hence, RB resources can be reused in a cFCBS for both single-and double-sided 

cFCBSs located at distance *

terter dd   from the location of sFU. Since interference 

power constraint per cFCBS is decreased for double-sided cFCBSs, *

terd requirement is 

increased accordingly as can be found from (4.9).                                             
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4.3.2 Approach 02: spectral efficiency constraint  

 

A. Intra-floor level  

 

Rather than solving an indirect optimization problem by considering an 

interference constraint as in approach 1, in this approach, a link level spectral efficiency 

constraint is considered. This is because of the fact that a link capacity is directly 

proportional to its link spectral efficiency, which is a logarithmic function of the 

aggregate interference that the link experiences. Hence, a direct optimization problem 

for a minimum distance can be solved by a spectral efficiency constraint such that the 

optimization problem can be expressed as  

max,

,,subject to

minimize

tt

sethrsetra

tra

PP

d



  

where
sethr,  denotes spectral efficiency constraint which is upper limited by 4.4 bps/Hz 

for a link signal-to-interference-plus-noise-ratio dB22tra . The value of 

4.4to0, sethr  bps/Hz depends on network performance requirements. The solution 

of the above problem for an interference limited scenario, i.e. ptraagg n, , is given by   

   31

max,min

* 12 ,  sethr

tratra ydd


                                                                 (4.10) 

 

Proof 4.7: Intra-floor link capacity tra  can be expressed as    

  ptraaggtratra n ,2 11log   bps                                           

  ptraaggtratrasetra n ,2, 11log   bps/Hz 

where   3

minmax,max,, tratratratraagg ddy . 

However, 
sethrsetra ,,    which is satisfied when *

tratra dd  .    

Hence,    sethrptraagg n ,,2 11log                                                                                  
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    sethrptratra nddy ,

3*

minmax,2 11log                                                       

   sethr

ptratra nddy ,211
3*

minmax,


                                                                                

    ptratra nddy
sethr





12

1
,

3*

minmax,                                                                           

    
  121

12
,

,

max,
3

min

*






sethr

sethr

p

tra
tra

n

y
dd 



                                           

      31

max,min

* 12112 ,,  sethrsethr

ptratra nydd


 

For 
ptraagg n, , the above expression can be rewritten as   

   31

max,min

* 12 ,  sethr

tratra ydd


                                                                              ■                              

 

B. Inter-floor level  

 

Similar to intra-floor level, the optimization problem for inter-floor interference 

can be expressed as follows      

max,

,,subject to

minimize

tt

sethrseter

ter

PP

d



   

The solution of the problem for pteragg n, is given by  

      31

max,

1.0

min

* 1210 ,
*


 sethrterf

ter

d

ter ydd


                                                      (4.11) 

where 1max, tery  for single-sided cFCBSs, and 2max, tery  for double-sided cFCBSs. 

  

Proof 4.8: Inter-floor link capacity ter can be expressed as 

  pteraggterter n ,2 11log   bps  

  pteraggterterseter n ,2, 11log   bps/Hz 

where 
    3

minmax,

)(1.0

max,, 10 terter

d

terteragg ddyterf



  
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The condition 
sethrseter ,,   is satisfied when *

terter dd  .Hence, 

   sethrpteragg n ,,2 11log                                                                               

       sethrpterter

d
nddyterf

,

3*

minmax,

1.0

2 1011log 





     

       pterter

d
nddy

sethr

terf 





12
110

,

3*

minmax,

1.0




                                                                       

Solving for *

terd , 
         31

max,

1.0

min

* 1211210 ,,
*


 sethrsethrterf

pter

d

ter nydd


                 

For pteragg n, , 
      31

max,

1.0

min

* 1210 ,
*


 sethrterf

ter

d

ter ydd


                                         ■ 

  

4.3.3 Approach 03: link capacity constraint  

 

A. Intra-floor level  

 

Approaches 1 and 2 use link quality in terms of link signal-to-interference-plus-

noise-ratio and link spectral efficiency and are independent of reused RBs in cFCBSs. 

However, capacity is a product of two terms, bandwidth and link quality and is varied 

linearly with the former and logarithmically with the later. Hence, we can exploit the 

effect of reused RBs to find a minimum distance. The main feature of this approach is 

that a minimum distance and hence the number of times of reusing resources for a set 

of cFCBSs can be made adaptive by varying the number of reused RBs in each cFCBS 

on top of varying either signal-to-interference-plus-noise-ratio or link spectral 

efficiency. We use Shannon’s capacity formula directly to address a direct optimization 

problem to be solved such that bandwidth resources in terms of RBs can be considered 

to reuse in each cFCBS so long as the product of the link quality and the number of 

reused RBs at least equals to a predefined link capacity constraint. Note that the effect 

of reusing an RB in a cFCBS causes to create the maximum of 8 co-channel interferers 

per tier. 

We consider only the effect of tier-1 co-channel interference since the 

interference effects from tier-2 and above are negligible because of considerably a long 

enough distance of any cFCBSs of those tiers from sFU. Let wr

tra denote the number of 
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RBs to be reused in a cFCBS. Since there are at most 
traymax,

 cFCBSs in any tiers with 

respect to sFCBS, any reuses of wr

tra causes an additional aggregate interference power 

tramax, from 
traymax,

 cFCBSs. Note that a sFCBS is also a cFCBS when a minimum 

distance between cFCBSs is enforced. Hence, a minimum distance between cFCBSs is 

to be derived such that a decrease in capacity of a cFCBS because of 
tramax, and an 

increase in capacity because of reusing wr

tra number of RBs in it satisfy the link capacity 

constraint denoted by trathr, . A minimum distance can be obtained by solving the 

following optimization problem   

max,

,subject to

minimize

tt

trathrtra

tra

PP

d



  

By solving the above optimization problem for ptraagg n, , an optimal solution for 

*

trad is given by  

   31

max,min

* 12 , 
wr

tratrathr

tratra ydd
                                                          (4.12) 

  

Proof 4.9: The capacity from reusing wr

tra  RBs in a cFCBS is given by 
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      31

max,min

* 12112 ,, 
 wr

tratrathr
wr
tratrathr

ptratra nydd
  

For 
ptraagg n, ,    31

max,min

* 12 , 
wr

tratrathr

tratra ydd
                                                   ■       

 

In the above equation, the minimum distance considers both the effects of co-

channel interference in terms of 
traymax,

 and resource reuse in terms of the number of 

RBs wr

tra . The main advantage of this approach is that resource reuse does not depend 

much on co-channel interference statistics, rather on the availability of wr

tra . Even with 

a significant presence of the aggregate co-channel interference, by considering more 

RBs wr

tra  to reuse, we can boost the overall FC network capacity which in not obvious 

from approaches 1 and 2, e.g. what should be an appropriate value of wr

tra  for a given 

interference or spectral efficiency  constraint. However with approach 3, a minimum 

distance can be easily found for a given value of wr

tra  . Note that the number of reused 

RBs must be able to achieve a given capacity constraint where 1 RB is equal to 180 

kHz for LTE-Advanced systems. For example, for a capacity constraint 4.45, trathr

bps, we need at least 5 RBs to be reused since the link quality is limited by 4.4 bps/Hz. 

So, the value of wr

tra   must be chosen according to the value of capacity constraint. 

 

B. Inter-floor level   

 

Similar to intra-floor level for link capacity constraint, we use Shannon’s 

capacity formula and consider the effect of tier-1 cFCBSs’ from sFU. Let wr

ter denote 

the number of RBs to be reused in an inter-floor cFCBS. *

terd can be obtained by solving 

the following optimization problem such that the link capacity ter  at sFU satisfies a 

link capacity constraint 
terthr, .   

max,

,subject to

minimize

tt

terthrter

ter

PP

d



  
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Solving the above problem, an optimal solution *

terd  inter-floor level for pteragg n,  

yields   

      31

max,

1.0

min

* 1210 ,
*


 wr

terterthrterf

ter

d

ter ydd


                                              (4.13) 

where 1max, tery for single-sided cFCBSs, and 2max, tery  for double-sided cFCBSs. 

  

Proof 4.10: Following the similar procedure as that in intra-floor level such that the 

capacity from reusing wr

ter  RBs in a cFCBS inter-floor level is given by  
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Hence, following the constraint such that it satisfies when *

terter dd   and similar steps as 
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4.4 Numerical result and analysis for minimum distance enforcement 

 

4.4.1 Interference constraint 

 

Since traymax,  is a scalar quantity, the responses of normalized intra-floor 

interference power with distance given by (4.2) and (4.8) are similar as shown in Figure 

4.5 for intra-floor scenario.  Using (4.8), for an interference constraint 11.0, trathr  and

8max, tray , the minimum distance m21* trad  is required. In order to enforce *

trad , up to 

tier-2 from sFCBS is to be considered as RoE such that no resource can be reused in 

any FCBSs located up to tier-2 around sFCBS (see Figure 4.2).  A key observation from 
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(4.8) is that the aggregate interference at sFU is inversely related to *

trad such that by 

allowing an increase in interference constraint, the minimum distance between cFCBSs 

can be reduced, and hence more reuse of the same resources can be achieved. 

In inter-floor level, since the value of  *

terf d  is not known in prior to computing

*

terd , we consider to use the constraint 
terthrteragg ,,    directly to find the value of *

terd

and hence *

verd as shown in Figure 4.6. In practice, any values of  *

terf d  can be known 

in prior from the number of floors between sFU and cFCBSs such that 
verd requirement 

can be found from the derived expressions directly. Figure 4.6 shows *

verd versus 

terthr ,  for a set of ranges of terthr , = 0.001 to 0.01, 0.01 to 0.1, and 0.1 to 1.0. From 

the figure, it can be found that *

verd requirement decreases with an increase in the value 

of terthr , .  

 

 

Figure 4.6: *

verd versus 
terthr ,  inter-floor level. 
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Further, *

verd requirement for single-sided cFCBSs is less than or at least equal to that 

for double-sided cFCBSs because of the fact that terthr , requirement per cFCBS 

becomes half for double-sided cFCBSs as compared to that of single-sided cFCBSs. 

The deviation in *

verd  requirement between single-sided cFCBSs and double-sided 

cFCBSs is relatively high with a decrease in terthr , . For double-sided cFCBSs, *

verd  

requirement is the most of 9 m, i.e. 3 floors apart from the serving floor, for 

001.0, terthr  and the least of 3 m, i.e. 1 floor apart from the serving floor for

0.1, terthr ; whereas these values are respectively 7 m (i.e., 3 floors apart) and 1 m 

(i.e., no floors apart) for single-sided cFCBSs. Overall, a minimum separation distance 

between cFCBSs, is the maximum for cFCBSs located about the mid-floor of the 

building, decreases gradually as moving toward extreme floors for cFCBSs located on 

an intermediate floor between the mid and any extreme floors such that there exists 

double-sided cBCBSs, and the minimum for cFCBSs located at the extreme floors, i.e. 

ground and top most floors, such that there exists only single-sided cBCBSs.  

 

Remark 4.1: The aggregate intra-floor interference at sFU is inversely related to the 

distance between a cFCBS and sFU, and hence reuse of resources intra-floor level can 

be increased by increasing intra-floor interference constraint. Further, for a multi-floor 

building, reuse of resources is the least for floors about the mid-floor of the building 

and increases to its maximum value for floors about the extreme floors. Hence, in 

comparison with intra-floor interference, floor penetration losses play a significant role 

on inter-floor interference effect at sFU to constrain the reuse of resources in cFCBSs.         

 

4.4.2 Spectral efficiency constraint 

 

Figure 4.7 shows the requirement of *

trad  with the variation of sethr, . From the 

figure, it can be found that *

trad increases almost linearly with an increase in 
sethr,  from 

0.5 to 4.5 bps/Hz. For example, *

trad of more than 27 m is required for a typical 
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maximum value of 4.4, sethr bps/Hz for the serving link, and hence resources can be 

reused in FCBSs located in tiers at least 3 tiers away from that of sFCBS.    

Figure 4.8 shows inter-floor minimum distance requirement with inter-floor 

spectral efficiency constraint. The same procedure as in the case of interference  

 

 

Figure 4.7: *

trad  versus 
sethr,  intra-floor level. 

 

 

Figure 4.8: *

terd  versus sethr,  inter-floor level. 
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constraint is used, i.e.
sethrseter ,,   , in order to find the value of *

terd , and hence *

verd . 

In contrast to inter-floor interference constraint, *

verd  requirement decreases with a 

decrease in the value of terthr , . However, similar to interference constraint, *

verd

requirement for the single-sided cFCBSs is at least equal or less than that for double-

sided cFCBSs. The deviation in *

verd requirement between single-sided cFCBSs and 

double-sided cFCBSs is not significant enough as in the case of interference constraint 

since spectral efficiency requirement varies logarithmically with distance. The 

maximum deviation in *

verd  requirement occurs when sethr, requirement reaches the 

typical maximum link quality of 4.4 bps/Hz. As shown in Figure 4.8, resources can be 

reused in every alternate floor for single-sided cFCBSs to achieve the maximum link 

quality, whereas for double-sided cFCBSs, resources can be reused in floors apart from 

each other by at least 2 intermediate floors.   

 

Remark 4.2: With spectral efficiency constraint, *

trad requirement in intra-floor level 

increases linearly with the constraint. Further, estimating *

verd based on 
sethr,  allows 

more reuse of resources because of logarithmic variation with distance than considering 

interference constraint which varies exponentially (see Figure 4.5). Since link quality 

is the prime concern for a given bandwidth to improve link capacity, it is preferable to 

consider spectral efficiency constraint because of allowing an estimation of *

verd by 

employing capacity formula directly. 

 

4.4.3 Link capacity constraint 

 

Figure 4.9 shows *

trad  with capacity constraint 
trathr ,  for varying the number of 

reused RBs wr

tra  and link spectral efficiency
setra,  for reusing resources in cFCBSs 

intra-floor level. From the figure, it can be found that both wr

tra   and 
setra,  have 

significant impact on *

trad  when optimization problem is constrained by trathr , . More 

specifically, the requirement of *

trad increases with an increase in trathr ,  irrespective of 
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Figure 4.9: *

trad  versus trathr ,  for variable wr

tra  and 
setra,  intra-floor level. 

  

the values of wr

tra  and 
setra, . Irrespective of the number of reused RBs, the requirement 

of *

trad increases with the better channel quality requirement of the serving link.  Further, 

irrespective of the link quality, an increase in wr

tra  results in a decrease in the value of

*

trad . Hence, a minimum value of *

trad  can be achieved for a maximum value of wr

tra   and 

a minimum value of 
setra,  for a given trathr, . Note that the values of trathr ,   on x-axis 

in Figure 4.9 are to be multiplied by the respective spectral efficiency values, i.e. 0.1 

bps/Hz, 2.2 bps/Hz, and 4.4 bps/Hz.   

 Figure 4.10 shows *

terd with capacity constraint 
terthr ,  for the variation of wr

ter  

and 
seter ,  inter-floor level. In general, the requirement of *

terd  increases with an increase 

in
terthr, , and decreases with an increase in wr

ter  for a given terthr , . The requirement of 

*

terd does not change significantly with a change in the value of wr

ter  as was the case in 
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intra-floor scenario, perhaps because of high floor penetration losses. As mentioned 

earlier, the value of  wr

ter  should be carefully chosen particularly when a high link quality 

is expected as can be found from Figure 4.11 where it is shown that for wr

ter   less than 

the value of required RBs of 10 to achieve
terthr , , with an increase in link quality 

requirement, the requirement for *

terd also increases significantly as compared to 

responses when wr

ter  is at least equal to 10. Also, like intra-floor scenario, a minimum 

value of *

terd  can be achieved for a maximum value of wr

ter   for a given capacity 

constraint.  

 

Remark 4.3: With capacity constraint, densification of FCBSs can be increased by 

keeping the value of 
setra,   as least as possible and increasing the value of wr

tra in 

cFCBSs irrespective of the value of trathr ,  intra-floor level, whereas by increasing 

value of wr

ter  in cFCBSs irrespective of the values of 
terthr ,  and

seter ,  inter-floor level. 

Further, as a design consideration, it is recommended that wr

ter   should be chosen at 

least equal to the required RBs to achieve terthr , with a high link quality.  

 

 

Figure 4.10: *

terd versus terthr ,  for wr

ter  = 10, 20, and 30 inter-floor level. 
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Figure 4.11: *

terd versus terthr ,  for wr

ter  = 5, 10, and 15 inter-floor level. 

 

4.5 Resource reuse architecture, strategy and gain in multi-tier networks 

 

4.5.1 System architecture and interference management of multi-tier networks   

 

System architecture of a multi-tier network is illustrated in Figure 4.12. We 

consider a single MC of a corner excited 3-sectored MC site and a number of SCs of 

various categories, including outdoor PCs and indoor FCs in an urban environment. All 

FCs are deployed in a 3D multi-floor building, i.e. L = 1, where L denotes the number 

of 3D buildings in a MC coverage. A certain percentage of MUs are considered within 

the building. All indoor MUs are served by the MC. In addition, a certain percentage of 

outdoor MUs are offloaded to nearby PCBSs.  

We consider interference management for co-channel deployed FCBSs by 

avoiding allocation of the same radio resources mainly time and frequency to UEs such 

that co-channel interference can be avoided as shown in Figure 4.13. All indoor MUs 
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Figure 4.12: System architecture of a multi-tier network for L  = 1. 

 

RB

Time 

F
r
e
q

u
e
n

c
y

All MUs and no FUs can be scheduled

ABS

Only outdoor and offloaded MUs, no indoor 

MUs, and all FUs in a building can be scheduled  

TTI

. . .
. . .

. . .

. . .

. . .

Non-ABS

 

Figure 4.13: ABS based eICIC for interference management. 

 

and outdoor MUs are allocated orthogonally to RBs. The same system bandwidth is 

reused in only FCBSs. If an indoor MU is within the building, TD ABS based eICIC is 

applied to avoid co-channel interference between the indoor MU and any FUs. All 

indoor MUs can transmit only during ABSs while all FCBSs mute transmission of 

control and data information except synchronization and broadcast channels. However, 
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indoor MUs are not served during non-ABSs by MCBS to avoid co-channel 

interference with FUs since FCBSs can transmit only during non-ABSs. All offloaded 

MUs and outdoor MUs can transmit in all TTIs. 

 

4.5.2 Problem formulation   

  

A. Multi-tier network model  

  

Denote PM, PP, and PF as the transmit powers of a MC, a PC, and a FC 

respectively. Consider that there are M RBs in system bandwidth and N MUs in the 

system. Let SP denote the number of PCs in the MC coverage. If UP denotes the number 

of MUs offloaded by a PC, the total number of offloaded MUs is UOFL = SP×UP. If 
iM  

denotes the ratio of the number of indoor MUs, then the total number of indoor MUs is 

NU iMMI   , outdoor MUs is UMO = N-UOFL-UMI, and MUs served by MCBS is UM 

= UMO+UMI.    

Let NM denote the set of indices of all MUs such that NM  = {1, 2, 3, …, N}. 

Denote NMO, NP, and NMI respectively the set of indices of all outdoor MUs, offloaded 

MUs, and indoor MUs. Note that NM is partitioned randomly into three disjoint subsets 

NMO, NP, and NMI. Let SF denote the number of active FCBSs in the building. If each 

FC serves one FU, the total number of FUs is UF = SF .  Let NF denote the set of all FU 

indices such that NF = {1, 2, 3, …, UF}. Consider that the number of FUs is uniformly 

distributed in the interval [1, UF] where UF = 250 in our simulation set up. The 

realization of MUs served by MCBS and PCBSs are not mutually independent since 

MUs served by PCBSs are MUs offloaded from MCBS, and the schedulers have a 

complete knowledge when a MU is offloaded. However, an offloaded MU to any PCBS 

is equally likely in a realization. Note that a realization is defined as a simulation run 

time. 

The FC building and PCs are located randomly and uniformly within MC’s area. 

All outdoor MUs, offloaded MUs, and FUs served by non-cFCBSs are distributed 

randomly and uniformly within their respective BSs’ coverage areas. However, FUs 

served by cFCBSs are considered to locate at the farthest radial distances from their 
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respective cFCBSs. Let T denote simulation run time with the maximum time of Q (in 

time step each lasting 1 ms) such that T = {1, 2, 3, …, Q}. Let TABS denote the number 

of ABSs in every ABS pattern period (APP) of 8 subframes for our simulation set up, 

such that TABST and TABS = {t: t = 8v+z; v = 0, 1, 2, …, Q/8; z = 1, …, TABS} where 

TABS = 1, 2, …, 8 corresponds to ABS patterns  = 1/8, 2/8, …, 8/8 respectively. Let 

ABSt and 
ABSnont 

denote respectively an ABS and a non-ABS such that ABSt TABS and 

ABSnont T\TABS. 

 

B. System capacity  

 

Let MUd ,
PCd , and BLd  denote respectively the distances of any MUs, PCs, and 

FC buildings from the MCBS, and 
FCd denote the distance between a FCBS and a FU. 

The distances of all UEs of each category in a realization are generated following the 

respective distribution functions as mentioned earlier. The path loss is calculated using 

path loss formulas given in Table B.5 in Appendix B.  

Let 
cFCU and 

ncFCU denote respectively the number of cFCBSs and non-cFCBSs 

such that ncFCcFCF UUU  . Let cFCM and ncFCM  denote respectively the number of 

reused RBs per cFCBS and the number of RBs for all non-cFCBSs such that

ncFCcFC MMM  . Let sethr, denote the required link spectral efficiency between sFU 

and sFCBS both intra-and inter-floor levels such that the required capacity constraint 

for each cFCBS can be given by
sethrcFCcathr M ,,   . Hence, the aggregate capacity 

from reusing 
cFCM RBs per cFCBS in the building can be given by    

 sethrcFCcFCcathrcFCcFC MUU ,,                                              (4.14) 

Since during an ABS, no FCBSs can transmit data signal, and the whole system 

bandwidth is reused in FCBSs of the building during non-ABSs, following (C.5) in 

Appendix C, the aggregate capacity of all FUs for any can be expressed as 

      cFC

Q

t

M

i

ititFC

ncFC

  
 

11
1 1

,,
                                                    (4.15) 
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Similarly, the aggregate capacity of all MUs over M RBs for Q TTIs can be expressed 

as the sum throughput of all MUs as  

  
 


Q

t

M

i

ititMC

1 1

,,                                                                                (4.16) 

where  and   are responses over M RBs of only indoor MUs in tTABS and all 

outdoor MUs and offloaded MUs in tT.         

Hence, the total capacity of the multi-tier network over M RBs for Q TTIs can 

be expressed as the sum throughput of all UEs in the network as  

FCMCSYS                                                                                                  (4.17) 

 

C. Proportional fair scheduling 

 

The proportional fair scheduling algorithm is described in Appendix C. 

 

D. Jain’s fairness index 

 

Jain’s fairness index is used to evaluate fairness performance of users served by 

all non-cFCBSs with a change in reused RBs per cFCBS and can be expressed as 

follows [92, 122] 
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                                                                  (4.18) 

where xX  represents the total number of RBs allocated to user x over the simulation 

runtime. 

 

4.5.3 Simulation parameters and assumptions  

 

The default simulation parameters and assumptions used for system level 

simulation are listed in Table B.5 and Table B.6 in Appendix B. Hence, unless stated 

otherwise, the default value for any parameters is used from Table B.5 and Table B.6 

in Appendix B. Further, eICIC is considered to address mainly the cross-tier 
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interference between indoor MUs and femto-tier that has been yet mostly overlooked 

in literature. 

 

4.5.4 Resource reuse architecture modeling  

 

We consider using graph coloring problem [123] to estimate the number of 

orthogonal set of sub-bands for reusing resources in cFCBSs for the given intra-and 

inter-floor constraints. In intra-floor level, the number of FCBSs in RoE of a cFCBS 

including the cFCBS is the chromatic number
tra , i.e. the minimum number of colors 

or orthogonal set of RBs scheduled by the scheduler. Note that the set of RBs allocated 

to any non-cFCBSs in any TTIs is decided by the scheduler based on certain metrics, 

e.g. performance metric in Proportional Fair scheduler. However for cFCBS, the 

resource allocation depends on the resource reuse strategy that we discuss in the 

following subsection. Each edge can be associated with any constraints, e.g. 

interference, spectral efficiency, or capacity constraints, to find a minimum distance 

between FCBSs. An edge between two FCBSs exists when a minimum distance for the 

corresponding constraint is satisfied. Note that any two FCBSs become cFCBSs only 

when a given constraint is satisfied so that a minimum distance, i.e. an edge, between 

them exists both intra-and inter-floor levels.  

Similarly, in inter-floor level, each edge represents a minimum distance 

corresponds to an inter-floor constraint between floors holding cFCBSs. The chromatic 

number for inter-floor level ter is the number of floors in RoE including the floor of 

cFCBS itself. Hence, the chromatic number (i.e., the total number of orthogonal bands) 

for both intra-and inter-floor levels (i.e., the building) is given by   

traterbuil                                                                                                 (4.19) 

Hence, we can now model the resource reuse graph for minimum distances and 

hence chromatic numbers both intra-and inter-floor levels. Figure 4.14 shows an 

example minimum distance constraint based resource reuse graph with respect to floor 

n+1 where each node represents a cFCBS, and each edge represents the constraint that 

is to be satisfied to reuse resources in cFCBSs. Note that RoEs for both intra-and inter-

floor levels are shown with red color lines; edges in blue color represent that the 
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constraint is satisfied for a minimum distance; and green color circles represent 

cFCBSs, and ash color circles represent non-cFCBSs. Hence, resources can be reused 

in every 3 FCBSs intra-floor level and every alternate floors inter-floor level. 

The conventional FFR strategies are primarily developed for homogeneous 

mobile networks and later on extended to HetNets to improve capacity of 4G mobile 

networks. The FFR strategies exploit outdoor MC coverage by partitioning and then 

reusing frequency in those partitions to improve capacity and spectral efficiency 

performances. Mainly outdoor MC based, FFR strategies cannot be transported to 

indoor 3D in-building SC networks where both horizontal and vertical placements of 

FCBS need to exploit. Hence, novel frequency reuse strategies need to develop by 

taking into account of indoor 3D in-building propagation characteristics such as short 

distance co-channel interference effect, floor effect, external wall effect, and 3D 

structural geometrical effect. Hence, unlike conventional FFR strategies, we propose 

two strategies to reuse RB resources in cFCBSs in this chapter, particularly for 3D in-

building FC networks, for an aggressive reuse of the whole system bandwidth in FCBSs  

 

Floor n

Floor n+1

Floor n-1

Node 

Edge 

Region of 

exclusion 

cFCBS

Non-cFCBS

Minimum distance  

constraint satisfied  

Region of exclusion 
 

Figure 4.14: A minimum distance constraint based intra-and inter-floor resource reuse 

graph for 3D in-building scenario. 
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to address high capacity and spectral efficiency demands of the next generation mobile 

networks, i.e. 5G mobile networks. 

 

4.5.5 Resource reuse strategies and gain 

 

A. Resource reuse strategies 

 

In strategy 1, FCBSs’ clusters are formed based on RoE in both intra-and inter-

floor levels, and the whole system bandwidth is reused in each cluster following a static 

frequency allocation scheme to avoid co-channel interference, e.g. each FCBS is 

allocated to the same amount of frequency, such that all FCBSs in RoE are cFCBSs 

with respect to neighboring clusters. In strategy 2, a fraction of system bandwidth is 

kept reserved for reusing RBs in each cFCBS such that a RoE is formed with respect to 

each cFCBS, and the remaining RBs of system bandwidth are allocated to all intra-floor 

level non-cFCBSs of the building dynamically, based on their channel characteristics 

in each TTI orthogonally following FD eICIC for co-channel interference avoidance 

between non-cFCBSs, as shown in Figure 4.15. Since a fixed portion of system 

bandwidth is reused to only the cFCBS of any RoEs, a FD scheduler is sufficient to 

schedule all FCBSs within the building. However, in strategy 1, scheduler can be  
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Figure 4.15: Proposed resource reuse strategies: (a) resource reuse strategy 1 and (b) 

resource reuse strategy 2. 
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implemented either jointly where all FCBSs in the building can be scheduled by a single 

scheduler or disjointly where FCBSs in each RoE are scheduled by a separate FD 

scheduler.  

In strategy 1, since all FCBSs in all RoEs gain advantage from the link capacity 

constraint enforced by an optimizer, the overall capacity gain from resource reuse 

strategy 1 is expected to be higher than that of resource reuse strategy 2. However, 

complexities in computation for implementation of strategy 1 are higher than that of 

strategy 2 because of computing the cluster size, i.e. RoE, number of clusters, and RB 

allocation planning for FCBSs cluster wide. Further, because of a static RB allocation, 

reuse of RBs becomes dependent on the deployment of FCBSs within any RoEs since 

reused RBs may be wasted because of an absence of any FCBSs within a RoE, which 

is a realistic scenario in which certain RBs have already been defined and cannot be 

reallocated to other FCBSs because of causing co-channel interference with FCBSs of 

neighboring RoEs. Furthermore, dynamic allocation of RBs based on the activation of 

a FCBS cannot also be exploited in strategy 1. However, in strategy 2, a scheduler 

simply looks at the requests of active FCBSs in any TTIs and allocates them 

dynamically. Further, reuse of RBs in cFCBSs is also flexible since the amount of 

reused RBs can be varied dynamically based on network requirements, e.g. for less 

cFCBSs being active, more RBs can be allocated to non-cFCBSs in a RoE. In addition, 

the pattern of cFCBSs can be easily changed by changing cFCBSs’ indices and the 

value of optimization constraint. Furthermore, network operators can also provide 

selective quality-of-service, e.g. a high data rate user can be served by a cFCBS, and a 

low data rate user by a non-cFCBS by flexibly changing the amount of RBs to be reused 

in cFCBSs. Hence, we consider strategy 2 to carry out performance comparison 

between ORRA and NORRA schemes.   

In Algorithm 4.1 for an arbitrary value of L, all the steps from intra-and inter-

floor interference characterization, through a minimum distance enforcement to finally 

proposing resource reuse strategy 2 to develop the proposed model for 3D in-building 

scenario are captured. 20% and 40% of system bandwidth are considered to reuse in 

each cFCBS and kept reserved. The remaining RBs of system bandwidth are allocated 

to all non-cFCBSs within the building following eICIC techniques. Hence, for 5 MHz, 

i.e. 25 RBs, 5 and 10 RBs are reused in each cFCBS, and 20 and 15 RBs are allocated 
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to non-cFCBSs respectively. Approach 3 with two capacity constraints, one for 5 RBs 

and the other for 10 RBs, with a link spectral efficiency of 3.4594 bps/Hz are used to 

estimate a minimum distance between cFCBSs both intra-and inter-floor levels and 

hence the number of cFCBSs in the building. Since our goal is to show the performance 

of NORRA over ORRA scheme, for simplicity of inter-floor minimum distance 

estimation, we consider the worst case scenario such that only double-sided cFCBSs 

exist in the building. However in practical scenario, both single-sided and double-sided 

cFCBSs exist, and hence the capacity performance should be improved because of the 

presence of single-sided cFCBSs that allow overall more reuse of resources in cFCBSs 

on floors about the extreme floors. For TD eICIC, ABS = 1 is considered. For a given 

link spectral efficiency and the number of reused RBs per cFCBS, we can estimate the 

capacity of all cFCBSs. Hence, the overall capacity under NORRA scheme for all 

FCBSs within the building can be found by summing the capacities of all non-cFCBSs 

and all cFCBSs.   

 

B. Resource reuse gain for 1L  

 

Recall that with ORRA scheme the whole system bandwidth is reused only once 

in all FCBSs within the building using FD eICIC technique. For the system level 

simulation parameters and assumptions as given in Table B.5 and Table B.6 in 

Appendix B, the capacity performances with ORRA scheme can be found by setting 

the number of reused RBs per cFCBS to zero and using (4.15)-(4.17), which are FC = 

4.348 Mbps for the FC network and 
SYS  = 9.716 Mbps for the multi-tier network. 

However, for NORRA scheme, an increase in the number of reused RBs per cFCBS 

causes the capacity of cFCBSs and hence the FC network to increase proportionately 

by manifold as compared to ORRA scheme. Meanwhile, the capacity of non-FCBSs 

decreases because of less RBs available for allocation to them. On an average, with the 

resource reuse strategy 2 under the same scenario as that of ORRA, the system capacity  
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Algorithm 4.1: Interferences characterization, minimum distance enforcement, and 

resource reuse strategy for 3D in-building FC Networks. 

01: Inputs:   

02: (i) Set: Bsys, PM, PP, PF, µ, SP, SF, np, UP, UF, M, Q, L, , tc, β, 
tG , rG , FL , 

cFCM ,            

    
ncFCM , 

max,tP , mind , 
min,trad ,

max,trad ,
min,terd ,

max,terd , )( terf d ,
verd , n, 

    ],[ max,min, tratratra ddd  , ],[ max,min, terterter ddd  ,
traymax,

,
terymax,

, sethr , [0, 4.4], 

    
trathr , = [

min,,trathr ,
max,,trathr ], 

terthr , = [
min,,terthr ,

max,,terthr ],    

     max,,min,,, , trathrtrathrtrathr   ,  max,,min,,, , terthrterthrterthr   , ],[ max,min, tratratra  ,     

    ],[ max,min, terterter  ,  trathrsethrtrathrtrathrO ,,,, ,,  ,  terthrsethrterthrterthrO ,,,, ,,    

03: (ii) Initialize: t{TABS, T\TABS} = {1,…,Q}                    

04: (iii) Estimate:   ititititititit ,,,,,, ,,SS,LS,PL:,  , 
cFCU ,

ncFCU   

05: Estimate:    3

min tratratratra dddd   ;      3

min

)(1.0
10 ter

d

terterter dddd terf



                       

06: // Minimum distance enforcement   

07: Estimate:   31

,max,min

*

, trathrtratratrathr ydd                          // interference constraint 

08: 
     31

,max,

10

min

*

,

*

10 terthrter

d

terterthr ydd terf 


  

09:    31

max,min

*

, 12 ,  sethr

tratrasethr ydd


                       // spectral efficiency constraint 

10: 
      31

max,

1.0

min

*

, 1210 ,
*


 sethrterf

ter

d

tersethr ydd


                                                                                       

11:    31

max,min

*

, 12 , 
wr

tratrathr

tratratrathrtra ydd


                 // link capacity constraint 

12: 
      31

max,

1.0

min

*

, 1210 ,
*


 wr

terterthrterf

ter

d

terterthrter ydd


                                                                                       

13: Find:
tra  using *

trad  for
trathrO ,

, 
ter  using *

terd  for
terthrO ,

, traterbuil     

14: Estimate: (i)  
 


Q

t

M

i

ititMCit
1 1

,,                    // resource reuse strategy 2 

15:   (ii)  sethrcFCcFCcFC MU ,   

16:   (iii)       FFcFC

Q

t

M

i

ititFC SUit
ncFC

  
 

:11
1 1

,,          for L = 1   

17:                                 







  

 

Q

t

M

i

FFcFCitit

ncFC

SUL
1 1

,, :11    for L > 1 

18:   (iv) FCMCSYS   , QMSYSSE .    

19:   (v) 















 



ncFCncFC U

x

xncFC

U

x

xJ XUXF
1

2

2

1

 

(continued) 
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(continued) 

20: Outputs:  

21: Plot:  tratra d versus
trad ,  terter d versus

terd , *

trad  versus
trathrO ,

 , and *

terd versus

terthrO ,
    

22: Display: L, SYS , SE ,
FC , JF   

 

SYS  of 135 Mbps and 257.13 Mbps can be achieved for the number of reused RBs 

cFCM  of 5 and 10 respectively using (4.14)-(4.17). Hence, the reuse of an RB per 

cFCBS can improve the system capacity by more than 2.6 (e.g.,

  64.210716.9133.257  for the number of reused RBs = 10) times. Note that an 

increase in the number of RBs allocated to non-FCBSs results also in an improved 

aggregate capacity of all non-cFCBSs. However, the overall FC network capacity 

performance degrades significantly because of scheduling RBs only once in non-

cFCBSs as opposed to reusing them in all cFCBSs in a building. 

 

Remark 4.4: Irrespective of the number of reused RBs per cFCBS, NORRA 

outperforms ORRA scheme by manifold. The outperformance factor depends on the 

type and value of constraint and the number of reused RBs allocated per cFCBS, which 

directly affect a minimum distance to enforce between cFCBSs and hence the number 

of cFCBSs.  

    

Though an increase in the number of reused RBs per cFCBS causes to increase 

the overall FC network capacity significantly, it degrades the fairness performance of 

non-cFCBSs accordingly since non-cFCBSs then need to compete relatively more with 

a reduced number of RBs allocated for them. Hence, there should be a trade-off in RB 

allocation between the overall fairness of non-cFCBSs and capacity gain from reusing 

RBs in cFCBSs. Since a link capacity requirement varies with time and the number of 

FCBSs per building, the number of reused RBs can be made adaptive with the number 

of non-cFCBSs, e.g. the more the number of non-cFCBSs in a building, the less the 

number of reused RBs per cFCBS would be considered such that reasonable overall FC 
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network capacity and fairness of non-cFCBSs in RB allocation can be achieved. Since 

we consider the maximum number of RBs that can be allocated to FCBSs is 25 which 

is much less than the maximum number of FCBSs in the building, i.e. 250, and allow 

the system to run for one APP to show the capacity and fairness performances, the value 

of fairness factor using (4.18) is relatively low, e.g. 0.103, 0.087, and 0.062 respectively 

for the number of reused RBs equals to 0, 5, and 10. With an increase in system 

bandwidth, e.g. 20 MHz or 100 RBs, and running the system for a long enough time, 

the value of fairness factor can be improved, however the capacity and fairness 

performances’ trend would not be affected with such changes.   

 

Remark 4.5: Reusing the whole system bandwidth in each cFCBS is not practically 

feasible since a cFCBS is always located within its RoE such that any RBs allocated to 

a non-cFCBS within the RoE of a cFCBS causes to create co-channel interference with 

that cFCBS. 

 

C. Resource reuse gain for 1L  

 

The proposed model for a single 3D multi-floor building deployed in the 

coverage of a MC in Figure 4.12 can be applied to cover an extended multi-tier network 

consisting a large number of multi-floor buildings, i.e. L > 1, deployed ultra-densely 

over a MC coverage in urban environments. By knowing any urban profile and ensuring 

that co-channel interference from neighboring buildings is insignificant, the proposed 

model can be applied in each building by adapting the type and value of constraint and 

the number of reused RBs per cFCBS to reuse resources in an ultra-dense FC network 

in order to achieve high capacity and spectral efficiency requirements of 5G networks. 

A rough estimation with an example scenario, to find an upper bound on the number of 

buildings, i.e. the value of L, that can be deployed to reuse the same system bandwidth 

over a large MC coverage, and hence to estimate the capacity and spectral efficiency of 

the extended multi-tier network, is given in the following.  
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The multi-tier network in Figure 4.12 for a single building is extended in Figure 

4.16 for an ultra-dense deployment of FCBSs and reusing resources in them by 

employing the proposed model. Since the whole system bandwidth is reused in each  
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Figure 4.16: Extended multi-tier network architecture for an ultra-dense deployment 

of FCBSs over a large MC coverage for L  > 1. 

 

building, the upper bound of the number of buildings L in which the same system 

bandwidth can be reused over the MC coverage can be found roughly for a given   as 

follows.    

MAMFMPPM AALASA                                               

MIOGMFMPPM AALASA )(    

IOGFPP LS  1  
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)1(1 IOGPPF SL                                                                      (4.20)  

where MFF AA , MPP AA ,
MOO AA , MII AA ,

MGG AA ,
IOGA   .

2)233( RAM  is the area of a regular hexagonal MC, and R is the radius of the MC.

FFF wlA   is the area of a building. Fl and 
Fw are respectively the length and width of 

a building. 2

PP RA   is the area, and RP is the radius of a circular PC.
OA is the area in 

a MC which is considered to be used for other purposes such as roads, parks, and 

playgrounds. IA is the area of a MC which is considered to be left as free space between 

the external boundaries of two adjacent buildings. 6
2

GG RA   is the minimum 

separation area from the MCBS for no existence of any SCs.  Hence, (4.15) for the total 

capacity of FC networks over a MC coverage for any   is modified as follows  

                   







  

 

Q

t

M

i

cFCititFC

ncFC

L
1 1

,, 11                                 (4.21) 

The total capacity of the multi-tier network over M RBs for Q TTIs over a MC 

coverage can be found by (4.17). Following [124], the average spectral efficiency over 

the whole system bandwidth for Q numbers of TTIs can be expressed as  

QMSYSSE .                                                                                              (4.22) 

In (4.22), the values of M and Q are in hertz and TTI respectively since SYS  is 

estimated per TTI basis. To clarify the applicability of the proposed model through 

(4.20)-(4.22) for an ultra-dense HetNet, we consider the 3GPP case 3 as an example 

scenario, for which the inter-site distance = 1732 m [37, 88]. Note that a regular 

hexagon has the same length of its each side, which is equal to its radius such that

RRRR 3ISD  , and m3.57731732 R . So, 2)233( RAM 

  22
m7.8665153.5776.2  . Assume that the radius of a circular PC is 40 m such that 

the area of a PC,   22
m502440 PA . However, the area of a 

2m5050 square-

grid based building, 2m49007070 FA (see Figure 4.1). For a minimum 

separation of 75 m from MCBS, the area of this space,   675
2

GA
2m8.2944 . 

Assume that 2 PCs are deployed within the coverage of MC, and L buildings are 

deployed contiguously with MI AA 05.0 . Assume that MO AA 1.0 . Then
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005654.0F , 00579.0P , 1.0O , 05.0I , and 00339.0G . Hence, roughly 

the maximum number of 3D buildings that can be deployed with no overlapping with 

other objects and SCs within the MC coverage can be found by (4.20) 

  147)05.01.000339.001158.01(005654.01 L   

For simplicity, considering the similar propagation characteristics and FCBS 

locations in all L buildings, the total capacity that can be achieved for 5 and 10 reused 

RBs per cFCBS per building using (4.17) are respectively 

Mbps19845Mbps135147 SYS  and Mbps36750Mbps250147 SYS . 

The average system level spectral efficiency using (4.22) are 

  bps/Hz12.496MHz5TTI8Mbps19845   and 

  bps/Hz75.918MHz5TTI8Mbps36750   respectively, which are 5.163012.496   

and 6.303075.918   times respectively that of 4G LTE-Advanced systems, i.e. 30 

bps/Hz, [125] and greater than the expected spectral efficiency, i.e. 10 times that of 4G 

networks [34, 95], to be achieved for 5G networks.  

 

Remark 4.6: Although we consider performing a rough estimation under a simplistic 

scenario, it gives us an understanding that the expected spectral efficiency requirement 

of 5G networks can be achieved by employing the proposed model to an ultra-dense 

deployment of FCBSs in 3D multi-floor buildings.     

  

4.6 Technical and business perspectives  

 

A number of technical and business values from network operators’ viewpoint 

to implement the proposed model are pointed out in the following.  

 

 Viability: Typical interference avoidance and resource reuse analysis per FC 

basis, and FC clustering with an amorphous and a variable size of 2D FC 

clusters are not practical enough, particularly in urban environments, where the 

existence of a vast number of multi-floor buildings is an obvious scenario. 
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Hence, performance evaluations with a realistic indoor scenario, e.g. dense and 

clustered FC deployment within a 3D structure are required so that a FU of 

FCBS, e.g. cFCBS, can be scheduled with a large bandwidth for data 

transmission to boost the network capacity significantly.  

 Complexity: Based on a minimum distance and hence location of cFCBSs within 

a building, clustering of FCBSs can be performed without any further 

computational effort. Moreover, in strategy 2, there is no need for FC clustering 

to allocate RBs orthogonally to non-cFCBSs which further reduces 

computational complexity.  

 Scalability: The LTE-Advanced network has been deployed and evolved toward 

reaching a high capacity of 5G networks. Because of independence of the 

density of FCBSs in a building, the proposed model is highly scalable. Hence, 

a gradual migration from regular HetNets of the existing 4G LTE-Advanced 

network to an ultra-dense 5G HetNets can be easily performed.   

 Flexibility: The proposed model addresses the problem of dense HetNets in a 

realistic in-building urban scenario, and hence can be applied without any prior 

modifications on it to adapt with any real urban environments. Any urban maps 

with specific detail of buildings in terms of, e.g. density and height, along with 

statistics of FCBSs in each building is sufficient for implementation of the 

proposed model that results in reducing efforts from planning FC networks in 

urban environments and saving associated costs. 

 Accessibility: By employing the proposed model, SON enablement feature of 

FCBSs can be avoided since both time and frequency resources are allocated to 

all non-FCBSs orthogonally using eICIC within a cluster in resource reuse 

strategy 1 and the whole building itself in strategy 2. Hence, an additional cost 

from SON feature to avoid co-channel interference among FCBSs can be 

avoided.  

 Readiness: Since eICIC techniques have been in operation in existing networks, 

no additional implementation complexity from eICIC will raise. Only 

implementation of schedulers for a large coverage and necessary backhauls are 

to be needed in place. Hence, operators can easily implement the proposed 
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model using existing techniques without any significant investments on current 

networks.    

 

4.7 Summary  

 

In this chapter, we propose a tractable analytical model for characterizing co-

channel interference and enforcing a minimum distance between FCs to reuse resources 

in FCBSs deployed in a 3D multi-floor building. A multi-tier network comprising a 

MC, a number of PCs, and a 3D building which consists of a number of floors where 

each floor is modelled as a group of square-grid based apartments, and each apartment 

is installed with a FCBS is considered. Intra-floor interference using planar-Wyner 

model and inter-floor interference using linear-Wyner model [107] are modelled for 

modeling interference and enforcing a minimum distance between FCBSs in a 3D 

building for a number of optimization constraints, namely interference, spectral 

efficiency, and link capacity both intra-and inter-floor levels. Note that each of these 

constraints is a function of one another. Hence, performance results using one approach 

are still valid for another constraint. However, analysis using each constraint 

individually gives us a direct insight on the effect of a constraint on any performance 

measures. 

Using the proposed model, resources are reused to certain FCBSs such that 

resource allocations remain no longer orthogonal, which we term it as NORRA scheme. 

However, in ORRA scheme, the whole system bandwidth of the MC is reused once 

among all the FCBSs in the building. The ABS based eICIC techniques are considered 

to avoid co-channel interference between MC-plus-PC tier and FC tier and schedule 

resources orthogonally. We develop two strategies to reuse RBs in cFCBSs, where in 

strategy 1, clusters of FCBSs are formed based on the RoEs of cFCBSs for reusing the 

whole system bandwidth in each cluster. In strategy 2, a fraction of RBs of system 

bandwidth kept reserved for reusing in each cFCBS, and the remaining RBs of system 

bandwidth are allocated to all non-cFCBSs of the building using FD eICIC technique. 

An algorithm for the proposed model including resource reuse strategy 2 is developed 

for both single and multiple 3D multi-floor building scenarios. 
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A comprehensive numerical analysis is carried out on enforcing a minimum 

distance between cFCBSs, and the capacity outperformance of NORRA scheme over 

ORRA in FC network by employing strategy 2 for capacity constraint is shown. The 

numerical analysis for enforcing a minimum distance reveals that, for a multi-floor 

building, the reuse of resources is not uniform which is the least for floors about the 

mid-floor of the building and increases to its maximum value for floors about the 

extreme floors, i.e. the ground or the top most floor. This can be reasoned by the fact 

that about the extreme floors, single-sided cFCBSs are more likely to be present than 

double-sided cFCBSs, which allow more reuse of resources in cFCBSs on floors about 

the extreme floors. Hence, floor penetration losses play a significant role on inter-floor 

interference effect at sFU to constrain the reuse of resources in cFCBSs. Further, 

resource reuse depends on the cFCBSs’ floor location within a building.  

The application of the proposed model from a single to multiple number of 3D 

multi-floor buildings deployed over a large MC coverage to address an ultra-dense 

deployment of FCBSs for 5G networks is discussed. With a rough estimation under an 

example scenario, it is shown that the prospective desired spectral efficiency of 5G 

networks can achieved with the proposed model. Finally, several technical and business 

perspectives of the proposed model, including viability, complexity, scalability, 

flexibility, accessibility, and readiness are pointed out. In addition to CSG FCBSs 

which are typically deployed by end users, operators can be benefitted the most by 

applying the proposed model to open or hybrid access FCBSs in order to enhance 

indoor user capacity.  



 

 

CHAPTER 5 

MULTI-BAND ENABLED SMALL CELL AND UE 

ARCHITECTURE FOR SPLITTING UP-/DOWN-LINK 

AND CONTROL-/USER-PLANE 

 

In this chapter, a multi-band enabled FCBS and UE architecture is proposed in 

a multi-tier network for splitting the UL/DL as well as the C-/U-plane for 5G mobile 

networks. For multiple bands, co-channel microwave and different frequency 60 GHz 

mmWave bands for FCBSs with respect to the microwave band used by their over-laid 

MCBS are considered. The co-existence of co-channel microwave and different 

frequency mmWave bands on the same FCBS and UE is first studied to show their 

performance disparities in terms of system capacity and spectral efficiency in order to 

provide incentives for employing multiple bands at the same FCBS and UE and identify 

a suitable band for routing decoupled UL/DL or C-/U-plane traffic. A number of 

disruptive architectural design alternatives for 5G mobile networks, including a 

complete UL/DL splitting as well as a combined UL/DL and C-/U-plane splitting 

architectures are presented. The outperformances of the proposed architecture as 

compared to existing split architectures are shown.  

 

5.1 Introduction  

 

Rethinking traditional networking approaches whether or not to be applied for 

future mobile networks, i.e. 5G mobile networks, is caused by a number of facts, 

including (i) a high end-user data rate demand for a continual growing number of 

mobile users; (ii) asymmetric traffic volume in the UL/DL such that the traffic ratio of 

the UL to the DL vary considerably because of diversity in application usage by users, 

e.g. from 1:3 to 1:9 [126], an average of 1:6 [127], and globally 1:3.29 [128]. According 

to [129], the ratio of the UL to the DL traffic was around 1:6 in 2010, and was predicted 
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to rise up to 1:10 over the next five years as video traffic grows;  (iii) different traffic 

characteristics of the C-/U-plane such that the backhaul traffic consists of a number of 

traffic, most of which are user generated data traffic in addition to C-plane overhead 

backhaul traffic from S1 signaling (14%), handover traffic (4%) on X2 backhaul 

between cells, and other management and synchronization traffic from wireless traffic 

[60]; (iv) diversity in transmit power of dense heterogeneous BSs; and (v) high traffic 

differentiation with certain flows being provided with dedicated resources for ensuring 

quality-of-service. Conventional mobile network standards require the UL/DL 

associated with the same BS. However, such an approach raises a number of issues, 

including (i) a huge gap in transmit power between UE and BS, (ii) diverse channel 

responses of the DL and the UL, (iii) different BSs for the strongest signals in the 

UL/DL for a UE, and (iv) near-and-far distance effect causing a UE’s transmit power 

to be distance dependent [130]. Hence, a splitting of the UL/DL has been proposed in 

the literature [130] such that different BSs can serve the UL/DL separately.   

Splitting of the UL/DL can benefit from a number of issues such as (i) splitting 

can allow new device-centric network design for 5G [3]; (ii) the UL/DL transmit 

powers’ disparity can be made scalable with SCBS density; (iii) association of the 

UL/DL can be made based on different parameters, e.g. received power for the DL and 

path loss for the UL [131]; and (iv) an optimal UL/DL association can be performed. 

Further, C-plane traffic is bursty and discontinuous and typically more active during 

establishing connections. However, U-plane traffic is typically continuous [26-27]. To 

address these issues, authors in [4] proposed splitting of the C-/U-plane such that C-

plane is to operate on low microwave and U-plane on high mmWave frequencies. Since 

splitting of the UL/DL is seen as one of the major changes in 5G [28], dual connectivity 

feature of a UE to communicate with two nodes operating at different frequencies has 

been proposed in [29]. Hence, an additional spectrum is expected to lead the co-

existence of frequencies with diverse propagation characteristics within the same 

system to address the demand for high data rate services [3]. So far, existing literatures 

addressed splitting of the UL/DL or the C-/U-plane using two separate BSs operating 

at different frequencies.  

However, rather than considering separate BSs operating at different bands for 

splitting the UL/DL or the C-/U-plane, also termed as different BSs based split 
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architecture (DBSA), splitting via the same BS, e.g. FCBS, enabled with multi-band, 

also termed as single BS based split architecture (SBSA), benefits from a number of 

such issues as follows: 

 

 By decoupling the UL/DL or the C-/U-plane with a single FCBS on different 

frequency bands, there is no need for exchanging coordination control signaling 

[131] between BSs as opposed to the case when splitting via different BSs.  

 Since C-plane signaling is performed at the same FCBS, there is no need for an 

additional X3 interface between any FCBSs and the MCBS as proposed in [4]. 

 By serving the C-/U-plane completely by different transceivers at the same 

FCBS, flexibility in switching power of U-plane transceiver between on and off 

states can be obtained because of no C-plane signaling for coordination between 

the MCBS and FCBSs is needed for initiating such activities as U-plane cell 

discovery, wake up, and sleep mode mechanisms as in the case of DBSA [7]. 

Since C-plane and U-plane transceivers are co-located at the same FCBS,  based 

on a UE connection request in the UL, the C-plane transceiver can promptly 

inform the U-plane transceiver to change states from power off to power on, 

which greatly simplifies network management, reduces network wide response 

delay and overhead, and improves network wide energy efficiency.  

 A UE association to any U-plane FCBSs can be performed in a simple way by 

the UE itself following the conventional cell association procedure, which is 

based on the reference signal received power strength, without taking any 

assistance from the MCBS. This can help avoid complex cell discovery 

mechanism for selection of an optimal U-plane cell for the UE as in the case of 

DBSA since the MCBS does not have any prior knowledge of sleeping U-plane 

BSs around the UE as in the case of serving the C-/U-plane via different BSs 

[7].  

 Since both U-plane and C-plane are co-located at the same FCBS, prospective 

C-RAN feature can be adopted easily into multi-band enabled FCBS in SBSA 

because of no coordination is needed between the MCBS and the centralized 

baseband processing unit pools, which are connected to each other via common 
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public radio interface. The MCBS manages mobility and assists UEs for cell 

discovery via baseband processing unit pools [132].    

 

Further, as in the case of splitting via different BSs in DBSA, the UL/DL can 

be scheduled at the same FCBS on different radio access technologies such as 3G 

wideband code division multiple access and LTE where one radio access technology, 

e.g. wideband code division multiple access, may operate on co-channel microwave 

band, and LTE may operate on mmWave band [131]. Furthermore, decentralized C-

plane processing can release MCBS to process an enormous C-plane signaling overhead 

as proposed in [4] from an ultra-dense SC and improve scalability such that more 

FCBSs with traffic demand can be easily added. Though the co-existence of co-channel 

microwave and different frequency mmWave bands at the same FCBS has manifold 

benefits as aforementioned, in our best knowledge, no existing literature has addressed 

the issue of the UL/DL splitting and/or the C-/U-plane splitting with multi-band 

deployed at the same FCBS in SBSA for routing such decoupled traffic for 5G 

networks.    

In this chapter, we address this issue by proposing a multi-band, i.e. co-channel 

microwave and different frequency mmWave bands, enabled FCBS and UE 

architecture for the UL/DL and the C-/U-plane splitting for 5G networks. A group of 

FCBSs, also termed as FC cluster, are deployed in a 3D multi-storage building. Each 

FCBS is deployed with two transceivers operating at these bands having a diverse 

propagation characteristic. The FD scheduler for allocating RBs of both bands is 

implemented at a cluster head, which can be any FCBS within the building. All FCBSs 

within the building communicate with CH via X2 interfaces. We first show the 

performances of microwave and mmWave bands enabled FCBSs under the same 

scenario to provide incentives on co-existing multiple bands at the same FCBS and UE 

and understand how and underpin why the decoupled UL/DL and the C-/U-plane traffic 

is to be routed on which of these two bands. Based on system level performances of 

both bands, we then propose a generic multi-band enabled FCBS and UE architecture 

for SBSA and develop a number of disruptive SBSA architectural design alternatives, 

including a complete UL/DL and C-/U-plane splitting as well as a combined UL/DL 

and C-/U-plane splitting for 5G networks. Performance evaluations of SBSA are carried 
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out, and the outperformances of a number of proposed SBSAs in comparison with 

DBSA in terms of system level capacity, average spectral efficiency, energy efficiency, 

and C-plane overhead backhaul traffic capacity are shown. Finally, we point out a 

number of business and technical perspectives and key research issues of SBSA to 

underpin its implementation.  

The chapter is organized as follows. The system model of a multi-tier network 

is described in section 5.2 where we present system architecture, co-channel 

interference management, and multi-band resource scheduling algorithm for SBSA. In 

section 5.3, simulation scenarios, parameters, and results on performances of 

microwave and mmWave bands are described to give incentives for employing SBSA. 

A multi-band enabled FCBS and UE architecture for SBSA is proposed, and its 

connection establishment procedure, scheduler implementation, and traffic transport 

mechanism are discussed in section 5.4. In section 5.5, a number of SBSAs for the C-

/U-plane and the UL/DL splitting are presented. Performance evaluations of SBSA are 

carried out in comparison with DBSA in section 5.6 in terms of system level capacity, 

average spectral efficiency, energy efficiency, and C-plane overhead backhaul traffic 

capacity. The business and technical perspectives of SBSA are discussed in section 5.7, 

and a number of open research issues regarding SBSA are pointed out in section 5.8. 

Finally, we summarize the chapter in section 5.9.     

 

5.2 System model       

 

5.2.1 System architecture and interference management   

 

System architecture of a multi-tier network is illustrated in Figure 5.1. We 

consider a single MC of a corner excited 3-sectored MC site and a number of SCs of 

various categories, including outdoor PCs and indoor FCs in an urban environment. All 

FCs are deployed in a 3D multi-storage building modelled as 3GPP dual strip FC model. 

A certain percentage of the total MUs are considered inside the building. All indoor 

MUs are served by the MC. In addition, a certain percentage of outdoor MUs are 

offloaded to nearby PCBSs. An apartment in the building with yellow color represents 
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that a FCBS is deployed in it, and the one with ash color represents the absence of a 

FCBS in it. The architecture is used for both co-channel microwave and different 

frequency mmWave deployed FCBSs.    
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FU
FCBS 

No FCBS is 
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A dual strip floor
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A 3D building 

with four floors 
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Indoor 

MU

FCBS 

Gateway

Backhaul 

Outdoor 

MU
MCBS coverage 

Offloaded 

MU

PCBS

PCBS coverage 

Backhaul 

 

Figure 5.1: System architecture of a multi-tier network. 

 

We consider interference management for co-channel deployed FCBSs by 

avoiding allocation of the same radio resources mainly time and frequency to UEs such 

that co-channel interference can be avoided. All indoor MUs and outdoor MUs are 

allocated orthogonally to RBs. The same system bandwidth is reused to all active FCs, 

and RB distribution among all indoor MUs is considered orthogonal. If a MU is within 

the building, TD ABS based eICIC is applied to avoid co-channel interference between 

indoor MUs and FUs as shown in Figure 5.2. ABSs are reserved for all MUs during 

which all FCBSs mute transmission of control and data information except 

synchronization and broadcast channels. However, indoor MUs are not served during 

non-ABSs by MCBS to avoid co-channel interference with FUs. For different 

frequency deployed FCBSs, we consider 60-GHz mmWave LOS band for all FCBSs 

and 2-GHz microwave band for MCBS and all PCBSs. MmWave RBs are also 
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allocated to FUs orthogonally both in TD and FD so that no co-tier interference 

management for FCBSs is needed. Since FCBSs are deployed at a different frequency 

from that of MCBS and PCBSs, there is no need for cross-tier interference management 

between MC-plus-PC tier and FC tier.  
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Only outdoor and offloaded MUs and all FUs can be scheduled
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Figure 5.2: ABS based TD eICIC for co-channel interference avoidance in microwave 

band. 

 

5.2.2 Problem formulation   

 

A. Network model 

 

Denote PM, PP, and PF as the transmit powers of a MC, a PC, and a FC 

respectively. Consider that there are M RBs in microwave bandwidth 1B and m RBs in 

mmWave bandwidth 2B  such that  21 , BBB , and N  MUs in the system. Let SP 

denote the number of PCs in the MC coverage. Consider that the number of offloaded 

MUs is uniformly distributed in the interval [1, UOFL]. Let 
q

PU  denote the number of 

MUs offloaded by the PC 
q

PS  such that  q

P

q

P UUq max,,0 , where 

}:{
1max,





   NUUNU
PS

q

q

POFL

q

P
. If all PCs have an equal number of offloaded MUs 

UP, i.e. P

q

P UUq  then the total number of offloaded MUs, UOFL = SP×UP.  However, 

in general, 
q

PU  is a random variable which varies from one PC to another, and the 

realization of 
q

PU  for a PC is mutually independent from the others. We consider UOFL 

= 4 in our simulation set up. If 
iM  denotes the ratio of the number of indoor MUs, then 
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the total number of indoor MUs is NU iMMI   , outdoor MUs is UMO = N-UOFL-UMI, 

and MUs served by the MC is UM = UMO+UMI.   

Let NM denote the set of indices of all MUs such that NM  = {1, 2, 3, …, N}. 

Denote NMO, NP, and NMI respectively the set of indices of all outdoor MUs, offloaded 

MUs, and indoor MUs. Note that NM is partitioned randomly into three disjoint subsets 

NMO, NP, and NMI. Let SF denote the number of active FCs in the building. Consider 

that the number of FUs is uniformly distributed in the interval [1, UF] where UF =10 in 

our simulation set up. Also let w

FU  denote the number of FUs served by the FC w

FS

such that  w

F

w

F UUw max,,0 , where }:{
1max,





   NUUNU
FS

w

w

FF

w

F
. If all FCs have an 

equal number of FUs, 
FCU  i.e. 

FC

w

F UUw   then the total number of FUs in the building, 

UF = SF×UFC. However, in general, w

FU  is a random variable which varies from one 

FCBS to another, and the realization of w

FU for a FCBS is mutually independent from 

the others. Let NF denote the set of all FU indices such that NF = {1, 2, 3, …, UF}. The 

realization of MUs served by MC and PCs are not mutually independent since MUs 

served by PCs are MUs offloaded from MC, and the schedulers have a complete 

knowledge when a MU is offloaded. However, an offloaded MU to any PC is equally 

likely in a realization. Note that a realization is defined as a simulation run time.  

The FC building and PCs are located randomly and uniformly within MC’s area. 

All outdoor MUs, offloaded MUs, and FUs are distributed randomly and uniformly 

within their respective BSs’ coverage areas. Let T denote simulation run time with the 

maximum time of Q (in time step each lasting 1 ms) such that T = {1, 2, 3, …, Q}. Let 

TABS denote the number of ABSs in every ABS pattern period of 8 subframes for our 

simulation set up, such that TABST and TABS = {t: t = 8v+nA; v = 0, 1, 2, …, Q/8; nA 

= 1, …, TABS} where TABS = 1, 2, …, 8 corresponds to ABS patterns  = 1/8, 2/8, …, 

8/8 respectively. Let ABSt and ABSnont  denote respectively an ABS and a non-ABS such 

that ABSt TABS and ABSnont T\TABS. 

 

B. System capacity and spectral efficiency 
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Let
MUd , PCd , and BLd  denote respectively the distances of any MU, PC, and 

FC building from the MCBS, and FCd denotes the distance between a FCBS and a FU. 

The distances of all UEs of each category in a realization are generated following the 

respective distribution functions as mentioned earlier. The path loss is calculated using 

the path loss formulas given in Table B.1 in Appendix B. For co-channel microwave 

enabled only FCBSs, since the whole system bandwidth is reused in FCBSs, and during 

an ABS, no FCBS can transmit data signal, the aggregate capacity of all FCBSs for any

  (following (C.5) in Appendix C)  can be expressed as 

      
 


Q

t

M

i

itit

FC

cc

FC

cc

1 1

,,1                                                                    (5.1)  

Hence, the total system capacity over M RBs for Q TTIs can be expressed as the sum 

throughput of all UEs as follows  

   
 


Q

t

M

i

itit

sys

cc

1 1

,,                                                                                  (5.2) 

where  and  are responses over M RBs of only indoor MUs in tTABS,  all FUs in 

tT\TABS, and all outdoor MUs and offloaded MUs in tT.            

For different frequency mmWave enabled only FCBSs, since FCBSs operate at 

a different frequency from that of MCBS, 0 such that the aggregate capacity of all 

FCBSs is given by  

    
 


Q

t

m

i

itit

FC

df

FC

df

1 1

,,                                                                               (5.3) 

Hence, the total system capacity for Q TTIs can be expressed similarly as the sum 

throughput of all UEs as follows   

     FC

df

FC

df

Q

t

M

i

itit

sys

df   
 1 1

,,                                                               (5.4) 

where  and   are responses of all MUs over microwave spectrum of M RBs and all 

FUs over mmWave spectrum of m RBs for all TTIs.  

Following [93, 124], the average spectral efficiency over the whole system 

bandwidth for Q numbers of TTIs of co-channel microwave and different frequency 

mmWave enabled FCBSs can be expressed respectively as follows 
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    QMsys

cc

avg

cc .                                                                                        (5.5) 

    Qmsys

df

avg

df .                                                                                        (5.6) 

Using average throughput and by inverse mapping, the system level effective 

signal-to-interference-plus-noise ratio  dBeff  per RB per TTI of co-channel 

microwave only or different frequency mmWave only enabled FCBSs can be obtained. 

The inverse mapping function is represented by   

   dB22dB10for,12log10 10  effeff avg

 
                           (5.7) 

where   avg denotes respective average spectral efficiency of co-channel microwave 

only and different frequency mmWave only enabled FCBSs. The system level average 

spectral efficiency (bps/Hz) per RB per TTI of any scenario can be expressed as  

    dB22dB10for,101log 10

2  effeffsys eff

                         (5.8) 

 

C. Proportional fair scheduling  

 

The proportional fair scheduling algorithm is described in Appendix C. 

 

5.2.3 Multi-band resource scheduling algorithm 

 

We develop a multi-band resource scheduling algorithm for SBSA as shown in 

Algorithm 5.1 where proportional fair scheduler is employed for scheduling radio 

resources to all UEs. Default simulation input and variable definitions are given in 

Table B.1 and Table B.2 in Appendix B.  The algorithm works as follows. N is first 

disjointed into three groups to estimate UOFL, UMI, and UMO randomly. For co-channel 

microwave enabled FCBSs, co-channel interference avoidance scheme, UOFL, UMI, and 

UMO are then scheduled by separate FD proportional fair schedulers, one for all MUs 

and the other for all FUs. The same process repeats for all M RBs in each TTI and 

continues for all TTIs of the simulation run time. The aggregate throughput is then 

estimated and summed over all RBs and all TTIs of respective categories of MUs as  
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Algorithm 5.1: Multi-band resource scheduling algorithm for SBSA.  

01: Inputs:  (i) Set: PM, PP, PF, 
iM , SP, SF, N, UP, UF, M, m, Q,  , tc, β, 

tG , rG , FL ; 

                    (ii) Initialize: t{TABS, T\TABS} = {1,…,Q},  21 ,BBB , NM, NMO, NP,        

                          NMI, NF, BLd ,
PCd ,

MUd ,  ititit NFNPit ,,, ,,:, , 0MBS

mcwcc , 0MBS

mcwdf , 

                         0FBS

mcw , 0FBS

mmw , 0BS

cc , 0BS

df ;                          

                    (iii) Select: UOFL, UMI, UMO; 

                    (iv) Estimate:   ititititititit ,,,,,, ,,SS,LS,PL:,  ;    

02: for t = 1 to Q  

03:    if 1BB                 

04:       if 
ABStt                   

OFLMIMO UUUN : ; 0:FU ; NU S : ;    

05:       elseif ABSnontt        0:MIU ; OFLMO UUN : ; FS UNU : ;             

06:       end if      

07:       for i = 1 to M    Estimate throughput of the scheduled MU: xit ,,   xitxit ,,,,   

08:                                 Estimate throughput of the scheduled FU: xit ,,  xitxit ,,,,                             

09:                                 Update throughput of MUs:   MBS

mcwccxitxit

MBS

mcwccN   ,,,,
  

10                                  Update throughput of FCs:   FBS

mcwxitxit

FBS

mcwFU   ,,,,
     

11:       end for       

12:        Update aggregate throughput: BS

cc

FBS

mcwcc

MBS

mcwcc

BS

ccsU     

13:        Estimate system level throughput (Mbps):    63 1010180 BS

cc

sys

cc   

14:        Estimate spectral efficiency (bps/Hz):  eff

cc

sys

cc   using (5.5) and (5.7)-(5.8) 

15:    elseif 2BB         OFLMIMO UUUN : ; FS UNU : ; 

16:       for i = 1 to M    Estimate throughput of the scheduled MU: xit ,,  xitxit ,,,,                             

17:                                 Update throughput of MUs:   MBS

mcwdfxitxit

MBS

mcwdfN   ,,,,
  

18:       end for       

19:       for i = 1 to m     Estimate throughput of the scheduled FU: xit ,,  xitxit ,,,,   

20:                                 Update throughput of FCs:   FBS

mmwxitxit

FBS

mmwFU   ,,,,
     

21:       end for   

22:        Update aggregate throughput: BS

df

FBS

mmw

MBS

mcwdf

BS

dfsU    

23:        Estimate system level throughput (Mbps):   63 1010180 BS

df

sys

df   

24:        Estimate spectral efficiency (bps/Hz):  eff

df

sys

df   using (5.6)-(5.8) 

25:        Outputs:
sys

cc , sys

df ,  eff

cc

sys

cc  ,  eff

df

sys

df   ;  

26:    end if 

27: end for    
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well as all FUs over all reused M RBs for all non-ABSs.  

For different frequency mmWave enabled FCBSs, both FD schedulers for MUs 

and FUs can schedule over all RBs of their respective system bandwidths for all TTIs. 

The overall system level throughput and spectral efficiency are then estimated by 

adding the aggregate throughput of all MUs to the aggregate throughput of all FUs. 

Note that for co-channel microwave, the same ABS pattern for all UEs is repeated in 

every ABS pattern period T. The shadow fading and small scale fading effects of all 

UEs are estimated and updated in each TTI per realization. We do not show explicitly 

calculations of signal-to-interference-plus-noise ratio and throughput in the algorithm, 

instead which we have explained in the mathematical model.    

 

5.3 Simulation scenarios, parameters, assumptions and results  

 

We consider two simulation scenarios, including FCBSs operating at co-

channel microwave band and different frequency mmWave band. In the former case, 

all FCBSs operate at the same frequency as that of MCBS and PCBSs, and ABS based 

eICIC is used for co-channel operation of FCBSs. In the latter case, all FCBSs operate 

at mmWave band. Resources are allocated orthogonally both in time and frequency 

among all MUs on microwave band and all FUs on mmWave band. Default simulation 

parameters and assumptions used for system level simulation are listed in Table B.1 

and Table B.2 in Appendix B. Note that though the typical maximum system 

bandwidths available in microwave and 60 GHz mmWave bands are respectively 100 

MHz (for LTE-Advanced systems) and nearly 9 GHz starting at 57.24 GHz and ending 

at 65.88 GHz [135], we consider for performance evaluation only a fraction and an 

equal amount of 5 MHz as system bandwidth from both bands. However, since the 

capacity and spectral efficiency are directly proportional to the system bandwidth, the 

fundamental trends of performance metrics such as capacity and spectral efficiency 

with the change of an allocated system bandwidth will not be affected.   

Figure 5.3 shows the effect of the number of ABSs on achievable capacity from 

FC networks when FCBSs are operated on co-channel microwave band. It can be found 

that FC networks’ capacity decreases with an increase in the number of ABSs. This is  
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Figure 5.3: Effect of variation in the number of ABSs of TD eICIC on capacity of FC 

networks when all FCBSs operating on co-channel microwave band with FC density. 

 

because of the fact that FC networks’ capacity is inversely related to the number of 

ABSs as given by (5.1). Further, the capacity increases slightly with an increase in FC 

density irrespective of the number of ABSs due to multi-user diversity gain, i.e. the 

probability of better channel conditions for a given system bandwidth, particularly in 

microwave bands with non-LOS signal components, increases with an increase in the 

number of FUs and hence FCs. Since the best capacity performance of FC networks is 

achieved for ABS = 1 when all FCBSs operate on CC microwave band, we consider 

ABS = 1 as the default case for comparing the performances of co-channel microwave 

band with that of different frequency mmWave band in what follows.   

As shown in Figure 5.4 and Figure 5.5, with mmWave deployed FCBSs, 

capacity and spectral efficiency performances improve by manifold as compared to the 

performances achieved by co-channel microwave deployed FCBSs. This is because, in 

co-channel microwave deployed FCBSs, channels between FCBSs and FUs suffer from 

non-LOS components originated by, e.g. reflection and scattering effects of 

intermediate objects and walls. In addition, FCBSs are not allowed to transmit during 
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ABSs for co-channel interference avoidance because of reusing the same microwave 

frequency in FCBSs. However, when operating on mmWave band, because of the 

presence of LOS components, channel conditions between FCBSs and FUs are far 

better than that when operating on co-channel microwave band, which in turn improves 

capacity performance. Further, from Figure 5.4, overall system capacity is mostly 

contributed by FUs as compared to other MUs. By operating both bands 

simultaneously, capacity performance can be improved further. Note that the number 

of RBs of system bandwidth is fixed and is allocated to FCBSs by proportional fair 

scheduler, which simply takes into account of channel conditions for the given past RB 

allocation statistics of each FCBS at any RB in any TTI.  

 

 

Figure 5.4: Capacity responses of different frequency mmWave and co-channel 

microwave enabled FCBSs with FC density. 

 

The system level spectral efficiency response (Figure 5.5) follows the same as 

system capacity. With mmWave, system level spectral efficiency per FCBS - FU link 

can be improved by manifolds, e.g. about 3 times (Figure 5.5) as compared to what can 

be achieved by co-channel microwave. Since the channel conditions of FCBSs in indoor 

environments do not vary considerably, irrespective of the number of FCBSs, overall 

capacity and spectral efficiency for a given system bandwidth remains almost the same 
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(Figure 5.4 and Figure 5.5). However from Figure 5.6, it can be found that as system 

bandwidth increases, capacity of FC networks and the system as a whole also improve, 

which is an obvious case since an achievable capacity is directly proportional to the 

available system bandwidth. A noticeable difference in responses of different frequency 

mmWave and co-channel microwave is that an increase in system bandwidth by the 

same amount of respective band, mmWave improves capacity by almost four times as 

that of co-channel microwave due to its better channel conditions, i.e. signal-to-

interference-plus-noise ratio responses as shown in Figure 5.4 such that more bits can 

be transmitted or received per hertz (Hz) on the mmWave band than that on the 

 

 

Figure 5.5: Spectral efficiency responses of different frequency mmWave and co-

channel microwave enabled FCBSs with FC density. 

 

microwave band. Overall, the frequency band on which FCBSs operate has a significant 

impact on overall system level capacity and spectral efficiency performances. This 

frequency band dependency of FCBSs can be explored such that depending on traffic 

demand and characteristic on the UL/DL and the C-/U-plane, an appropriate band either 

microwave, mmWave or both of multi-band enabled FCBSs can be operated adaptively 

to serve the generated traffic.   
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Figure 5.6: Capacity responses of different frequency mmWave and co-channel 

microwave enabled FCBSs with system bandwidth. 

 

5.4 Multi-band enabled FCBS and UE architecture for SBSA  

 

5.4.1 FCBS and UE architecture and connection establishment    

 

The proposed multi-band enabled FCBS architecture for SBSA is shown in 

Figure 5.7(a) where a FU is communicating with its associated CSG FCBS on co-

channel microwave for the UL and/or C-plane information and on different frequency 

mmWave for the DL and/or U-plane information by making dual connectivity with the 

same FCBS. Note that the architecture for cluster head is the same as in Figure 5.7(a) 

except that it additionally possesses medium access control layer scheduling 

functionalities for its own FUs as well as all FUs within the building. Based on traffic 

demand and characteristic served by a FCBS, FD scheduler at cluster head decides 

whether or not the traffic is to be served by either different frequency mmWave, co-

channel microwave or both bands taking into account of FCBS’s idle mode mechanism 

and notifies the corresponding FCBS by control signaling via X2 backhaul using its 

physical cell identity. The idle mode capability of a FCBS can help mute transmission 

on either one or both bands depending on traffic availability, characteristic, and 



 

 

176 

demand. Further, a FCBS can inform its served FU to mute its corresponding 

transceiver, which we discuss in the following. Hence, both system level energy 

efficiency and active-mode time of UE’s battery can be increased. The architecture in 

Figure 5.7(a) is generic, and a number of variations of it can be obtained depending on 

how the UL/DL and the C-/U-plane traffic are configured for routing through mmWave 

and microwave bands, which we discuss with examples in section 5.5.        

For UE architecture, since the propagation characteristic on mmWave bands 

differs considerably from microwave bands, we propose to use a separate transceiver 

with a separate baseband unit for each band of multi-band enabled UE architecture as 

shown in Figure 5.7(b). Modes operated on the microwave band, e.g. 3G and 4G, can 

use the microwave transceiver, whereas modes operated on the mmWave band, e.g. 

60GHz, can use the mmWave transceiver [136]. An application processor can co-

operate with baseband unit of each band. Considering separate transceivers for 

mmWave and microwave bands necessitates more space and associated cost for a UE 

design. However, since propagation characteristics on these bands are diverse, and 

majority of the current 4G smartphones particularly in the united states of America are 

dual stand-by design based (i.e., operating two modes on two transceivers 

simultaneously) [136], multiple transceivers for coexistence of microwave and 

mmWave bands at a UE are expected to be promising to address expected requirements 

of 5G mobile networks.     

It is to be noted that since a FU has to be able to operate on both bands when it 

is within the coverage and only microwave band when out of coverage of its associated 

CSG FCBS, this will result in additional complexities and associated costs in UE 

hardware design. Further, if FCBSs are operated on licensed mmWave bands, an 

additional cost from licensing mmWave bands is needed. However, because of scarcity 

of available spectrums in microwave bands and a growing demand of high data rate 

applications leave least options but operating on high frequency mmWave bands. 

Further, a significant improvement in system capacity and spectral efficiency can be 

achieved as shown in Figure 5.4 and Figure 5.5 which will compensate these excess 

costs and complexities. 
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(b) 

Figure 5.7: Proposed generic multi-band multi-transceiver enabled (a) FCBS and (b) 

UE architectures for the UL/DL splitting and the C-/U-plane splitting with dual 

connectivity at the same FCBS in SBSA. 

 

An example connection establishment procedure of multi-band enabled FCBSs 

for LTE-Advanced systems is shown in Figure 5.8 which works as follows. A  FU sends  
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CHFCBSUE Core network

Data transfer starts 

for FCBS-FU link 

MAC MAC

MAC MAC
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Random access preamble 

Random access response 
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RRCRRC
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RRC connection setup complete for FCBS-to-FU   

Contention resolution  MAC MAC

FCBS preparation request 

FCBS preparation confirm 

CH: Cluster Head                 MAC: Medium Access Control 
 

Figure 5.8: An illustration of connection establishment of multi-band enabled FCBS 

for LTE-Advanced systems. 

 

a request for contention based random access procedure to obtain physical resources 

for the UL transmission, timing advancement, and cell radio network temporary 

identifier. The cluster head then replies with a positive response, and following so, FU 

initiates a radio resource control radio resource control request. The cluster head 

informs the associated sFCBS of the FU for its preparation. Once acknowledged by the 

FCBS, the cluster head sends FU a radio resource control connection setup request to 

set up connection with the FCBS. After configuring protocols as informed by the cluster 

head, FU then sends a radio resource control connection complete message to the 

cluster head, and data transfer then can take place between FCBS and FU.   

 

5.4.2 Scheduler implementation and traffic transport mechanism  
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To schedule radio resources of multiple bands, we propose a disjoint FD 

scheduler implementation for multi-band FCBSs described as follows. A FD scheduler 

is implemented at the cluster head for all FUs dis-jointly with the TD scheduler located 

at MCBS. TD scheduler allocates subframes to all UEs in the system. However, a 

separate FD scheduler for all MUs is implemented at MCBS. When operating on co-

channel microwave band, FUs can directly report their channel status and traffic 

demand through their CSG FCBSs to the cluster head, and TD scheduler updates the 

cluster head about ABS pattern per ABS pattern period.  To adapt ABS patterns, an 

indoor MU in the building during an ABS pattern period informs its existence within 

the building in the UL to TD scheduler. TD scheduler in turn informs the cluster head 

of ABS patterns to be applied for the next ABS pattern period via X2 backhauls to 

schedule RBs to FCBSs only during non-ABSs of the ABS pattern, which is sent during 

the current ABS pattern period. Whereas in case of no presence of an indoor MU over 

a current ABS pattern period, TD scheduler informs the cluster head to allocate RBs to 

FCBSs for all TTIs in the next ABS pattern period (Figure 5.9). For different frequency 

mmWave band, since MCBS and PCBSs operate on a different frequency from FCBSs, 

there is no need for coordination between MC-plus-PC tier and FC tier. The FD 

scheduler at the cluster head can directly allocate mmWave RBs to FCBSs without 

taking any concern of the FD scheduler at MCBS irrespective of the presence of any 

indoor MUs within the building.  

In general, for transporting traffic between a UE and an external packet data 

network, classifiers or filters, located at both PGW and UE, first classify traffic based 

on certain traffic criterion (e.g., data rate and delay). The classified traffic is then sent 

to FD scheduler at the cluster head to schedule them to either mmWave or microwave 

bands to send or receive traffic to/from FUs. For example in LTE-Advanced systems, 

classifiers may operate based on quality-of-service class identifier values such that 

guaranteed bit rate traffic class, e.g. conversational and non-conversational videos, real 

time gaming, can be allowed to serve by mmWave and non-guaranteed bit rate traffic 

class, e.g. transmission control protocol based world wide web and electronic-mail, by 

microwave as default bands. Further, delay in-tolerant traffic, e.g. IP multimedia 

subsystem signaling and a high maximum bit rate non-guaranteed bit rate traffic, e.g. 
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live video streaming, can be served by mmWave if allocation and retention priority can 

be satisfied.  
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Figure 5.9: UL/DL traffic transport mechanism of LTE-Advanced systems using 

multi-band enabled single FCBS. 

 

The UL/DL traffic transport mechanism of multi-band enabled FCBSs for LTE-

Advanced systems is shown in Figure 5.9. In the DL, after filtering IP traffic, packet 

filters at PGWs create respective dedicated bearers from PGWs through SGWs, located 

between the cluster head and PGW and not shown explicitly in Figure 5.9, to FD 

scheduler at the cluster head. The FD scheduler can then schedule RBs of respective 

bands to classified traffic and informs via X2 backhauls to all FCBSs in the building to 

transmit traffic to their associated FUs by creating radio bearers.  In the UL, filtering of 

generated IP traffic is performed at FUs, as opposed to PGW in the DL, and sent by 

creating radio bearers to respective FCBSs. All FCBSs then send the UL traffic via X2 

backhauls to the cluster head, which then sends these traffic by creating necessary 

dedicated bearers based on traffic criterion via S1 interface through SGW to PGW. At 
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PGWs, a reverse operation to what was performed at FUs is executed to send the UL 

traffic to respective packet data networks through their access point networks.  

 

5.5 UL/DL and C-/U-plane splitting architectures with multi-band 

enabled FCBS and UE  

 

Since there is no specific standard for 5G networks, and the fundamental 

decision for 5G considers heavily on how to combine and leverage investments on 

existing 4G LTE networks with capabilities provided by 5G [137] along with a 

continual effort on LTE evolution through a number of releases by 3GPP beyond 

release 10 towards 5G, we consider to demonstrate all the proposed splitting 

architectures in this section using LTE-Advanced systems as default scenario. 

However, the idea and implementation will not be affected with such consideration.  

 

5.5.1 Complete UL/DL splitting architecture  

 

A complete splitting of the UL/DL at the cluster head using multiple bands in 

SBSA for 5G mobile networks is shown in Figure 5.10. A similar architecture was 

proposed by [138] where the MCBS was considered as the anchor point at which the 

UL/DL flow splitting and reassembling take place. In contrast to that, we consider 

splitting and reassembling to be performed at a SCBS, i.e. the cluster head of a FC 

cluster, where multiple bands, i.e. microwave and mmWave bands, are dedicated 

completely for the UL/DL traffic as default scenario, and all FCBS traffic in FC cluster 

is routed directly to the core network. Since FCBSs are in a FC cluster within a building 

and very close in distance from the cluster head, the minimal delay requirement 

between the cluster head and FCBSs for sending access stratum for layer 1 (L1), layer 

2 and radio resource control signaling and non-access stratum for mobility and session 

management over X2 interface can be easily addressed.  
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Figure 5.10: A complete UL/DL splitting architecture with multi-band enabled FCBS 

and UE in SBSA. 

 

L1 functionality can be processed either at a FCBS or the cluster head depending 

on limitations of backhaul between the cluster head and a FCBS. If non-ideal backhauls 

such as digital subscriber line, copper cable are used, L1 functionally may be shifted to 

FCBSs to compensate delay. However, if ideal backhauls such as optical fiber are used, 

then L1 functionality can be processed at the cluster head for all FCBSs within a FC 

cluster. Further, since medium access control layer functionalities are considered to be 

performed by the cluster head only, this type of scheduling is termed as centralized 

scheduling mechanism where all FCBSs act as a simple transceiver except the cluster 

head with or without L1 functionality depending on backhaul characteristics between 

the cluster head and FCBSs.      

With a complete separation of the UL/DL using different bands, a number of 

benefits can be achieved as follows:  

 

 The capacity of the UL is independent of that of DL.  

 Because of operating at different bands, there is no interference between the 

UL/DL signals.  

 The UL or the DL transceiver can be switched on or off based on availability of 

traffic on either link such that network wide energy efficiency improves.   
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 High spectral utilization can be achieved since typically more traffic in the DL 

is served by mmWave band than that in the UL, which is served by microwave 

band.  

 The cluster head can directly communicate to the core network without taking 

much concern of MCBS except for ABS pattern updates for co-channel 

microwave band.  

 Since certain applications require guaranteed bit rate and are provided by 

establishing dedicated bearers, the establishment of dedicated bearers can be 

easily addressed by operating the UL/DL on different bands.   

 Predicted excessive asymmetric traffic consumption in 5G networks requires 

link specific resources such that high data rate traffic can be easily served by 

mmWave band, regardless of the availability of the UL microwave resources. 

 

5.5.2 Complete C-/U-plane splitting architecture   

 

Another variation of a complete splitting mechanism in SBSA is to consider a 

complete C-/U-plane separation at the cluster head as shown in Figure 5.11. Since most  
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Figure 5.11: A complete C-/U-plane splitting architecture with multi-band enabled 

FCBS and UE in SBSA. 

 



 

 

184 

of the traffic is generated from the U-plane, the mmWave spectrum is solely dedicated 

to serve U-plane data traffic of both the UL and the DL, whereas the co-channel 

microwave band is dedicated solely for the low rate C-plane traffic of both the UL and 

the DL. The cluster head acts as the anchor point to split the C-plane and the U-plane 

traffic in both the UL and the DL. The L1 and the medium access control layer 

functionalities can be performed similarly as described in the case of a complete UL/DL 

splitting architecture shown in Figure 5.10.   

 

5.5.3 Combined UL/DL and C-/U-plane splitting architecture   

 

Because of considerably greater amount of traffic generated in the DL than the 

UL as well as in the U-plane than the C-plane,  we propose a combined UL/DL and C-

/U-plane splitting architecture in SBSA for 5G networks as shown in Figure 5.12 where 

the mmWave band is dedicated solely for the DL U-plane data traffic to achieve a high 

throughput per FU, and microwave band is dedicated for all control signaling traffic 

(i.e., the UL/DL and C-plane) and the UL U-plane data traffic. In addition, any low rate 

data traffic on C-plane for both the DL and the UL is considered to be served by the 

microwave band.   
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Figure 5.12: A combined UL/DL and C-/U-plane splitting architecture with multi-

band enabled FCBS and UE in SBSA. 
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5.6 Performance evaluation  

 

We consider both qualitative and quantitative performance evaluations of a 

number of proposed architectures in section 5.5 as follows. 

 

5.6.1 Qualitative performance analysis  

 

The major drawback of conventional C-/U-plane coupled mobile networks is 

that all BSs need to be always powered on irrespective of any UE’s operating modes, 

i.e. idle or active mode, and data traffic demands in order to ensure a ubiquitous 

coverage because of the coupled C-/U-plane. This results in an under-utilization of 

radio resources mainly for U-plane traffic and a low network energy efficiency [7], 

which can be overcome by splitting the C-/U-plane traffic of UEs. The splitting of the 

C-/U-plane can be performed by employing either a single band transceiver or dual 

transceivers operating at different frequency bands at each SCBS as shown in Figure 

5.13.  

In a single band enabled SCBS, the C-/U-plane can be decoupled by operating 

a SCBS either at the same co-channel spectrum as that of the MCBS as shown in Figure 

5.13(c) or at a different spectrum from that of the MCBS as shown in Figure 5.13(a). 

In this architecture, the C-plane is served by the MCBS, and the U-plane is served by 

SCBSs [7, 9, 24-25]. As mentioned earlier, since the splitting of a UE traffic is done by 

two different BSs, this split architecture is termed as DBSA. If SCBSs are operating at 

the co-channel spectrum as that of the MCBS, a proper cooperative interference 

management between the macro-tier and the SC-tier is needed to avoid co-channel 

cross-and co-tier interferences. However, if SCBSs are operation at a different spectrum 

from that of the MCBS, there is no need for the cross-tier interference management. 

The major drawback of DBSA is that the C-plane signaling network is very complex 

and challenging to design [7]. The complexity comes from the fact that the MCBS, i.e. 

the C-plane BS, does not have any prior information of instantaneous channel 

conditions between the in-active U-plane SCBSs and any UEs. Hence, selecting an 
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optimal U-plane SCBS and performing an initiation of wake up mechanism for an in-

active SCBS are difficult [7].  
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Figure 5.13: Different approaches to decoupling the C-plane and the U-plane traffic of 

a UE. 

 

The other way to address the C-/U-plane splitting is to employ dual-band for 

dual transceivers in each SCBS, such that a SCBS operates at both the co-channel 

microwave band as that of the MCBS and different frequency mmWave band from that 

of the MCBS as shown in Figure 5.13(b). Since the splitting of a UE’s traffic is done 

by the same SCBS, we refer this split architecture to SBSA. In SBSA, the C-/U-plane 

are decoupled by allowing a UE’s C-plane traffic served by a transceiver operating at 

the co-channel microwave spectrum and U-plane traffic served by another transceiver 

operating at the mmWave spectrum at any SCBSs. The C-plane transceiver needs to be 

always on in order to ensure a ubiquitous coverage and the handover mechanism. 

However, the U-plane transceiver needs to be active only when there is an active data 

service request from any UEs and can be switched off if there is no data service request. 

This on-demand switching on and off the U-plane transceiver can result in a huge 

saving of SCBS power and improve the overall network energy efficiency. Further, 

since both the C-plane and the U-plane are served by the same SCBS, switching power 

on and off the U-plane transceiver depending on a UE’s U-plane service request can be 

performed easily because of being the C-plane transceiver always in powered on mode 
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at the same FCBS. Hence, no coordination signaling is required between the C-plane 

and the U-plane BSs which overcomes the drawback of DBSA. Furthermore, because 

of serving both the C-plane and the U-plane by the same SCBS, the synchronization of 

both the U-plane and the C-plane handovers can be easily performed. Note that in 

SBSA, the single band operation for dual transceivers is not applicable since technically 

it does not make any sense. Table 5.1 shows a comparative performance evaluation of 

DBSA and SBSA. 

 

5.6.2 Quantitative performance analysis  

 

The control signaling overhead affects mainly two major performance metrics, 

namely capacity and energy efficiency [139]. This is because of the fact that an increase 

in control signaling overhead results in a corresponding decrease in radio resources 

available for user data transmission and additional energy consumption from 

transmitting these signaling traffic. Hence, we consider evaluating the performance of 

the proposed SBSA for these two metrics in comparison with the DBSA. In addition, 

we also evaluate the system level capacity and average spectral efficiency performances 

of SBSA in comparison with the DBSA. The proposed system model in section 5.2 is 

used for system level capacity, average spectral efficiency, and energy efficiency 

performances, while the model in [60, 140-142] is adopted to evaluate the backhaul 

control overhead traffic capacity performance in both SBSA and DBSA.  

 

A. Backhaul control overhead traffic capacity 

 

There are two backhaul interfaces in LTE systems, including S1 and X2. S1 

conveys user data from the aggregate gateway, which is the entrance to the evolved 

packet core networks [141] to each BS, and X2 is responsible for exchanging mutual 

information between cells. Moreover, as the data demand increases, the demand for 

control signaling on S1 backhaul interface increases consequently. The backhaul traffic 

consists of a number of traffic, mostly the user generated U-plane traffic in addition to 

the overhead traffic from S1 signaling, handover between cells, and other management  
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Table 5.1: A comparative performance evaluation of DBSA and SBSA. 

Aspect DBSA SBSA 

Control signaling 

network  

Complex  Simple  

SCBS power on and off C-plane BS always on, U-

plane BS switches on based 

on data traffic request  

C-plane transceiver 

always on, U-plane 

transceiver switches on 

based on data traffic 

request 

MCBS and SCBS 

cooperation is needed  

Yes  No 

Multi-band enabled UE 

energy consumption for 

the C-plane in the UL 

traffic  

Moderate (high transmit 

power of the transceiver for  

the C-plane in the UL 

because of a long distance 

between a UE and the 

MCBS)  

Low (low transmit 

power of the transceiver 

for  the C-plane in the 

UL because of a short 

distance between a UE 

and the SCBS) 

Feedback delay High (because of an 

additional latency during 

an idle to an active mode 

transition of a SCBS) 

Less (because both the 

C-plane and the U-plane 

reside at the same 

SCBS) 

U-plane cell discovery 

mechanism is needed 

Yes (the MCBS performs 

the U-plane SCBS 

discovery mechanism for a 

UE)   

No (UE driven based on 

reference signal received 

power strength)  

Synchronization 

accuracy level needed 

for the U-plane and the 

C-plane traffic between 

the MCBS and any 

SCBSs 

Very high (since the C-

plane and the U-plane are 

served by different BSs)  

Moderate (applicable 

only if the UE 

association to any U-

plane SCBSs is 

performed via the 

MCBS)  

Overall U-plane traffic 

capacity for a given 

bandwidth over a 

certain duration of time 

Moderate (because of 

allocating additional 

resources for the C-plane 

signaling between the C-

plane BS and the U-plane 

BS for cooperation) 

High (because of no 

cooperation between the 

C-plane BS and the U-

plane BS is needed and 

reusing the same 

microwave spectrum in 

SCBSs) 

Complexity to introduce 

C-RAN 

High (because of 

cooperation for the C-plane 

signaling between the 

MCBS and the baseband 

processing unit pools of the 

U-plane SCBSs) 

Less (because of no 

cooperation for the C-

plane signaling between 

the MCBS and the 

baseband processing unit 

pools of the U-plane 

SCBSs is needed)  
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 and synchronization related activities. The overhead traffic is expressed as a proportion 

of the U-plane traffic which varies typically with the type of traffic (e.g., a large number 

of low data rate connections have more overhead signaling traffic than its counterpart, 

a small number of high data rate ones) [142].  

The S1 signaling is related to the user data traffic. Since both the MCBS and 

FCBSs serve their own UEs’ U-plane traffic in SBSA, which is routed directly to the 

core network separately by the respective BS category, the C-plane overhead from S1 

signaling is the same in both DBSA and SBSA. Further in SBSA, a UE whenever is out 

of coverage of any FCBSs, it must be handed over either to any nearest FCBSs (if 

available) or the MCBS for both the U-plane and C-plane traffic. Since in DBSA, U-

plane is typically served by small coverage of FCBSs, and the MCBS can serve some 

low data rate U-plane traffic, we assume that the handover signaling traffic in DBSA is 

the same as in SBSA. Note that, typically handover signaling overhead is very small as 

compared to the overall U-plane data traffic and is smaller than that of S1 signaling as 

well. Hence, in both DBSA and SBSA, the C-plane overhead from S1 signaling and 

handover mechanisms on the backhaul is present and is considered the same.    

 

1. DBSA and SBSA  

 

In typical DBSA, SCBSs are connected to a host MCBS. The C-plane low data 

rate traffic is served by a large coverage based MCBS to provide seamless and always-

on connectivity, and U-plane high data rate traffic is served by the small coverage based 

SCBSs to provide high data rate services [7, 9, 24-25]. In line with [60], considering 

ideal backhaul links between the MCBS and SCBSs or between the SCBSs themselves 

and ignoring overhead from synchronization and management for wireless traffic, the 

U-plane data traffic is assumed to be related only with the bandwidth and average 

spectral efficiency in each BS. Assume that all SCBSs have the same bandwidth and 

average spectral efficiency such that the backhaul throughput can be expressed as the 

product of the bandwidth and average spectral efficiency in a SCBS [60, 142]. 



 

 

190 

Assuming 10% overhead from S1 signaling and 4% overhead from handover traffic 

[60, 141], we can find the total throughput requirement.   

Let sc  and mc  denote the average spectral efficiency of a SCBS and a MCBS 

respectively, and 
scB  and 

mcB  denote the bandwidth of a SCBS and a MCBS 

respectively.  Let cx  be the amount in percentage, expressed in proportion of U-plane 

traffic [142], for control signaling traffic over backhauls for cooperation between all 

FCBSs and the MCBS. Each FCBS is controlled directly by the MCBS individually. 

We assume that the UL control signaling traffic for any FCBSs at the MCBS is 

negligible in comparison with the DL control signaling traffic such that cx  is 

considered only in the DL of the MCBS. We describe in detail the modeling of cx  in a 

later section.  Hence, the UL/DL throughputs of the MCBS can be expressed as [60, 

140-142] follows:       













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                          (5.9) 

Similarly, the UL/DL throughputs of a FCBS can be expressed as follows:  



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Since there are SF FCBSs in the coverage of the MCBS, the total UL/DL throughputs 

of the backhaul can be expressed as follows:  






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






DLfor .

for UL.

,,,

,,,

,/

dDLtotdDLmcdDLscF

dULtotdULmcdULscF

dDLUPtot
S

S


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                           (5.11) 

Hence, the total backhaul throughput for DBSA can be expressed as follows [60]:  

dDLtotdULtotdbacktot ,,,                                                                                (5.12) 

Conversely, in SBSA, since both U-plane and C-plane are served by the same 

FCBS without taking any assistance from the MCBS except for ABS pattern period 

updates, there is no need for any additional C-plane control signaling overhead to be 

exchanged for cooperation between the MCBS and any FCBSs because of splitting the 

C-/U-plane. Hence, the value of cx  can be considered zero for SBSA such that (5.9) can 

be modified as follows: 
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


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Following (5.10)-(5.11), the UL/DL throughputs of any FCBSs and the total UL/DL 

throughput of the backhaul can be expressed as follows: 


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Hence, the total backhaul throughput of the proposed SBSA for the UL/DL splitting 

(Figure 5.10) can be found as follows: 

sDLtotsULtotsbacktot ,,,                                                                              (5.16) 

Note that though the (5.10)-(5.12) and (5.14)-(5.16) look similar in expressions 

except the subscripts, the values of dsc,  and ssc,  differ based on the type of frequency 

band used for serving the UL/DL of DBSA and SBSA as given in Table 5.2. The 

subscripts d in (5.9)-(5.12) and s in (5.13)-(5.16) denote respectively the perspectives 

of DBSA and SBSA.    

 

Table 5.2: Frequency bands for serving the UL/DL of DBSA and SBSA. 

 

UL/DL 

DBSA SBSA 

MCBS FCBS MCBS FCBS 

UL microwave mmWave microwave microwave 

DL microwave mmWave microwave mmWave 

 

2. Modeling cx  of DBSA  

 

In DBSA, a tight coordination of the C-/U-plane traffic to serve a UE 

simultaneously by the MCBS and FCBSs is needed to perform such activities as 

synchronization of U-plane traffic served by FCBSs and C-plane traffic served by the 

MCBS, idle and active mode switching of FCBSs, and cell discovery mechanism for 

an optimum FCBS selection by the MCBS.  The arrivals of C-plane signaling traffic 

per FCBS because of this coordination of the C-/U-plane traffic can be modeled as 
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random and independent events. Let 
FSAA ...,,1 denote respectively the mean number 

of arrivals of C-plane signaling traffic for FCBSs FS...,,1 during a certain period of 

time dT such that the mean total number of arrivals A  in time duration 
dT  for FS  

FCBSs can be expressed as follows: 

FSAAA  ...,,1                                                                                          (5.17) 

For simplicity, we assume that  Fi SiAAi ...,,1for,0:  , and each 

arrival for C-plane signaling contains an equal amount of traffic c irrespective of the 

number of arrivals per FCBS in 
dT and the value of FS . Hence in

dT , the total C-plane 

signaling traffic cx  exchanged over the backhaul for the C-/U-plane coordination of 

FS  FCBSs can be expressed as follows:   

Acxc                                                                                                        (5.18) 

To simplify further, assume that each FCBS has the same number of arrivals for 

coordination in 
dT such that  si AAi  , then (5.17)-(5.18) can be rewritten as 

follows: 

sFS ASAAA
F

 ...,,1  

 sFc AScx   

 sFc AcSx   

sFc cSx                                                                                                 (5.19) 

where sc is the total amount of C-plane signaling traffic per FCBS in dT .  

Equation (5.19) reveals that for a given sc , the additional C-plane signaling 

traffic cx  is directly proportional to the number of FCBSs FS  and grows linearly with

FS . For numerical analysis, the default values are given in Table 5.3. Figure 5.14 shows 

the total backhaul capacity requirement for both DBSA and SBSA with the variation of 

the number of FCBSs FS  from 1 to 10 for sc = 2%, 5%, and 10% of the U-plane data 

traffic per FCBS and is consistent with the results shown in [60, 141]. Note that 

typically the traffic demand in FCBSs varies significantly as compared to the MCBS 
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because of more context specific service demand and traffic usage pattern over time. 

From Figure 5.14, it can be found that there is an additional C-plane signaling traffic 

requirement for coordination between all FCBSs and the MCBS for DBSA as compared 

to the proposed SBSA. For instance, for sc = 10%, there is an additional C-plane 

signaling traffic of 10 Mbps for 10 FCBSs (Figure 5.9), which is equivalent to 

approximately 4.76% ( Mbps210Mbps10 ) of the total backhaul U-plane data traffic of 

210 Mbps (not shown explicitly in Figure 5.14), required for DBSA as compared to 

SBSA under the same scenario. Hence, the proposed SBSA outperforms the DBSA, 

which has been extensively considered for the 5G mobile network architecture in terms 

of the reduction in C-plane signaling overhead because of no coordination signaling 

required between FCBSs and the MCBS for serving the C-/U-plane traffic. This allows 

the allocation of more resources to U-plane data traffic transmission with SBSA than 

that with DBSA, which results in increasing the network capacity.    

 

Table 5.3: Default parameters for backhaul traffic estimation. 

Parameter Value 

Average spectral efficiency of the MCBS for microwave band  

in DBSA ( dmc , ) in bps/Hz 

2 

Average spectral efficiency of a FCBS for mmWave band in 

DBSA  ( dsc, ) in bps/Hz 

4 

Average spectral efficiency of the MCBS for microwave band in  

SBSA ( smc, ) in bps/Hz 

2 

Average spectral efficiency of a FCBS for co-channel microwave band in 

SBSA ( ssc, ) in bps/Hz 

2 

Average spectral efficiency of a FCBS for mmWave band in 

in SBSA ( ssc, ) in bps/Hz 

4 

Bandwidth for the MCBS in both DBSA and SBSA ( mcB ) in MHz 5 

Bandwidth for a FCBS for mmWave band in both DBSA and SBSA        

( scB ) in MHz 

5 

Bandwidth for a FCBS for co-channel microwave band  

in SBSA ( scB ) in MHz 

5 
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Figure 5.14: Total backhaul capacity requirement in DBSA and SBSA. 

 

B. Energy efficiency performance  

 

We use the models given in in Table B.1 and Table B.2 in Appendix B for 

evaluating the energy consumption of the proposed model for the C-/U-plane splitting 

architecture (Figure 5.11) in SBSA and DBSA. Since in the DL a UE under the 

coverage of a FCBS receives U-plane data traffic from the FCBS, and in the UL it 

transmits U-plane data traffic using the mmWave transceiver in both SBSA and DBSA, 

we consider evaluating the energy consumption of the C-plane in the UL in both SBSA 

and DBSA.   

For the worst case scenario of the proposed system architecture, we consider a 

FU is located at the edge of the nominal coverage of a CSG FCBS within the building. 

In the proposed architecture, the C-plane traffic transmission in the DL and the UL of 

a FU is served by the co-channel microwave transceiver of the FCBS. However, in 

DBSA, the C-plane traffic transmission in the DL and the UL of a FU is served by the 

MCBS at co-channel microwave frequency. Figure 5.15 shows the C-/U-plane splitting 

under SBSA and DBSA for the energy consumption performance evaluation.  

For simplicity we do not consider any fading effects for both indoor and outdoor 

cases so that the transmit power requirement can be solely expressed by the path loss. 

Note that each of the FCBSs shown in Figure 5.15 is located within a building. Hence, 
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Figure 5.15: C-/U-plane splitting under SBSA and DBSA for the energy consumption 

performance evaluation: (a) SBSA and (b) DBSA. 

 

for the above scenario in Figure 5.15 and the proposed C-/U-plane splitting architecture, 

using Table B.1 and Table B.2 in Appendix B, the path loss for C-plane traffic 

transmission between a FCBS and a FU in SBSA is given by 

   1000log30127dBPL 210 d                                                                      (5.20) 

where d2 is in m for 2 GHz.                                             

Similarly, the path loss for C-plane traffic transmission between a MCBS and a FU in 

DBSA is given by  

  ow110 Llog6.373.15dBPL  d                                                                      (5.21) 

where d1 is in m, and Low = 20 dB.    

Consider the worst case scenario such that the building is located at the MC 

edge boundary. Under this condition, we can find the maximum path loss that a link 

between the MCBS and a FU can experience. For an inter-site distance of 1732 m, the 

radius of a MC is d1 = 5773/1732   m. Then, path loss at this radial distance can be 

found using (5.21) as follows: 

    dB12.13920577log6.373.15dBPL 10   (maximum) 
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Since the minimum seperation distance between a MCBS and any SCBSs is 75 m, the 

minimum path loss can be calculated for d1 = 75 m, which is 105.80 dB (minimum). 

Assume that the nominal coverage of a FCBS, d2 = 5 m for a 10×10 m2 apartment, using 

(5.20), the path loss for the proposed C-/U-plane splitting architecture can be found as 

follows: 

    dB96.5710005log30127dBPL 10    

From the above calculation, it can be found that the maximum and minimum 

path losses in DBSA incurs approximately 81.16 dB and 47.94 dB more path losses for 

the C-plane traffic in the DL and the UL respectively between a MCBS and a FU as 

compared to the proposed C-/U-plane splitting architecture in SBSA between a FCBS 

and a FU. Hence, to overcome such a huge deviation in path losses in DBSA and SBSA, 

both the MCBS in the DL and a UE in the UL in DBSA need to transmit C-plane traffic 

at a high power to achieve the receivers’ sensitivity levels at both the MCBS and a UE. 

The C-plane signaling is considerable with respect to the U-plane traffic, e.g. 10% S1 

signaling, 4% handover signaling, and other synchronization and UE specific traffic 

signaling overhead [60, 141] which in total constitutes a great portion of the total traffic 

carried by the network. Hence, in DBSA, the C-plane traffic transmission at high power 

results in a considerable amount of additional energy consumption in comparison with 

the SBSA.  Further, since a UE’s transmit power is much lower than that of a MCBS, 

this will affect greatly UE’s battery operating time. Furthermore, the above result also 

implies the fact that the C-/U-plane splitting using different BSs are not able to address 

the transmit power disparity in the UL and the DL particularly for C-plane traffic, which 

is a very crucial need to improve UE’s battery operating time and reduce interference 

effects. Hence, the proposed SBSA consumes less energy, i.e. more energy efficient, 

than the DBSA proposed in the literature for 5G networks. 

 

C. System level capacity and spectral efficiency performances  

 

We evaluate the relative system level capacity and spectral efficiency 

performances of SBSA and DBSA by employing them into the proposed system model 

in section 5.2. In SBSA, each FCBS is enabled with both the co-channel microwave 
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and different frequency mmWave bands. The total system capacity for Q TTIs for the 

multi-band enabled FCBS in SBSA can be expressed by the sum throughput of (5.2)-

(5.3) as follows: 

  sys

mb  =   sys

cc +  FC

df

FC

df                                                                          (5.22) 

From Figure 5.4 and using (5.4) and (5.22), it can be found that the overall 

system level capacity in DBSA for different frequency mmWave,   Mbps188 sys

df

, whereas the overall system level capacity in SBSA,       FC

df

sys

cc

sys

mb 

 Mbps16053 Mbps213 such that     sys

df

sys

mb  . Hence, the system level 

capacity in SBSA is higher than that in DBSA. 

Following [93, 124], the average spectral efficiency over the whole system 

bandwidth for Q numbers of TTIs in SBSA and DBSA can be expressed respectively 

as follows: 

     QmMsys

mb

avg

mb .                                                                          (5.23)                                                                 

     QmMsys

df

avg

sb .                                                                          (5.24) 

Since     sys

df

sys

mb  , then   avg

sb

avg

mb   for the same values of M, m, and Q in both 

DBSA and SBSA. Hence, the average spectral efficiency in SBSA is also higher than 

that in DBSA. 

  

5.7 Technical and business perspectives  

   

A number of technical and business values from network operators’ viewpoint 

to implement multi-band enabled FCBSs and UEs in SBSA are pointed out as follows: 

 

5.7.1 Technical perspectives 

 

 Since mmWave deployed FCBSs can achieve more capacity than that of 

microwave deployed ones because of various favorable features of mmWave 

bands, e.g. LOS propagation and full radio resource availability for FCBSs, it 
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is desirable to enable FCBSs with multiple bands in locations where the traffic 

fluctuation is very high such that based on traffic characteristics, a FCBS can 

switch to an mmWave band during a high traffic demand and to a microwave 

band during a low traffic demand. Whenever necessary, both bands can operate 

concurrently to increase the data rate further. With such an adaptive scheme for 

spectrum availability in FCBSs, network operators can provide on-demand data 

rate services, optimize location specific resource allocation, and maximize 

profit margin.  

 The C-plane signaling overhead from the coordination between C-plane BSs 

and U-plane BSs for such mechanisms as cell discovery for selection of an 

optimal U-plane cell, initiation of wake up and sleeping modes for U-plane BSs, 

and synchronization of U-plane and C-plane traffic can be avoided because of 

co-location of the C-plane and the U-plane transceivers at the same FCBS.  

 Due to a low transmit power and an omnidirectional antenna radiation pattern, 

a UE can transmit the UL traffic at low transmit power to a FCBS on the co-

channel microwave spectrum because of shorter distance between a UE and a 

FCBS in SBSA than that between a UE and a MCBS in DBSA, which can help 

increase the UE’s battery operating time. In addition, because of a relatively 

lower path loss, transmitting a C-plane traffic to a UE by the FCBS in the DL 

consumes less power in SBSA than transmitting by the MCBS in DBSA, which 

results in improving the network energy efficiency.  

 Introducing C-RAN capability into the SBSA is less complex than that into the 

DBSA owing to no need for coordination over common public radio interface 

between the baseband processing unit pools and the MCBS.  

 Transmit power disparity in the UL/DL in the DBSA can be overcome by 

allowing a UE to communicate for both the UL and the DL only via a FCBS 

such that more UL data rate can be achieved using SBSA at the same transmit 

power than that using DBSA. 

 

5.7.2 Business perspectives 
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 In SBSA, since one of the transceivers is operating at the co-channel microwave 

frequency of the MCBS, there is no need for an additional investment on 

licensing any new spectrums for multiple bands at the same FCBS.  

 Unlike DBSA, there is no need for an additional X3 interface for the 

coordination between the MCBS and FCBSs in SBSA which helps save the cost 

from implementing necessary backhauls for the X3 interface.   

 To introduce C-RAN feature in SBSA, no fronthaul for the coordination over 

common public radio interface is needed between the MCBS and the baseband 

processing unit pools as compared to DBSA, and hence the cost from necessary 

fronthaul implementation can be avoided. 

 Because of overcoming the additional C-plane signaling overhead for the 

coordination between the MCBS and FCBSs in SBSA, the cost of transmission 

in terms of b/s/Hz/J is less in SBSA than that when using DBSA.     

 

5.8 Open research issues in SBSA  

 

In the following a number of generic research issues under both device level 

and network level for multi-band enabled FCBSs in SBSA are discussed. 

 

5.8.1 Multi-band device level 

 

A. Integration of multiple bands 

 

Though the concept of multi-band co-existence at the UE is straightforward, 

however their integration is not obvious since the exact answer to where this integration 

should take place in the protocol stack, i.e. at the radio frequency front end, baseband, 

medium access control or above medium access control layers, has not been well 

evaluated [143]. This is partly because of the fact that below 3 GHz microwave and 60 

GHz mmWave bands have different propagation characteristics, e.g. the radiation 

pattern of the former is typically omnidirectional whereas the latter is highly directional. 
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Hence, an in-depth understanding on the multi-band integration in a device is a crucial 

need.   

 

B. Concurrent operation of multiple bands  

 

Though the simultaneous operation of both microwave and mmWave bands can 

contribute to improving the system capacity, it may have the negative impact on the 

power consumption. A UE may or may not be able to operate concurrently in different 

bands depending on the degree of tightness in their integration, which calls for 

researches on how and when to switch from one band to another [143], and how the 

split mechanisms for both the UL/DL and the C-/U-plane during switching either of the 

two bands off could be served.  

    

C. Self-interference  

 

With an increase in the number of simultaneously operating bands in a UE, the 

mixture of these different frequencies increases exponentially [144]. This effect is 

termed as self-interference which can be minimized by coordinating at a higher layer. 

However, it comes at the cost of affecting network performance metrics, e.g. throughput 

and maximum data rate, because of switching any bands off for a certain period of time 

[144]. Though in the proposed architecture, we consider the minimum value of two for 

a multi-band architecture, finding an optimal number of bands in a multi-band 

architecture are an important area of research for a balance trade-off between the 

reduction in self-interference and network performance.      

    

D. Multi-band transceiver design  

 

A multi-band transceiver consists of a number of parallel transceivers, one for 

each spectrum band, which meet at a common point of digital signal processing 

equipment. Each branch for a transceiver consists of a radio frequency bandpass filter 

for the corresponding spectrum band, a radio frequency frontend, and an analog-to-
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digital converter.  Overall, the closer this union point of these transceivers to the 

antenna, the less the number of required elements that causes a decline in the size and 

the cost of the device [145]. Hence, a comprehensive research on the development of 

such kind of multi-band transceiver with the point of their union as close as possible to 

the antenna is a crucial need.   

 

E. System bandwidth of multiple bands  

 

The sampling rate, which varies directly with the system bandwidth, of the 

microwave band is much less than that of the 60 GHz mmWave band. The size of the 

fast Fourier transform increases with an increase in the system bandwidth, and hence 

the size of fast Fourier transform for mmWave signal processing is also significantly 

greater than that for microwave signal processing. Since the size of fast Fourier 

transform affects directly the memory size and baseband processing power requirement, 

an optimal value of the system bandwidth for the microwave as well as the mmWave 

bands by taking into account of other network performance metrics is necessary [145].  

 

5.8.2 Multi-band network level 

 

A. FCBS cell discovery, UE association and handover mechanisms  

 

One of the major distinctive features of SBSA over DBSA is that splitting of 

the UL/DL and the C-plane/U-plane are performed at the same FCBS to avoid 

coordination between the MCBS and FCBSs. This feature raises then how a number of 

mechanisms, particularly cell discovery, UE association, and handover, can be 

performed in SBSA. Because of serving both the C-/U-plane traffic of UEs in the 

UL/DL by the same FCBS, unlike DBSA, cell discovery needs to be performed by the 

UE itself like conventional mobile networks for all modes of FCBSs. Since a UE within 

the coverage of the MCBS is by default served only by the MCBS, and the transceiver 

for C-plane signaling of a FCBS is always active regardless of its U-plane states 

(because of power on and off mechanism for U-plane traffic), a UE can discover the 
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best FCBS based on the measurement of the strength of reference signal received 

powers of its neighbor FCBSs. The UE association and handover mechanisms of a UE 

can be performed either by the MCBS or a FCBS based on whether or not the UE has 

an access to the FCBS. For a non CSG (i.e., open or hybrid access mode) UE, since a 

UE is not enlisted to the CSG FCBS, it cannot place a request to the FCBS in the UL 

because of no access to that FCBS. However, a non CSG UE can proceed with a request 

in the UL to the MCBS with the physical cell identity of its discovered FCBS. The 

MCBS over the X2 backhaul then informs the corresponding FCBS and hands over 

both U-plane and C-plane bearers of the UE to the FCBS to set up connections for 

communication between the FCBS and the UE. However, for a CSG UE, since the UE 

is enlisted to the FCBS, the UE can proceed with a request in the UL to either the FCBS 

or the MCBS. If the UE proceeds with a request in the UL to the FCBS, the FCBS over 

the X2 backhaul then informs with its physical cell identity to the MCBS to hand over 

both U-plane and C-plane bearers of the UE to it. The procedure for placing request to 

the MCBS is the same as for a non CSG UE. Hence, development of techniques to 

perform effectively these mechanisms for CSG, open, and hybrid access FCBSs under 

a number scenarios as aforementioned are needed to be investigated carefully for SBSA 

and remain an open research issue.  

 

B. Co-channel interference management in SBSA  

 

If one of the transceiver is operated at the same frequency as that of the MCBS, 

which we propose in this chapter to improve spectral efficiency and to reduce additional 

spectrum licensing cost, co-channel interference must occur if a proper interference 

management is not performed. The ABS based eICIC is an effective solution to 

overcome this co-channel interference. However, as can be seen from Figure 5.3, with 

an increase in the number of ABSs, there is a corresponding decrease in overall 

throughput since the same number of ABSs is allocated to MUs with worse channel 

conditions than that of the FUs. Since the presence of indoor MUs within a building is 

varied over time, an adaptive interference management with the statistics of indoor 

MUs in a building rather than the static allocation can help improve radio resource 

utilization and overall system level capacity.  Such adaptive radio resource allocation 



 

 

203 

can also be exploited in other radio resource domains such as frequency along with time 

so that even more granular level of resource allocation per RB basis rather than per 

ABS basis can performed to improve the radio resource utilization further. Further, 

rather than the static transmit power per FCBS, a dynamic allocation of transmit power 

can also be exploited to get partial benefit from using the same RB by both the MCBS 

and FCBSs simultaneously, however at a reduced FCBS transmit power to keep the 

interference level within a predefined threshold. Since the C-plane traffic do not 

typically need high data rate demand, adaptive FCBS transmit power control can be 

exploited if the C-plane of FUs is served by the co-channel microwave.  Hence, an 

adaptive interference management by exploiting 3D radio resources, i.e. time, 

frequency and transmit power, for the co-channel microwave operated MUs and FUs is 

indeed an important area of research for SBSA.  

 

C. U-plane transceiver power on and off mechanism 

 

The U-plane receiver is powered on as long as any active U-plane data session 

exists, otherwise it is powered off. Whereas, the C-plane served transceiver, i.e. the co-

channel microwave, is always powered on to ensure a ubiquitous connectivity and cell 

discovery. An effective discontinuous transceiver operation mechanism to switch the 

U-plane transceiver’s power on and off is necessary to reduce power consumption. 

Since both the C-plane and the U-plane are co-located at a FCBS, and there is almost 

no delay in informing the U-plane transceiver by the C-plane one, the timer default 

value for waiting the next packet arrival can be reduced in SBSA as compared to DBSA 

which needs additional external signaling for coordination from the MCBS to the 

FCBS. Hence in DBSA, to reduce the C-plane signaling for switching power on and off 

of the U-plane transceiver of a FCBS, the timer’s waiting period may need to set to be 

long enough. The shorter duration of the inactivity timer causes to consume less power 

and improve energy efficiency. Developing an effective U-plane transceiver power on 

and off mechanism of a FCBS that can trade-off energy efficiency and buffer delay (and 

hence memory size) for high data rate service is an important research aspect.  
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D. Cloud radio access network for multi-band FCBS and UE  

 

The C-RAN is a promising technique for centralized radio resource 

management of split architectures for 5G networks. In C-RAN enabled DBSA, typically 

the baseband processing of U-plane of all FCBSs within a MC coverage is done 

centrally in the cloud whereas the C-plane is still served by the MCBS. Through the 

coordination via X2 backhauls between the baseband processing unit pools of U-plane 

of all FCBSs and the MCBS, a UE is under the coverage of a FCBS is served. In contrast 

in SBSA, since both the C-plane and the U-plane of a UE are served by the same FCBS, 

whether the baseband processing of the C-plane and the U-plane traffic is to be carried 

out in the cloud centrally or separately, e.g. the C-plane is at the respective FCBS, and 

the U-Plane is in the cloud, is not well understood. This is because of the fact that if the 

C-plane of all FCBSs are moved on to the cloud, there is a need for the implementation 

of an additional X2 backhaul between the baseband processing unit pools and the 

MCBS as in the case of DBSA for mechanisms such as  UE association and handover 

between the MCBS and FCBSs. On the other hand, if the C-plane is located at the 

respective FCBS, the capacity requirement of the fronthaul connecting the FCBSs and 

the baseband processing unit pools needs to be increased because of frequent signaling 

exchanged between the C-plane and the U-plane of an all FCBSs. This opens an 

important research direction toward an in-depth investigation and a development of 

strategies that can address the trade-off between the complexity and the cost from 

implementing either the fronthaul or an additional X2 backhaul and the overall network 

performance gain in each case.    

 

5.9 Summary    

 

In this chapter, a multi-band enabled FCBS and UE architecture is proposed for 

splitting the UL/DL and the C-/U-plane traffic of any UEs within the coverage of any 

FCBSs by the same BS (i.e., FCBS) based split architecture, i.e. SBSA, in contrast to 

DBSA for a multi-tier 5G network. The multi-tier network includes FCs and PCs 

deployed over a large MC coverage where all FCBSs are considered within a 3D multi-
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storage building. In SBSA, for any multi-band enabled FCBSs, co-channel microwave 

and different frequency mmWave bands are considered. Cross-tier co-channel 

interference of FUs with MUs is considered to be avoided using ABS based eICIC 

techniques when operating at the co-channel microwave band for each FCBS. The co-

existence of co-channel microwave and different frequency 60 GHz mmWave bands at 

the same FCBS is studied for capacity and spectral efficiency performances to give 

incentives for enabling FCBSs with multiple bands and identify a suitable band of them 

on which to operate FCBSs for transporting decoupled UL/DL and C-and U-plane 

traffic. Since the overall system level capacity and spectral efficiency performances 

when operating at co-channel microwave band are found lower than that when 

operating at mmWave band, we propose a FCBS and a UE to be enabled with both 

types of these bands, i.e. co-channel microwave and different frequency mmWave 

bands, to serve decoupled UL/DL and C-/U-plane of any UEs within the coverage of 

any FCBSs based on the respective traffic demand and data rate. More specifically, we 

consider the mmWave band to serve more and a high data demand traffic whereas the 

co-channel microwave band to serve less and a low data rate demand traffic of any 

FCBSs.  

A number of SBSAs for the UL/DL and the C-/U-plane splitting, including a 

disruptive and complete splitting of the UL/DL and the C-/U-plane as well as a 

combined UL/DL and C-/U-plane splitting for 5G networks, by exploiting dual 

connectivity on co-channel microwave and different frequency mmWave bands of both 

a FCBS and a UE are presented. The outperformances of several proposed SBSAs in 

comparison with DBSA for a number of such performance metrics as system level 

capacity, average spectral efficiency, energy efficiency, and C-plane overhead traffic 

capacity on the backhaul are shown. A number of technical and business perspectives 

and key research issues of SBSA are pointed out. Since respective transceivers of SBSA 

operated on different bands for the UL/DL or the C-/U-plane can be switched on and 

off depending on traffic availability, the proposed multi-band enabled SBSA 

architecture will allow network operators to gain more degrees of freedom for effective 

resource utilization and higher energy efficiency which will result in a lower associated 

cost and greater profit margin.   



 

 

CHAPTER 6 

SMALL CELL BASE STATION ARCHITECTURE FOR 

CONTROL-/USER-PLANE COUPLED AND SPLIT 

NETWORK 

 

In this chapter, numerous SCBS architectures based on the number of 

transceivers and operating frequency bands existing in a SCBS for serving the C-/U-

plane traffic in indoor environments under both traditional C-/U-plane coupled 

architecture as well as prospective C-/U-plane split architecture are presented. With a 

system level simulation of a multi-tier network, the performances of these FCBS 

architectures in terms of C-plane, U-plane, and an aggregate C-/U-plane traffic 

capacities for both C-/U-plane coupled and split architectures are evaluated. 

 

6.1 Introduction  

 

The architecture of SCBSs, i.e. FCBSs, for serving the C-/U-plane data traffic 

is one of the major concerns to address the growing and high data rate mobile traffic 

demand in indoor environments for next generation, i.e. 5G, mobile networks. As the 

mobile data traffic demand increases, existing networks have been facing problems 

from providing necessary capacity to transport this growing data traffic demand. To 

address such high capacity requirement, SCs are deployed in the coverage of MCs. 

However, tight coupling of the C-/U-plane in conventional networks, which can also 

be termed as C-/U-plane coupled architecture (CUCA), restricts the flexibility in 

network operation and performance management. Because of tight coupling of the C-

/U-plane, causes to keep the BSs always active to ensure ubiquitous coverage even 

though there is no data traffic demand from UEs and results in a poor resource 

utilization and unnecessary energy consumption [7]. These call for developing a new 

architecture where the C-/U-plane are decoupled to provide high data rate, to switch the 
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transmit power of an SCBS on or off based on data traffic demand, and to ensure an 

always-on connectivity. Such network architecture is termed as CUSA [7, 9] and is 

considered as one of the major changes in 5G.  

In this chapter, we present numerous SCBS, i.e. FCBS, architectures based on 

the number of transceivers (e.g., single or dual transceiver) and operating frequency 

bands (e.g., microwave and  mmWave bands) existing in a FCBS for serving the C-/U-

plane traffic in indoor environments under both traditional CUCA as well as 

prospective CUSA. With a system level simulation of a multi-tier network, we evaluate 

the performances of these FCBS architectures in terms of C-plane, U-plane, and an 

aggregate C-/U-plane traffic capacities.  

The chapter is organized as follows. In section 6.2, an overview of a number of 

SCBS architectures is given. The performance evaluation of all SCBS architectures is 

presented in section 6.3. In section 6.4, various features of SCBS architectures are 

pointed out. Finally, we summarize the chapter in section 6.5.    

 

6.2 Small cell base station architectures  

  

In traditional mobile networks, because the C-/U-plane are coupled, their traffic 

is served simultaneously over the same link between a BS and a UE. However, the C-

/U-plane traffic can also be served by decoupling (i.e., splitting) them over separate 

links for the same UE, which has been proposed for 5G networks. The C-/U-plane 

coupled networks are typically termed as cell centric networks whereas decoupled ones 

as device centric networks [95]. In either case, a number of alternative FCBS 

architectures can be developed based on the number of transceivers and their operating 

frequencies considered in a FCBS to route the C-/U-plane traffic, explained in the 

following.   

 

6.2.1 C-/U-plane coupled architecture  

 

In CUCA, MCBSs typically operate at a low microwave frequency. However, 

FCBSs can be operated either at the same microwave frequency as that of MCBSs with 
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a proper cross-tier co-channel interference management between the macro-tier and the 

femto-tier (Figure 6.1(a)) or at a different frequency (e.g., mmWave) (Figure 6.1(b)) 

from that of MCBSs at the cost of licensing an additional frequency band. Both BSs 

serve the C-/U-plane traffic to their respective UE.   
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Figure 6.1: FCBS architectures for indoor C-/U-plane traffic. 

 

6.2.2 C-/U-plane split architecture  

 

In CUSA, the C-/U-plane splitting can be done by implementing either single 

or dual transceivers at a FCBS described as follows.   

 

A. Single transceiver implemented FCBS 

 

In a single transceiver implemented FCBS, the C-/U-plane can be decoupled by 

operating the FCBS either at the co-channel frequency as (Figure 6.1(c)) or at different 

frequency from that of its overlaid MCBS (Figure 6.1(d)). Unlike CUCA, C-plane of 

all UEs is served by the MCBS, and U-plane of FUs is served by the FCBS. However, 

like CUCA, in co-channel scenario, a proper interference management between the 
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MC-tier and FC-tier is needed to avoid co-channel cross-tier interference. In contrast, 

if a FCBS is operating at a different frequency, there is no need for cross-tier 

interference management. This architecture has been proposed widely for 5G networks 

[7, 9].  

 

B. Dual transceivers implemented FCBS 

 

In dual transceivers implemented FCBS, a FCBS operates at dual frequencies, 

e.g. co-channel microwave and mmWave frequencies (Figure 6.1(e)) where each 

transceiver operates at a different frequency from one another, and decoupling of the 

C-/U-plane is performed by routing each plane’s traffic at a separate frequency. Both 

the C-/U-plane traffic of FUs are served by the FCBS itself. However, when a UE is 

out of coverage of a FCBS, the C-/U-plane of the UE is served by the MCBS. Unlike 

the single transceiver based FCBS architecture in Figure 6.1(d), in this architecture, no 

coordination signaling is required between C-plane and U-plane BSs. However, it 

comes at the cost of an additional transceiver at each FCBS as well as UE. Note that 

single band option is not applicable for dual transceivers implemented FCBS because 

of more than one transceiver.   

 

6.3 System architecture and performance evaluation  

 

We consider a multi-tier network as illustrated in Figure 6.2, including a single 

MCBS of a corner excited 3-sectored MC site and a number of indoor FCBSs and 

outdoor PCBSs within the MC coverage in an urban environment. Each FCBS is 

deployed in a single room apartment of 21010 m  to serve one FU in any TTIs. A 

certain percentage of MUs are considered within apartments and offloaded to nearby 

PCs. All MUs are served by the MCBS only. For a co-channel operated FCBS, all RBs 

of system bandwidth is reused in each active FCBS. All categories of UE are allocated 

orthogonally to RBs in any TTIs. If a MU exists within an apartment, TD ABS based 

eICIC is applied to avoid co-channel cross-tier interference between the indoor MU  
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Figure 6.2: System architecture of a multi-tier network. 

 

and FU such that no indoor MUs but FUs can be served only during non-ABSs. 

However, ABSs are reserved for all MUs. For a different frequency operated FCBS, we 

consider 60 GHz mmWave band, and no cross-tier interference management between 

indoor MUs and FUs.  

Following the analytical model in section 5.2.2(A) in Chapter 5 and (C.5) in 

Appendix C, the aggregate capacity of a FCBS operating at the co-channel microwave 

for a single transceiver based FCBS in CUCA can be expressed as 
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Also for an mmWave based FCBS, 0 such that the aggregate capacity is given by  
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Hence, in dual transceivers based FCBS, since both co-channel microwave and 

mmWave bands exist, the aggregate capacity is given by 
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dfccccdf                                                                                                (6.1)  

Let cpx  denote the percentage of C-plane traffic in CUCA. Table 6.1 shows the 

C-/U-plane traffic served by all FCBS architectures (in Figure 6.1) for CUCA and 

CUSA. According to [60], the total control overhead includes 10% for S1 signaling, 

4% for handover, and a certain parentage for management signaling. Hence, we assume 

cpx  = 0.25 as an example. Since cpx  simply scales the C-/U-plane traffic capacity, 

considering a different value will not change capacity trends. 

 

Table 6.1: C-plane and U-plane traffic served by a FCBS. 

FCBS 

Architecture 

Frequency 

MCBS : FCBS 

U-plane 

traffic 

C-plane 

traffic 

C-/U-plane 

traffic 

 

CUCA 

 

cccc ff :   
cccpx 1  cccpx   

cc   

dfcc ff :   
dfcpx 1  dfcpx   df  

 

 

CUSA 

cccc ff :  cc  - 
cc   

dfcc ff :  df  - 
df  

dfcccc fff :  df  
cc  ccdf  

 

Default simulation parameters and assumptions used for system level 

simulation are followed from Table B.1 and Table B.4 in Appendix B. For performance 

comparison of different FCBS architectures, we focus on only one FCBS since 

considering many will not alter the evaluation.  Figure 6.3 shows C-plane traffic and 

U-plane traffic capacity of FCBS architectures shown in Figure 6.1. From Figure 6.3, 

it can be found that CUSA outperforms CUCA for the single transceiver based FCBS 

operating either at co-channel microwave or mmWave frequencies in terms of effective 

(i.e., U-plane) user data transmission capacity. This is because of the fact that in CUCA, 

a certain number of RBs defined by cpx  needs to be allocated to serve C-plane traffic. 

However, in CUSA, C-plane traffic is served by the MCBS so that all RBs of a FCBS 

can be allocated to serve U-plane traffic, and hence more user data can be served in 

CUSA than that in CUCA. Certainly in CUSA, the MCBS needs to allocate resources 

to serve C-plane traffic of the FU, which results in decreasing MUs’ data capacity. 
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However, since most data traffic originate in indoors, and FUs are in more close in-

distance from its sFCBS than that of a MU from its serving MCBS, the overall network 

capacity should increase because of less path loss that cause to improve the received 

signal quality at the FU.  

Further in CUSA, for dual transceivers based FCBS, though U-plane traffic 

capacity is the same, the overall C-/U-plane traffic capacity is much higher than that of 

a single transceiver based FCBS. Also, implementing a separate transceiver results in 

freeing resources at the MCBS for serving C-plane traffic of the FU as in the case of a 

single transceiver based FCBS such that more resources can be allocated to MUs to 

increase their data rate and to carry more MU data traffic by the MCBS.  

 

 

Figure 6.3: C-/U-plane traffic capacity performances of FCBS architectures in Figure 

6.1. 

 

6.4 Features of FCBS architectures 

 

The major strength of operating a FCBS in CUCA is reduced or no control 

signaling overhead for the C-/U-plane cooperation, however it suffers from providing 

a high data rate in indoor areas. Whereas in CUSA, a FCBS experiences opposite 

features to that in CUCA, i.e. though a FCBS can address a high data rate in indoor 

areas, it suffers from generating a huge C-/U-plane cooperation control signaling 
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overhead, particularly for a single transceiver based FCBS. In Table 6.2, in addition to 

the strength and weakness, we also discuss other features, e.g. viability challenge and 

open research issue, of FCBS architectures shown in Figure 6.1. 

 

Table 6.2: Features of various FCBS architectures. 

Feature CUCA CUSA 

 

 

 

 

Strength 

and 

weakness  

 

Resource utilization is low  Resource allocation is maximum 

for dual transceiver based FCBS  

Low U-plane data traffic 

capacity  

High, since all resources can be 

allocated to serve U-plane traffic  

No cooperation between 

MCBS and FCBS is not needed 

for C-plane traffic  

Cooperation between MCBS and 

FCBS are a must for C-plane 

traffic to make aligned with U-

plane traffic     

MCBS and FCBS transmit 

powers are always on for a 

single transceiver based FCBS 

Transmit power of MCBS is 

always on, whereas transmit 

power of U-plane transceiver of a 

FCBS is switched on based on FU 

generated traffic request  

 

 

Viability  

challenge 

Network operation and 

management is complex 

because of the coupled C-/U-

plane 

Signaling network is complicated 

when different BSs are used for 

splitting the C-/U-plane 

SC densification is challenging 

because of issues, e.g. complex 

interference and  mobility 

managements 

FC discovery and wake up 

mechanisms is complex for an 

off-state of transmit power  

 

Open 

research 

issue 

Scaling of SC densification 

with a growing traffic demand, 

increasing per user data rate, 

and simplifying  network 

operation and management   

Simple control signaling network, 

FCBS discovery and wake up, UE 

association, and handover 

mechanisms. For dual transceiver 

based FCBS, integration and 

simultaneous operation of dual 

bands as well as dual band 

transceiver design    

 

6.5 Summary  

 

In this chapter, we present various FCBS architectures depending on the number 

of transceivers and their operating frequencies existing in a FCBS in order to serve the 
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C-/U-plane indoor traffic in both CUCA and CUSA for 5G mobile networks. We carry 

out an evaluation of capacity performances of a number of FCBS architectures for C-

plane, U-plane and an aggregate C-/U-plane traffic with an extensive system level 

simulation of a multi-tier network, which consists of a MCBS and several outdoor 

PCBSs and indoor FCBSs. We consider a single transceiver and dual transceivers based 

FCBS architectures. A single transceiver based FCBS can operate either at the co-

channel microwave band or at an mmWave band. However, dual transceivers based 

FCBS operates at both bands. The simulation results suggest that for a single transceiver 

based FCBS, CUSA outperforms CUCA in terms of the effective user data transmission 

capacity, and dual transceivers based FCBS can serve more aggregate C-/U-plane 

traffic than a single transceiver based FCBS. Finally, we highlight several strengths and 

weaknesses, challenges, and open research issues associated with CUCA and CUSA 

for both single and dual transceivers based FCBSs. Because SCs are considered as the 

major enabler of 5G, findings of this chapter can help network operators and vendors 

provide insights to understand relative performance capability of various FCBS 

architectures for serving the C-/U-plane traffic to address the high data rate demand in 

indoor environments.   

 

 

 

 

 

 

 

 



 

 

CHAPTER 7 

CENTRALIZED 3D RADIO RESOURCE ALLOCATION 

FOR CONTROL-/USER-PLANE SPLIT 

ARCHITECTURE 

 

In this chapter, we propose a centralized allocation and scheduling strategy for 

3D radio resources (namely, time, frequency, and power) for a multi-tier C-/U-plane 

split architecture by considering schedulers of all BSs located at a central station. We 

consider a fully blank subframe (FBS) based eICIC to split completely the C-/U-plane 

such that C-plane can be served only by the MCBS and U-plane by each UE’s 

respective BS. The system bandwidth is reused in FCBSs, and frequency resources are 

allocated orthogonally per tier basis. We propose a simple FCBS power control 

mechanism by modeling a FCBS’s on-state and off-state power as on and off traffic 

source model, and derive an optimal value of average activation factor (AAF) of any 

FCBSs per FBS pattern period to trade-off its serving capacity and transmit power 

saving. 

 

7.1 Introduction 

 

Radio resource allocation and scheduling plays a crucial role on achievable 

capacity, spectral efficiency and energy efficiency of cellular networks. Providing a 

high data rate service demand and network capacity, supporting a large traffic volume, 

and achieving a high spectral and energy efficiencies of 5G cellular, necessitate the 

development of an effective radio resource allocation and scheduling strategy for the 

major 3D radio resources, namely time, frequency, and transmit power due to their 

limited availability. Though most existing researches addressed either 1-dimensional or 

2-dimensional radio resources of these three in decentralized network architectures, a 

number of researches addressed 3D radio resource allocation and scheduling by now, 
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e.g. [146] for wireless mesh networks, [147] for low-medium-altitude platforms based 

WiMAX networks, and  [148], for an orthogonal frequency-division multiple access 

(OFDMA) FC and MC based network. However, decentralized architectures lead to 

scaling SCBSs with the number of UEs and amount of traffic volume, which causes 

such architectures to suffer from a number of pitfalls, e.g. increase in network 

operational expense and severe inter-cell interference. Hence, the idea of centralized 

cellular architecture has come into being [149]. Numerous proposals on centralized 

wireless networks exist in literature, e.g. cloud radio access network architecture [56], 

wireless network cloud [150], and LightRadio [151], which are based on decoupling 

radio frequency and baseband processing tasks from physical nodes and shifting them 

to a centralized location. Authors in [149] also proposed a super BS based centralized 

architecture for 5G where the global centralized resource management center allocates 

resources to virtual BSs. Recently, software defined networking has been considered as 

an effective centralized resource management for 5G [152-153].  

Besides, because of an expected ultra-densification of SCs in 5G, extensive 

researches on SC energy efficiency have been ongoing, e.g. an energy efficient SC 

activation mechanism to reduce network energy consumption in [154], a tradeoff 

between energy consumption and throughput by considering SCBSs with several 

power-saving modes in [155], and a study on SCBS on and off operation to enhance 

energy efficiency in [156], have been addressed. In contrast to traditional CUCAs, 

CUSAs, also termed as device centric networks [95], have been considered as a 

potential solution for 5G, and an extensive researches is ongoing on CUSA [7, 9] either 

by considering to route C-plane traffic of a SC with the SCBS itself or the MCBS  [7, 

9].  

So far, we exploit frequency and time resource allocation and scheduling. Since 

the transmit powers of SCBSs have a significant impact on the overall network 

interference phenomenon and energy efficiency, we propose a centralized allocation 

and scheduling strategy for 3D radio resources (namely, time, frequency, and power) 

for a multi-tier C-/U-plane split architecture by considering schedulers of all BSs 

located at a central station. We consider a multi-tier network comprises of a MCBS and 

a number of outdoor PCBSs as well as indoor FCBSs deployed within a multi-storage 

building.  
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In contrast to the conventional ABS, we consider a FBS based eICIC to split 

completely the C-/U-plane such that C-plane can be served only by the MCBS and U-

plane by each UE’s respective BS. The system bandwidth is reused in FCBSs, and 

frequency resources are allocated orthogonally per tier basis. We propose a simple 

FCBS power control mechanism by modeling a FCBS’s on-state and off-state power as 

on and off traffic source model, and derive an optimal value of AAF of any FCBSs per 

FBS pattern period to trade-off its serving capacity and transmit power saving. With a 

system level simulation it is shown that the capacity of a FCBS increases whereas its 

power saving decreases linearly with an increase in its AAF because of serving 

increased traffic, and an optimal AAF of 0.5 for the capacity scaling factor 1  and 

greater than 0.5 for 1 is found.  

The chapter is organized as follows. In section 7.2, the proposed centralized 

radio resource allocation and scheduling is discussed. In section 7.3, the transmit power 

management and modelling of FCBSs are given. Section 7.4 includes radio resource 

allocation and scheduling and problem formation for evaluation. Simulation parameters 

and assumptions are given, and performance evaluations are carried out in section 7.5. 

We summarize the chapter in section 7.6.   

 

7.2 System architecture and operation of centralized radio resource 

allocation and scheduling 

 

For centralized radio resource allocation and scheduling, the radio resource 

allocation and scheduling of C-plane and U-plane traffic of all UEs is performed at a 

central station (Figure 7.1). The central station can be located either at the MCBS or 

within anywhere the MC coverage based on, e.g. the available backhaul capacity. U-

plane traffic of all UEs is served by the respective BS, i.e. outdoor and indoor MUs by 

the MCBS, offloaded MUs by PCBSs, and FUs by FCBSs. However, C-plane traffic of 

all UEs under its coverage is served only by the MCBS. For simplicity, we assume 

separate ideal backhauls from the central station to any BSs. U-plane traffic of all UEs 

are passed through the respective BS (i.e., FCBSs for FUs, the MCBS for both outdoor 

and indoor MUs, and PCBSs for offloaded MUs), then central station, mobile core, and 
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finally to external networks. However, C-plane traffic of all UEs are passed only 

through the MCBS, then to central station, mobile core, and finally to external 

networks. 
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Figure 7.1: System architecture for the proposed centralized radio resource allocation 

and scheduling. 

 

To serve U-plane traffic, we consider one proportional fair scheduler for all 

outdoor and indoor MUs, one for all offloaded MUs, and one for all FUs, and to serve 

C-plane traffic, one proportional fair scheduler for all UEs is considered. Unlike 

traditional decentralized CUSA [7, 9], the main advantage of centralized radio resource 

allocation and scheduling is that there is no need for exchanging control signaling 

between C-plane and U-plane BSs for synchronization, FCBSs’ power switching on 

and off, and SC discovery and wake up,  which result in reducing control signaling 

overhead and increasing user data traffic capacity.  
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7.3 FCBS power management and modeling  

 

7.3.1 FCBS power management 

 

We consider that FCBSs are not always active and switched on and off based 

on data traffic requests as shown in Figure 7.2, which is modeled as the on and off 

traffic source model. Switching on and off any FCBSs is governed by the respective 

scheduler at the central station. In the absence of any FU’s data request, the scheduler 

sends a power-off message to the corresponding FCBS to keep its power switched off 

until any next requests. In switching any FCBSs to on-state, a FU first sends a random 

access channel request to the MCBS in the UL. Assuming that a mechanism exists for 

selecting an appropriate FCBS by the MCBS, the MCBS then informs the 

corresponding FD scheduler, which schedules resources to the FCBS to which the FU 

may get connected with. The scheduler then sends a power-on message to the 

corresponding FCBS in the DL and creates necessary data bearers through that FCBS. 

The scheduler also informs the FU via the MCBS to create relevant RRC connections 

with the FCBS. After acknowledging the RRC connection complete message from the 

FCBS, the FU starts communicating via the FCBS to mobile core and then to external 

networks. 
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Figure 7.2: An illustration of power on and off scheme of a FCBS. 

 

7.3.2 FCBS power modeling  
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The 3GPP European Telecommunications Standards Institute traffic model for 

non-real time Internet data has three layers, namely session, packet call, and packets 

[157]. BSs need to be active at the upper most layers, i.e. session layer, while a UE is 

communicating through them. According to [157], sessions or call arrivals can be 

modeled as a Poisson process. For simplicity, we assume that a BS activity is directly 

proportional to the cumulative traffic activity from its UEs. Hence, a U-plane BS (i.e., 

FCBS) power on-state and off-state can be modeled as exponentially distributed 

continuous time Poisson process such that the amount of time any FCBSs spent on each 

state is exponentially distributed.  Since given the present state, the future state is 

independent of the past state, any FCBSs transmit power on and off states can be 

modeled as two state Markov chain as shown in Figure 7.3, where p denotes the power 

off-state to on-state transition rate, and  denotes the power on-state to off-state 

transition rate of any FCBSs.   

 

Off On 



p

 

Figure 7.3: Two-state on and off transmit power model for a FCBS. 

 

The randomness in switching any FCBS’s transmit power to on and off states 

can be modeled by the average duration of each state such that the average time at an 

on-state is given by 1  and at an off-state by p1 [158]. Hence the AAF, which is 

defined as the probability that any FCBSs is at the on-state, is given by       

         111state-onPr  p
   pp

                                     (7.1) 

Hence,            p1state-offPr                                                             (7.2) 

For a single FU per FCBS, because a FU also has two states (i.e., there is either 

a traffic request or not at all), the FU state diagram is the same as its FCBS’s on and off 

state diagram (Figure 7.3). Since we consider a single FU per FCBS, the average on 

and off state probabilities of any FCBSs transmit power are given by (7.1) and (7.2). 

Hence, for a particular duration of time Ts, the average on-state duration of any FCBSs 
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is given by sstateon Tt   , and off-state duration by   sstateoff Tt  1 . For evaluation, 

we consider an average value of probabilities given by (7.1) and (7.2) per FCBS per 

FBS pattern period (FPP) so that an average value is estimated in ratio of the number 

of TTIs per FPP per FCBS.   

 

7.3.3 Effect of FBS, switching and processing delay  

 

Let 
offon  denote an average aggregate delay per FPP T from switching on-

state to off-state of any FCBSs, whereas onoff  denote delay from switching off-state 

to on-state, for traffic request processing of any FU, e.g. discovery of any FCBSs. Let 

fbs  denote percentage duration of any FBSs, and s and ns denote percentage 

average durations of any in-progress active and in-active FU traffic respectively per 

FPP T. The average on and off state durations of any FCBSs can be given by 

  TTt offonsstateon   .                                                                      (7.3) 

     TTt offonsstateoff    11                                                       (7.4) 

Equivalently,   Tt fbsonoffnsstateoff     

Such that,      
stateoffstateon ttT      

 

7.4 Proposed radio resource allocation and scheduling and problem 

formation  

 

7.4.1 Radio resource allocation and scheduling  

 

We consider a FBS based eICIC to avoid transmitting any control signals, in 

contrast to a traditional ABS, in order to switch off the transmit power of a FCBS 

completely during an FBS. A static allocation of the number of FBSs per FPP, 

comprising 8 TTIs, by a TD scheduler at the central station is considered. A simple on 

and off transmit power management strategy is considered. The system bandwidth of 
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the MCBS is reused in FCs within the building, and like all MUs, the RB allocation to 

all FUs is also considered orthogonal. If a MU is within a building, the TD FBS based 

eICIC is applied to FCs to avoid co-channel interference between indoor MUs and FUs. 

All outdoor MUs are allowed to transmit data during FBSs as well as non-FBSs; 

however FUs are scheduled only during non-FBSs. Figure 7.4 shows an illustration of 

radio resource allocation and scheduling with respect to a FCBS. As can be seen, the 

transmit power of a FCBS has only two states, either zero or maximum, based on the 

FU traffic requests and other factors as shown in Figure 7.2.  

 

Frequency (MHz)

T
im

e 

(m
s)

 

P
o

w
e
r
 (

d
B

m
)

C-plane traffic of all UEs 

RB

180 

kHz

FB
S

T
T
I

U-plane traffic of offloaded MUs 

U-plane traffic of outdoor and indoor MUs 

U-plane traffic of the FU 

No U-plane traffic of the FU 

. .
 . 

 

. . .  

FPP 

0

8

5

9
10

FB
S

FCBS Transmit power (U-plane)

MCBS transmit power (U-plane)

MCBS transmit power (C-plane)

PCBS transmit power (U-plane)

 

Figure 7.4: An illustration of 3D radio resource allocation and scheduling concerning 

a FCBS. 

 

7.4.2 Problem formulation   

 

A. Multi-tier network model       
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Consider that there are M  RBs in the system bandwidth. All MUs are partitioned 

randomly into three disjoint subsets of outdoor MUs, indoor MUs, and offloaded MUs. 

Consider that all PCs have an equal number of offloaded MUs. Let 
iM denote the ratio 

of the number of indoor MUs. We consider a multi-storage building within which a 

number of FCBSs are deployed, and each FCBS serves one UE at any time. All UEs 

are distributed randomly and uniformly within their respective BS’s coverage in a 

realization, defined as a simulation run time.  

Let T denote simulation run time with the maximum time of Q (in time step 

each lasting 1 ms) such that T = {1, 2, 3, …, Q}. Let TFBS denote a set of FBS indices 

over all FPPs for Q TTIs, and TFPP denote the number of subframes per FPP such that 

TFBS   T and TFBS = {t: t = v.TFPP+nA; v = 0, 1, 2, …, Q/TFPP; nA = 1, …, TFBS} where 

TFBS = 1, 2, …, TFPP corresponds to FBS patterns fbs = 1/TFPP, 2/TFPP, …, TFPP/TFPP 

respectively. Let FBSt and FBSnont  denote respectively an FBS and a non-FBS such 

that FBSt TFBS and FBSnont T\TFBS.   

Let ton-state denote a set of subframes over all FPPs for T, and ton-state denote the 

number of subframes per FPP such that ton-state T. In general, ton-state is an integer 

random variable, which varies from one TFPP to another for Q TTIs and depends mainly 

on in-progress active UE traffic requests and characteristics over any TFPP.  

 

B. Capacity estimation 

   

The received SINR for a UE at RB i in TTI t at power p can be expressed as 

 
pitpitpitpitpit HInP ,,,,,,,,,, .)(                                                                       (7.5) 

where pitP ,, is the transmission power; pitn ,, is the noise power; pitI ,,  is the total 

interference signal power; and pitH ,, is the link loss for a link between a UE and a BS 

at RB i in TTI t at power p, which can be expressed in dB as 

  )()()(dB ,,,,,,,, pitpitpitFrtpit SSLSPLLGGH                                        (7.6)  
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where )( rt GG  and FL  are respectively the total antenna gain and connector loss, and

pitLS ,,
, 

pitSS ,,
, and pitPL ,, respectively denote shadowing effect, small-scale Rayleigh 

fading or Rician fading, and distance dependent path loss between a BS and a UE at 

RB i in TTI t at power p. Let   denote implementation loss factor. Using Shannon’s 

capacity formula, a link throughput at RB i in TTI t at power p in bps per Hz is given 

by [35, 89]  

     
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Using (7.3), the aggregate average capacity of FCBSs is given by 

  
 


Q

t

M

i

pitpitsFC

1 1

,,,,                                                                                     (7.8) 

where  
pitpit ,,,,   denotes the throughput response of all FUs in t ton-state over M RBs. 

The total system capacity is given by 

 
 


Q

t

M

i

pitpitS

1 1

,,,,                                                                                      (7.9)  

where and  are responses of all MUs in tTFBS, outdoor and offloaded MUs in t

T\TFBS, and all FUs in t ton-state.      

 

C. Power saving and optimal value of AAF   

 

Using (7.3) and (7.4), the power saving factor of any FCBSs can be given by 

the average on-state and off-state durations as follows:  

 
stateoffstateonstateoff ttt      

     11 TT                                                                                (7.10) 

Hence, percentage power saving,   1001%                                                (7.11) 

Since both the capacity and power saving factor of any FCBSs are proportional 

to AAF, an optimal value of AAF (OAF) that can trade-off these demands can be 
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defined as its corresponding value of a point where the capacity and power saving 

responses are equal so that the optimization problem can be formulated as follows: 

  0subject to

maximize

max,  FCFC 


   

where 
max,FC  denotes the maximum capacity of FUs in tT over M RBs.   

From (7.7), since FC is a function of link quality irrespective of the value of

s , 
max,FC  can be defined and fixed in prior as a system parameter by setting the 

value of the average link quality of FU lq  based on, e.g. the operating band of FCBSs. 

The solution of this problem for s   and the capacity scaling factor 1  is given 

by  

 max,

* 1 FCFC    

            11  

                 21                                                                                                               ■ 

 

Proof 7.1: From (7.7),  

  lqsFC MQ  max,
 

Applying the constraint, max,FCFC    

 max,1 FCFC                                                                                  (7.12)                  

From (7.3), offons    

Assuming 
offons  such that s   

From (7.7), FC  can be expressed in terms of max,FC such that 

 max,FCFC     

where  is the capacity scaling factor, 10  . Further from (7.12), 

  
max,max,

** 1 FCFC    

 ** 1    
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   11*   

For 1 , 21*                                                                                             (7.13)     ■                                                                             

 

7.5 Performance evaluation  

 

Table B.5 and Table B.9 in Appendix B show default simulation parameters and 

assumptions used for performance evaluation. For simplicity in evaluation, because of 

considering the average probability of each factor over an FPP, we consider one FCBS 

for performance evaluation. However, this will not affect the performance trends as 

indoor channels are less susceptible to Doppler Effect and delay spread because of less 

movement of objects and small coverage of a FC. We define
max,FC  as the average sum 

throughputs of FUs in tT over M RBs per realization. Since we consider one 

realization per FBS, 1 . From Figure 7.5, it can be found that the capacity of a FC 

increases linearly with an increase in its AAF ( s  ). The maximum capacity of FC 

attains when it serves over all TTIs of FPP, which is possible only if there is no  

 

 

Figure 7.5: Capacity versus AAF. 
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existence of MU within the building such that the FCBS can transmit in all TTIs of a 

FPP. As shown in Figure 7.5, the overall system capacity of all UEs is shown for FBS 

= 1. This is because of the fact that, irrespective of the number of FBSs per FPP, the 

aggregate capacity of all MUs does not change considerably as shown in Figure 7.6. 

Hence, the system capacity shows also a linear response and increases with an increase 

in AAF. Also, the number of FBSs per FPP has a negligible impact on the aggregate 

capacity of all MUs (Figure 7.6), however has a significant impact on the capacity of 

FCBS (Figure 7.5). Note that the switching delay from the FCBS’s power on and off 

operation and the UE traffic request processing delay from exchanging control 

signaling between the MCBS and the FCBS influence greatly the capacity of FCBS, 

particularly in indoor regions where the movement of UEs is very frequent that causes 

to originate a large number of UE traffic requests with the FCBS. All these effects are 

captured in Figure 7.5 by varying the AAF from 0 (always off) to 1 (always on) over 

an FPP to show how the FCBS capacity varies with a change in environments.  

 

 

Figure 7.6: Capacity of MUs versus FBS. 

 

In Figure 7.7, the transmit power saving response of the FCBS is shown. As 

expected, the transmit power saving decreases with an increase in AAF. This calls for 
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a trade-off between the high capacity and the high power saving demands of a FCBS. 

We address this issue by deriving an OAF in (7.13). As shown in Figure 7.7, the OAF 

is about 0.5, which complies with the derived OAF in (7.13). Hence, an optimization 

of the capacity and energy efficiency of FCBSs can be achieved when each FCBS has 

on an average an equal or near equal on-state and off-state durations subject to 1 . 

For 1 , the slope of FC capacity (Figure 7.7) decreases, which results in an obvious 

increase in the value of OAF from 0.5 in order to compensate the FC capacity 

corresponding to the amount of decrease of the slope from that of 
max,FC . 

 

 

Figure 7.7: FC capacity and transmit power saving and OAF versus AAF. 

 

7.6 Summary  

 

In this chapter, we propose a centralized 3D radio resources, namely time, 

frequency and power, allocation and scheduling strategy for a multi-tier CUSA. 

Centralized scheduling is performed by considering schedulers of all BSs located at a 

central station. The multi-tier network consists of a MCBS and a number outdoor 

PCBSs and indoor FCBSs deployed in a multi-storage building. The system bandwidth 

is reused in FCBSs. We propose a FBS based eICIC to split completely the C-/U-plane 

and to avoid cross-tier interference. Co-tier interference is avoided by allocating 
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frequency resources orthogonally in each tier. The transmit power of any FCBSs is 

controlled by proposing a simple power control mechanism, modeled its on-state and 

off-state as conventional on and off traffic source model. We also derive an OAF over 

a FPP to trade-off the FCBS capacity and power saving. With a system level simulation, 

we show that both the capacity of a FCBS and overall system increase, whereas the 

transmit power saving of the FCBS decreases linearly with an increase in AAF. Further, 

an OAF of 0.5 for 1 , and greater than 0.5 for 1 , is found. This contribution will 

give operators insights on scheduling time, frequency, and power centrally in SCs to 

address the demands of high indoor capacity and energy efficiency of 5G networks.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

CHAPTER 8 

RECOMMENDED FURTHER STUDY: CONCEPT AND 

PRELIMINARY RESEARCH OUTCOME 

 

In this chapter, future research directions of the dissertation mainly on the C-

/U-plane split architecture based device-centric network for 5G are discussed. A FC 

clustering approach and static resource reuse and allocation in 3D multi-floor buildings 

are proposed. The FC clustering approach follows the same as in resource reuse strategy 

2 in Chapter 4. However, to reuse resources per cluster, we describe a number of static 

resource allocation options and propose an algorithm that takes adjacent channel 

interference into account when allocating resources in FCBSs within a cluster for the 

resource reuse strategy 1. We evaluate the algorithm for a single floor of a multi-floor 

building. A number of recommended studies in terms of concepts and preliminary 

outcomes are discussed and projected approaches are mentioned. Finally, a C-RAN 

enabled C-/U-plane split architecture based device-centric network for centralized 

resource allocation in 3D in-building scenario to address the high capacity and spectral 

efficiency requirements of 5G networks is proposed for further studies.       

 

8.1 Recommended study 01: alternative SCBS architectures  

 

8.1.1 Recommended research proposal  

 

In Chapter 6, as preliminary study we present numerous SCBS architectures 

based on the number of transceivers and operating frequency bands existing in a FCBS 

for serving the C-/U-plane traffic in indoor environments under both CUCA and CUSA 

and evaluate their performances for C-/U-plane traffic capacities. Since there are other 

aspects than the number of transceivers and operating frequency bands, namely control 

signaling network overhead for the C-/U-plane BSs, UE association procedure, and 
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SCBS discovery, wake-up, and transmit power control mechanisms, that can be 

explored for SCBS architectural alternatives, a deep understanding on these issues will 

be an effective future research direction in order to address demands of 5G networks, 

particularly for indoor environments.   

 

8.2 Recommended study 02: FC clustering and static resource reuse and 

allocation in 3D multi-floor buildings   

 

8.2.1 Recommended research proposal  

  

In Chapter 4, though we have proposed two resource reuse strategies for 3D 

multi-floor buildings, only resource reuse strategy 2 have been evaluated. As part of 

further studies, the resource reuse strategy 1 can be evaluated.  

 

8.2.2 Preliminary research progress    

 

As part of preliminary works, we address in the following the resource reuse 

strategy 1 in detail. The FC clustering approach follows the same as in strategy 2 in 

Chapter 4. However to reuse resources per cluster, we describe a number of static 

resource allocation options and propose an algorithm that takes adjacent channel 

interference into account when allocating RB resources in FCBSs within a cluster for 

strategy 1. We evaluate the algorithm primarily for a single floor scenario and consider 

carrying out an evaluation of it for the 3D building as part of further studies.  

 

A. FC clustering approach for resource reuse strategy 1    

 

Clusters of FCBSs are formed based on RoEs constrained by, e.g. link 

interference, spectral efficiency, and capacity, in both intra-and inter-floor levels as 

shown in Figure 8.1. Hence, with a change in the constraint type and value, the size of 

a cluster varies. All clusters within a 3D multi-floor building have the same size, i.e. 
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the number of FCBSs per cluster for a given constraint is the same. However, the size 

of each cluster in different buildings may vary with different types and values of any 

constraints. In CUCA, since the whole system bandwidth can be reused in FCBSs 

within each cluster, the capacity and spectral efficiency increase with a decrease in 

cluster size for a given system bandwidth. The RB resource allocation to each FCBS 

within a RoE is static, i.e. resources allocated to FCBS r of cluster cl, clrS ,  can only be 

allocated to FCBS r of neighboring cluster (cl+nc), 
cnclrS , where nc = 1, 2, 3… as shown 

in Figure 8.1.   

 

1f2f
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frequency    1f
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Total system bandwidth
 

Figure 8.1: Resource reuse strategy 1 and formation of clusters of FCBS (intra-floor 

level). 

  

B. Resource reuse strategies  

 

The whole system bandwidth is reused in each RoE as shown in Figure 8.1 

following a static frequency allocation scheme to avoid co-channel interference, e.g. 

each FCBS is allocated to the same amount of frequency, such that all FCBSs in any 

clusters are cFCBSs with respect to neighboring clusters. Since each FCBS serves its 

own FU, and all FCBSs within a cluster are allocated by an orthogonal frequency 

allocation, this static resource allocation is analogous to coordinated scheduling CoMP. 
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The resource schedulers for strategy 1 can be implemented either jointly where all 

FCBSs in a building can be scheduled by a single FD scheduler or disjointly where 

FCBSs within each RoE are scheduled by a separate FD scheduler.  

Because of the static RB allocation, reuse of RBs becomes dependent on the 

deployment of FCBSs within any RoEs. This is because reused RBs may be wasted 

from an absence of any FCBSs within any RoEs such that a certain number of RBs may 

have already been defined for the absent FCBS and not been possible to reallocate to 

other FCBSs of neighboring RoEs because of causing co-channel interference. 

However, since all FCBSs in all RoEs gain advantage from the link capacity constraint 

enforced by an optimizer, the overall capacity gain from such static resource reuse 

strategy is expected to be higher than that of the resource reuse strategy 2 proposed in 

Chapter 4. 

 

C. Static resource allocation 

 

RB resources are allocated equally to each FCBS within a cluster, and the same 

set of RBs is reused to each cluster. The set of RB indices allocated to any FCBSs is 

fixed and does not change from one cluster to another. Hence, the same regular pattern 

of RB indices is followed in allocating RBs to FCBSs in each cluster (Figure 8.1).  

For co-channel deployment of the MCBS and FCBSs, in CUCA, a certain 

percentage of, e.g. mr RBs, the total number of RBs is kept reserved for the C-plane of 

all UEs, and the remaining (M-mr) RBs are allocated following the proposed ORPA or 

CRPA interference mechanism to FUs per cluster. For CUSA, let MC denote the number 

of RBs for the C-plane traffic of all UEs, and MiMU denote the number of RBs for the 

U-plane traffic of all indoor MUs. Then the number of RBs that can be reused in FCBSs 

per cluster is MUFC = M-(MC+MiMU). MUFC RBs are reused in each cluster within a 

building. However, when both the MCBS and FCBSs operate at different frequencies, 

the whole system bandwidth for FCBSs can be reused in each cluster under both CUCA 

and CUSA such that MUFC = M. 

For multiple band co-channel deployment of FCBSs, CUCA is not applicable 

for this scenario. Let Mfcbs and Mmcbs denote respectively the high frequency band for 
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FCBSs only and co-channel low frequency band for both MCBS and FCBSs. For 

CUSA, MUFC = Mfcbs for the U-plane traffic in all TTIs, and MUFC = Mmcbs for the C-

plane traffic of FCBSs in )1(  TTIs per ABS pattern period.  

 

D. Proposed static RB allocation algorithm for resource reuse strategy 1 

 

Since the minimum constraints must be satisfied in both intra-and inter-floor 

level, the total system bandwidth must be divided first by the number of floors fl3DR 

within the RoE for inter-floor level constraint. Each equal number of RBs M is then 

allocated to FCBSs within any RoEs for intra-floor level constraint per RoE for inter-

floor level constraint. The proposed algorithm (Algorithm 8.1) is given in the following 

and explained with an example (Example 8.1).     

  

Example 8.1: Let MT = 48 and  fl3DR = 3, clintra = 4, and flT = 15. 

 

Step 1: 16348 M , i.e. each inter-floor level cluster has 16 FCBSs.  

Step 2:  16,,1 RBm  and 82 M is an integer. Hence,  

 8,7,6,5,4,3,2,1g  

 16,15,14,13,12,11,10,9j   

Step 3: for M = 16, 4diagn .   

Step 4:     Myn
y

ycl  



1612324424

3

1
 

Step 5: Total number of orthogonal sets of RB 7142 orthm  

Step 6: The sets g  and j  then include consecutive RB indices of the values:  

 

  RBs82,4,2

RBs81,3,3,1





j

g
 

And RB indices as follows:  

        
      16,15,14,13,12,11,10,9

8,7,6,5,4,3,2,1





j

g
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Algorithm 8.1: Non-adjacent channel interference avoided static radio resource 

allocation in FCLs in 3D multi-floor buildings.    

Step 1: Divide the total number of RBs MT in the system bandwidth into fl3DR sets of 

consecutive RBs such that 
DRT flMM

3
  number of consecutive RBs are allocated and 

reused to each RoE (i.e., cluster) for any floors existing within the RoE defined by the 

number of floors fl3DR for inter-floor interference modeling (Figure 8.2(a)). 

Step 2: Now divide the total number of RBs M for any floors into two sets of 

consecutive RBs denoted as  g  and j  such that     jgmRB ,  and MmRB   . Let 

 MmRB ,,1   denote the set of RB indices such that (Figure 8.2(a)):  

 
integeran  is2if,

integer -non a is2if,1

Mjg

Mjg




  

And    
gxMg  2,,1 ;     MMMj ,,22,12     

where 1gx  for jg  , and 0gx  for jg  . 

Step 3: Find the value of the number of FCBSs along the diagonal of RoE diagn .  

Step 4: Estimate the total number of FCBSs in a cluster, i.e. RoE, given by the following 

expression for intra-floor modeling:  





)1(

1
2

diagny

y diagdiagcl ynnn  

Step 5: Estimate the total number of orthogonal set of RBs RBm , which can be found 

by the following expression:   121  diagdiagdiagorth nnnm  

Step 6: Form the orthogonal set of RBs orthm  such that   g  and j  include consecutive 

RB indices of the values as follows (Figure 8.2(b)) 

 
 2,4,6,,4,2,,,6,4,2

1,3,5,,5,3,1,,5,3,1





diagdiagdiag

diagdiagdiag

nnnj

nnng
  

where each value represents the number of consecutive RB indices. 

Step 7: Now allocate consecutive subsets of RB indices to FCBSs alternatively starting 

from the set  g  to  j  and then back to g  to  j  and so on until the last subset of 

either   g  or j  reaches (Figure 8.2(c)). RB indices are allocated to FCBSs starting 

from the lower triangle heading towards the diagonal and then to the upper triangle of 

the square RoE so that adjacent RB indices of the system bandwidth are not allocated 

to contiguous FCBSs in order to avoid adjacent channel interference. All these steps 

are explained with an example in the following for an easy of understanding the 

algorithm. Note that all clusters in a multi-floor building are RB allocated to FCBSs 

following the same and fixed pattern as explained above.        

Step 8: Since the total number of RBs in the system bandwidth MT is reused in all floors 

per RoE (inter-floor level) with M RBs per floor, and each floor has the same number 

of FCBSs, the number of times MT is reused per 3D RoE can simply be found by the 

number of RoEs per floor (intra-floor level) clintra. Hence, the total number of times MT  

(continued) 
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(continued) 

is reused per building can be found by dividing the total number of floors in a building 

flT by the number of floors per 3D RoE fl3DR. Note that with 3D RoE, we define the RoE 

that satisfies both intra-floor and inter-floor interference constraints. So, the resource 

reuse factor can be given by   raDRT clflfl int3  . 

 

Step 7: Allocate consecutive subsets of RB indices to FCBSs alternatively starting from 

set  g  to  j  in order to avoid adjacent RB interference. 

Note that in intra-floor level (Figure 8.2(c)), there is no contiguous RB indices 

allocated to FCBSs next to one another except those FCBSs at the edge point along the 

diagonal of each apartment. However, such effect is negligible as compared to the non-

adjacent RB allocations around each side of each square apartment.  

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . . .17 47 4832 33. . .

1 - 16 17 - 32 33 - 48

for fl= 1

MT

M for fl=2 M for fl=3M

for all 3 floors 

RBs per RoE 

(intra-floor level)

RBs per RoE 

(inter-floor level)

 

(a) 

g= {{1},  {2,3,4},  {5,6,7},   {8}}

j= {{9,10}, {11,12,13,14}, {15,16}}
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1 2 3
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3
2

1

(b) (c)

Diagonal 

Lower 
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Figure 8.2: Static RB resource allocation to FCBSs with adjacent channel interference 

avoidance: (a) for TM  = 48 inter-floor level, (b)-(c) for M  = 16 for intra-floor level. 

 

Step 8: Resource reuse factor   raDRT clflfl int3    204315  . Hence, 

spectral efficiency can be improved by about 20 times.  
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E. Performance evaluation   

  

In the following, FC clustering, resource reuse and allocation for 2D intra-floor 

scenario under CUCA are discussed and evaluated. As shown in Figure 8.1, following 

a static RB allocation to avoid co-channel interference, the whole system bandwidth is 

reused in each RoE for 2D intra-floor modeling such that all FCBSs in RoE are cFCBSs 

with respect to neighboring clusters. We consider an interference constraint to define 

the RoE. RBs are allocated equally to each FCBS within a cluster, and the same set of 

RBs is reused to each cluster. The set of RB indices allocated to any FCBSs is fixed 

and does not change from one cluster to another such that the same pattern of RB indices 

is followed in assigning RBs per cluster (Figure 8.1). Because of considering any single 

floors within the building, step 1 in 3D building scenario as described is not needed.  

We consider the same multi-tier network as in Chapter 4 in section 4.5.1 and its 

mathematical model in section 4.5.2(A) for evaluation. To define the RoE, a FU is 

considered to locate at the farthest radial distance from its sFCBS for the worst-case 

analysis, and all FCBSs of a single floor of the building are considered for performance 

evaluation.  

Let FCU  denote the number of FCBSs per cluster, and FCM  denote an equal 

number of RBs per FCBS per cluster such that FCFC MUM  . Let thr corresponds to

thr denote the required link spectral efficiency between sFU and sFCBS within a 

cluster such that the required capacity constraint for each FCBS can be given by

thrFCcthr M  , . Hence, the aggregate capacity from reusing M  RBs per cluster on a 

floor for Q TTIs can be given by  

 thrFCFCcthrFCclFC MUU   ,,                                                     (8.1) 

For all clusters on a floor  

  thrFCFCallFC MU  ,                                                                   (8.2)                                                       

Following (C.5) in Appendix C, the aggregate capacity of all MUs can be given by 

   


Q

t

M

i ititMC 1 1 ,,                                                                             (8.3) 
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where  and  are responses over M  RBs of only indoor MUs in tTABS and all 

outdoor and offloaded MUs in tT.  Since during an ABS, no FCBSs can transmit data 

signal, the aggregate capacity of FUs for on a floor for any is given by  

  allFCflFC ,, 1                                                                                         (8.4) 

Hence, the overall system capacity of the multi-tier network over M RBs for Q TTIs 

can be expressed as the sum throughput of all UEs as follows   

flFCMCT ,                                                                                              (8.5) 

The default simulation parameters and assumptions used for the system level 

simulation are listed in Table B.5 and Table B.8 in Appendix B. From (4.8) in Chapter 

4, it can be found that 
*d is independent of the number of reused RBs per FCBS, and 

any number of RBs can be reused in FCBSs which are located at distances at least 

*dd   from one another. A key observation from (4.8) in Chapter 4 is that the 

aggregate interference at sFU is inversely related to 
*d such that by allowing an 

increase in thr , 
*d between cFCBSs (Figure 8.3), and hence the RoE can be reduced 

such that more reuse of resources can be obtained. Figures 8.4 and 8.5 show the 

outperformance of the proposed FC clustering and frequency reuse in FCBSs of each 

cluster on a floor with 25 FCBSs. For 1.0thr , 5443.21* trad m is needed. Hence, 

to enforce
*

trad , up to tier-2 from any FCBSs is to be considered as RoE such that no 

RBs can be reused in any FCBSs located up to tier-2 around any FCBSs (Figure 8.1).  

Hence for a floor with 25 FCBSs, the maximum number of 4 clusters, of which one 

consists of a complete set of 9 FCBSs while each of the remaining three consists of a 

subset of FCBSs of the complete set, can be formed such that the system bandwidth can 

be reused about 2.78 times in all 25 FCBSs on the floor. Since both the capacity and 

spectral efficiency vary directly in proportion to the system bandwidth, the FC capacity 

and spectral efficiency with the proposed technique can be improved by almost the 

same factor of 2.78 as compared to the conventional ABS based eICIC as shown in 

Figures 8.4 and 8.5. Also because of better channel conditions of FUs, most of the 

capacity of the overall system is contributed by FUs.  
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Figure 8.3: Minimum distance versus normalized interference power. 

 

 

Figure 8.4: Capacity response for the cluster size = 9. 

 

 

Figure 8.5: Spectral efficiency response for the cluster size = 9. 
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8.3 Recommended study 03: SCBS transmit power management for multi-

user case   

 

8.3.1 Recommended research proposal 

 

In Chapter 7, the modeling of transmit power of FCBSs considers one UE per 

FCBS such that the explanation for modeling transmit power of FCBSs can be applied 

directly to find the value of on-state and off-state duration of a FCBS using on and off 

traffic source model. This is because of the fact that a UE has also two states, i.e. either 

there is a UE traffic request or not to its associated FCBS. However, in case of multiple 

users per FCBS, finding the value of on-state and off-state duration is not immediate 

since there exists more than one UE, and the FCBS may have to be active with an 

activity factor of 100% at the extreme case, which can be considered for further studies.  

 

8.3.2 Preliminary research progress  

 

In the following, as part of preliminary works toward this direction, a general 

and simple way to derive on-state and off-state probabilities of a FCBS for multi-user 

per FCBS scenario is given by estimating the probability of no in-progress UE traffic 

request such that the probability of off-state can be given by   

   01state-off pP    

Similarly, the probability of on-state is given by    

       sNpppP  ,,21state-on  

where        sNpppp ,,2,1,0   represent the state probabilities for i = 0, 1, 2, …, Ns. 

Ns is the number of users with in-progress traffic with a FCBS. The values of these 

probabilities can be found using the Birth-Death process as follows. 

Consider that there are Ms users per FCBS of which Ns users have in-progress 

traffic with a FCBS at any time t. Let 
sN and

sN denote the birth rate and death rate 

respectively. Then, the followings hold. 
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 

otherwise,0

0,



 ssssN MNNM
s


 

  sN N
s

 

The probabilities for any arbitrary Ns (Figure 8.6) can be given by  

       





1

0
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sN

i

ss iiMpNp   

       
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Figure 8.6: Occupancy state diagram of a FCBS. 

 

But     



s

s

M

N

sNp
0

1 

Such that     sM
p  110  

Hence,       sM
pP  110state-off                                                                (8.6) 

            sM
pP  11101 state-on                                                     (8.7) 

Also,  
s

s
MN

s

s

s
N

M
Np 



































1   

The above model, as an extension to the single user case in Chapter 7, can be 

evaluated for further studies.     

 

8.4 Recommended study 04: CoMP enabled SCBS transmit power 

modeling    
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8.4.1 Recommended research proposal  

 

When energy efficiency is concerned, FCBSs in a RoE (Chapter 6 for multi-

floor building) with no active traffic request can be muted for transmission by switching 

the transmit power off. However, when spectral efficiency is concerned, to overcome 

wastage of resources, we can consider cooperative or opportunistic resource allocation 

such that neighboring FCBSs in a RoE with no active traffic request can form a CoMP 

set to increase the signal strength of a neighboring FCBS with active traffic requests. A 

FCBS (U-plane BS) can monitor in every certain amount of TTIs to detect if there is 

any UE traffic request within its coverage. The UE can also be synchronized with the 

on and off cycle of the FCBS such that it can measure the RSSIs of all U-plane FCBSs 

around it and inform the scheduler about the inactive FCBSs to form a suitable 

cooperating set of U-plane BSs for joint transmission CoMP. Hence, an algorithm to 

tradeoff both spectral efficiency and energy efficiency can be developed. One way to 

address this issue is to transmit data by neighboring FCBSs in a CoMP set at reduced 

power. This trade-off can be explored as further studies.   

Hence, based on whether or not joint transmission CoMP during transmit power 

off mode is considered, two schemes can be proposed. In Chapter 6, the scheme without 

exploiting joint transmission CoMP during power off mode has been discussed. In what 

follows, we propose a scheme that exploit joint transmission CoMP during power off 

mode, and can be evaluated as further studies. According to [158], for a traffic service, 

there is some unused (off) time between their transmitted packets which may be used 

for other services. We explore this study at the connection level, i.e. UE traffic request, 

rather than packet level such that during off time, inactive FCBSs can serve other active 

FCBSs using joint transmission CoMP as described in the following as part of 

preliminary research progress. 

 

8.4.2 Preliminary research progress  

 

A. Statistical multiplexing/opportunistic scheduling  
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As explained, we consider cooperative or opportunistic resource allocation such 

that neighboring FCBSs in a RoE with no active traffic request can form a CoMP set. 

All FCBSs in a CoMP set transmit the same data to a sFU which literally also termed 

as joint transmission CoMP. In other words, we exploit networked or cooperative 

MIMO to serve a FU by multiple FCBSs forming a cooperating set within a cluster. 

The main essence behind adopting C-RAN is to gain from cooperating among a number 

of BSs for sharing resources, which we exploit here instead by cooperating among a set 

of FCBSs transmitting the same data to a FU at different frequency such that the signal 

strength and hence the capacity improve from multi-point transmissions (i.e., diversity 

gain or statistical multiplexing gain as shown in Figure 8.7) and is given by 

     
ff nnBBB SINRlog1,,SINRlog1SINRlog1 2222121    (8.9) 

where 
fnBBB ,,, 21  denote bandwidths (sets of RB allocated to FCBSs by a static 

resource allocation strategy as explained before) of neighboring 1, 2, …, nf FCBSs 

respectively  in the cooperating set. Hence, by combining CoMP features on top of FC 

clustering based on RoE, an efficient resource usage can be achieved, which can be 

considered for further studies.  
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Figure 8.7: Joint transmission CoMP within a cluster. 
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B. Proposed algorithm for joint transmission CoMP 

 

When an on-state FCBS does not have any data to serve to its own serving UE, 

it switches from on-state to off-state to save power to improve energy efficiency 

(Chapter 7). However, if the demand is to enhance spectral efficiency or user 

throughput rather than energy efficiency, we propose an off-state FCBS to serve other 

neighbor UEs to increase their throughputs as shown in Figure 8.8. An off-state FCBS 

serves a UE of one of its nearest neighbor FCBSs. If there exist more than one UE, 

since the scheduler has all UEs’ CSI and traffic data rate demand u , the off-state FCBS 

is then informed by the scheduler to serve the UE with the maximum service data rate 

demand max,u . However, if all neighbor UEs have the same service data rate demand, 

the off-sate FCBS can serve any of the UEs by choosing randomly.  
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Figure 8.8: Proposed SCBS transmit power on and off mechanism with joint 

transmission CoMP. 

 

Note that once any off-state FCBS is chosen to serve any neighbor UEs, it 

continues to serve the same UE as long as either that UE’s transmission is finished or 

until there is a new request from its own serving UE. Hence, if any other neighbor UEs’ 

either CSI or data rate demand is higher than that of the one which has already been 

chosen by the off-state FCBS, it continues to serve the same UE in order to reduce 

control signaling overhead.  Note also that because of static allocation of frequency 

resources per FCBS and regular square-grid pattern per cluster, the scheduler has the 

knowledge of physical cell identity of each FCBS and its location within the cluster to 

determine and inform any off-state FCBSs. The proposed algorithm for the joint 

transmission CoMP is given in Algorithm 8.2. 
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Algorithm 8.2: Joint transmission CoMP for off-state FCBSs. 

Step 1: The scheduler in a cluster of FCBSs determines any off-state FCBS’ FCx  

physical cell identity in each TTI based on the CSI responses from all UEs served by 

the FCBSs.   

Step 2: Check the list of neighbor UEs and their service data rate demand Uu  at the 

scheduler.    

Step 3: Select the UE 
max,u

U
with the maximum service data rate demand max,u  to be 

served by the off-state FCBS FCx . 

Step 4: Inform and send the data of 
max,u

U
 to the off-state FCBS FCx  to transmit to

max,u
U . 

Step 5: Continue Step 1 through Step 4 until any new traffic request from the serving 

UE of the off-state FCBS FCx  is made or the data transmission of the ongoing 
max,u

U
is 

finished. In the former case, stop transmitting data to 
max,u

U  and start transmitting data 

to the serving UE of the off-state FCBS itself. However, in the latter case, stop 

transmitting data to 
max,u

U
 and start searching other neighbor UEs to serve.  

Step 6: Repeat step 1 through step 5 for all UEs per cluster and for all clusters per 

building.  

 

8.5 Recommended study 05: analysis of the coexistence of multiple bands 

at SCBS for non-uniform and asymmetric traffic 

 

8.5.1 Recommended research proposal  

 

In order to address high data rate services by employing additional spectrums, 

the co-existence of a number of frequency bands with diverse propagation 

characteristics, e.g. microwave and mmWave, within the same system is expected in 

5G networks [3]. Besides, traffic is generated non-uniformly network wide because of 

several issues, including difference in loading of BSs with environment, non-uniform 

user density, and disparity in high data rate traffic demand with time.  Further, as 

mentioned in Chapter 5, the characteristics of traffic generated in the UL/DL and the 

C-/U-plane are asymmetric.  
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These high data rate, non-uniform, and asymmetric traffic demand have a direct 

impact on a BS capability and the choice of enabling technology resulting the 

requirement of an adaptive BS which can be configured based on such aspects as area, 

time, service data rate, the UL/DL and the C-/U-plane traffic volumes. One way to 

address this adaptive feature of SCBSs is to deploy more than one transceivers 

implemented with multi-band having diverse propagation characteristics such as 

microwave and mmWave such that places where the traffic fluctuation is very high, 

based on the traffic characteristics, each SCBS can switch to mmWave band during a 

high traffic demand and to microwave band during a low traffic demand. Further, 

because of shorter distance as compared to a MCBS between a UE and a SCBS and 

relatively lower traffic of the UL and the C-plane, the UL and the C-plane traffic can 

be served with a low UE transmit power at microwave frequency, whereas higher traffic 

volume at a high data rate demand of the DL and U-plane can be served by mmWave 

frequency. 

Because the co-existence of multi-band at a SCBS has manifold benefits, 

sufficient researches toward this direction is needed in order to adapt a SCBS with 

traffic characteristic and demand for 5G networks. Though in Chapter 5, we address 

this issue by proposing a multi-band enabled FCBS architecture where we consider co-

channel microwave and mmWave bands, other types of bands than these with more 

than two bands per FCBS can be explored for further studies to analyze usefulness in 

view of non-uniform traffic and asymmetric traffic from splitting the UL/DL and the 

C-/U-plane to enable BS idle mode capability through dual connectivity in 5G 

networks.   

 

8.5.2 Preliminary research progress  

 

In the following, we extend the proposed architecture in Chapter 5 for non-

uniform traffic as shown in Figure 8.9. Since the splitting of the C-/U-plane has been 

discussed already in Chapter 5, in the following, we discuss only non-uniform traffic 

and scheduler implementation as part of preliminary research outcomes toward in-depth 
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further studies. To avoid ambiguity, we consider the same system model as discussed 

in Chapter 5 for the following discussion. 

 

Backhaul FCBS

Microwave antennas 

MmWave antennas 

MmWave link

FCBS 

coverage 

FU

Dual 

transceivers 

Microwave link

Dual connectivity with different antennas operating 

at different frequencies at the same BS

 

Figure 8.9: Multi-band enabled FCBS architecture. 

 

A. Non-uniform traffic  

 

Though the average traffic demand has been increased by manifold in the last 

decade, traffic is not generated uniformly network wide because of issues as follows:   

 

 BSs located in urban areas serve more traffic than those in suburban or rural 

areas.  

 In urban environments, all places are not populated uniformly, e.g. bus stations 

and shopping malls are more likely to be populated than other places. BSs 

located in these areas need to serve more traffic than others. 

 The demand for high data rate services is not uniform since traffic demand 

largely depends on user profiles, and user characteristics. Hence, it is more 

probable that a user of upper class residential zones can afford and hence 

generate more high data rate services than others. Accordingly, more BSs 

should be installed in such areas.  



 

 

248 

 Traffic demand varies with time, e.g. most corporate traffic is generated during 

8:00-18:00, whereas most residential traffic is generated during 17:00-23:00.   

 

Since both spectrum band and bandwidth have direct impact on the capacity, a 

FCBS can be implemented with dual spectrums such as microwave and mmWave to 

address such non-uniformity in traffic demand as aforementioned. As shown in Chapter 

5, since an mmWave band provides more capacity than that of a co-channel microwave 

band, a multi-band enabled FCBS architecture can be operated at mmWave spectrum 

during a high traffic demand and at co-channel microwave spectrum during a low traffic 

demand in places where the traffic fluctuation is very high. In both cases, the other off-

service transceiver, i.e. co-channel microwave for a high traffic and mmWave for a low 

traffic, can be switched off to save energy. If necessary, both spectrums can operate at 

the same time to provide even higher data rate than that when operating at a single 

spectrum. With such an adaptive scheme for spectrum availability in FCBSs, network 

operators can provide on-demand data rate services, optimize location specific resource 

allocation, and maximize profit margin. 

 

B. Scheduler implementation for multi-band enabled FCBS architecture  

 

The scheduler for co-channel microwave spectrum can be implemented either 

jointly or dis-jointly based on whether the FD scheduler for FCs is implemented either 

jointly or dis-jointly with the TD scheduler, implemented at MCBS. The TD scheduler 

allocates subframes to UEs in the system. In dis-joint implementation, the cluster head 

(as mentioned in Chapter 5) can communicate with MCBS, and the FD scheduler of 

FUs is implemented at the cluster head (Figure 8.10). However, the FD scheduler for 

all MUs is implemented at MCBS. FUs can directly report their channel status and 

traffic demands to the cluster head, and the TD scheduler updates the cluster head about 

ABS patterns per ABS pattern period. To adapt ABS patterns, an indoor MU in the 

building during an ABS pattern period informs in the UL to the TD scheduler which in 

turn informs the cluster head of ABS patterns via X2 backhauls to schedule RBs to FCs 
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only during non-ABSs. Whereas for no presence of an indoor MU, it informs the cluster 

head to allocate RBs to FCs in all TTIs over the next ABS pattern period.  
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Figure 8.10: Disjoint scheduler implementation for multi-band enabled FCBS 

architecture. 

 

In joint implementation, all FCBSs inform the cluster head of their traffic 

demands, which in turn communicates to the FD scheduler for FUs at MCBS. The TD 

scheduler informs the FD scheduler of ABS patterns for all FCs. Information regarding 

the allocation of RB resources from the FD scheduler for FCs is then sent over X2 

backhaul to the cluster head to relay to FCs of the building. For mmWave, the scheduler 

implementation is rather straightforward since there is no need for coordination 

between MC-plus-PC and FC tiers. A disjoint mmWave FD scheduler can be 

implemented at the cluster head to avoid backhaul control overheads, and the FD 

scheduler can directly allocate RBs to FCs without taking any concern of the FD 
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scheduler at MCBS for MUs irrespective of the presence of indoor MUs within the 

building.  

  

8.6 Recommended study 06: C-RAN enabled CUSA based device-centric 

networks 

 

8.6.1 Recommended research proposal  

 

The C-/U-plane separation and cloud computing technology based dense 

HetNets are considered to be promising solutions to address important issues such as 

centralized interference management and efficient resource utilization for high capacity 

dense HetNets. In cloud-radio access network, because of centralized processing 

feature, resource scheduling can be benefitted from centralized interference 

management, and radio resources of different BSs can be shared with each other 

whenever necessary.  

The general architecture of C-RAN consists of three components, namely a pool 

of baseband units with centralized processors, RRHs with antennas distributed network 

wide, and a fronthaul connecting RRHs and centralized baseband units as shown in 

Figure 8.11. Because of centralized feature, radio resources of different BSs can be 

shared with each other whenever necessary. The fronthaul is the link connecting 

baseband unit pool and RRHs that operate on protocols such as CPRI and OBSAI. 

Fronthaul can be ideal and non-ideal based on its capacity. Non-ideal fronthauls such 

as microwave or mmWave wireless links are bandwidth, time latency, and jitter 

constrained. However, ideal fronthauls such as optical fiber is cost inefficient, and 

hence non-ideal fronthauls are considered to be more viable implementation.  
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Figure 8.11: C-RAN components and system architecture for single and multiband 

heterogeneous cloud RAN [159, 161]. 

 

Because of high capacity fronthaul requirements, existing C-RANs suffer from 

poor flexibility and scalability performances owing to unavailability and high cost of 

optical fibers network wide. The constrain of C-RANs from the fronthaul can be 

overcome by designing compression technique over the constrained fronthaul, 

largescale pre-coding and de-coding with low overheads, and radio resource allocation 

optimization taking the constrained fronthaul into account.  In [159], to address the 

capacity, time delay, and energy efficiency limitations of fronthaul in traditional C-

RAN (where the C-/U-plane are coupled), authors proposed decoupling of the C-/U-

plane such that all control signaling and system broadcasting data are delivered by high 

power nodes, i.e. MCBSs, to UEs, and RRHs can be switched on and off based on active 
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data traffic requests. Like traditional C-RAN, all RRHs are connected to the centralized 

baseband unit pool which is responsible for layer-1 baseband processing and all upper 

layer functionalities, and RRHs are responsible for layer-1 radio frequency signal 

processing. Unlike traditional C-RAN, MCBSs are interfaced with the baseband unit 

pool to manage interference between MCBSs and RRHs using centralized cloud 

computing cooperative processing techniques and to allow backward compatibility. 

MCBSs mainly provide control signaling and seamless coverage network wide in 

addition to some bursty and low data rate services, and RRHs mainly provide high 

speed data services. Hence, MCBSs are incorporated into traditional C-RAN by 

decoupling the C-/U-plane. The architecture is termed as heterogeneous cloud RAN as 

shown in Figure 8.11 that takes advantages of both HetNets and traditional C-RAN 

where cloud computing technology is introduced in HetNets to provide large-scale 

cooperative signal processing and networking functionalities to improve both energy 

efficiency and spectral efficiency beyond that can be achieved by HetNets or C-RAN 

operating alone [160].    

Rather than cooperative RRM at the centralized baseband unit, the interference 

between low power nodes, i.e. PCBSs, and MCBSs can also be managed by operating 

MCBSs and PCBSs at different frequencies, i.e. MCBSs at lower and PCBSs at higher 

frequencies. In [132], the C-/U-plane decoupled multiband HetNets architecture was 

proposed where MCBSs at 2 GHz provide all control signaling functionalities, and 

PCBSs at 3/60 GHz mainly provide high data rate services. Both MCBSs and PCBSs 

are connected to the C-RAN via CPRI interface, and MCBSs mange mobility and traffic 

of all UEs and assist UEs for cell discovery via C-RAN as shown in Figure 8.11.  Like 

single band heterogeneous cloud RAN, parts of layer-1 baseband processing and all 

upper layer functionalities are performed centrally.   

C-RAN enabled CUSA brings with a number of advantages over conventional 

networks as follows:  

 

 CUSA allows low energy consumption by switching SCBSs off (when there is 

no active data traffic request), ubiquitous coverage by large MCs, high data rate 



 

 

253 

services by SCBSs, and adaptive traffic service mechanisms both in time and 

space. 

 CUSA provides flexible mobility management since less handover is required 

for C-plane because of a large MC coverage, and for U-plane, handover is 

required only for active data requests, and no handover requests are required for 

inactive UEs for both planes. These result in a reduced overhead signaling.  

 CUSA can be scaled easily to adapt with a growing traffic demand. U-plane can 

be flexibly scaled without concerning C-plane such that more SCBSs can be 

added on the existing network wherever and whenever necessary. 

 Spectral efficiency can be increased because of reduced control signaling 

interference from the smaller number of control MCs as well as data plane 

interference from the inactive SCBSs.  

 Because MCBSs and SCBSs operate at different frequencies, cross-tier 

interference between them can be avoided. 

 

Furthermore, in dense HetNets, existing interference management techniques 

may not be sufficient and responsive enough such that a centralized coordinator with a 

global view may be helpful to control and mange efficiently radio resources among 

dense BSs. In this aspect, MCBSs, i.e. C-plane BSs, can play the role of a centralized 

coordinator to control SCBSs, i.e. U-plane BSs under their respective coverage, and C-

RAN is a promising candidate for this kind of centralized network control and 

management [9]. Hence, in future studies, the problem of interference modeling, 

resource reuse and allocation, and densification limit of 3D in-building SCs in cloud-

radio access network enabled CUSA can be addressed. A centralized resource 

allocation algorithm can considered to develop that can exploit and schedule time, 

frequency, and transmit power resources to SCBSs optimally for a given set of 

constraints such as fronthaul, degree of centralization, and operating frequency to show 

comparative performances of the traditional cell-centric network architecture and 

cloud-radio access network enabled CUSA in terms of achievable capacity of 5G 

networks.  
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8.6.2 Preliminary research progress  

 

In Figure 8.12, a C-RAN enabled CUSA based device-centric network for 

centralized resource allocation in FCBSs and PCBSs is illustrated for further studies. 

In the following, how different tasks to address centralized resource allocation can be 

performed by a number of elements at various sections of the architecture, which can 

be considered to investigate, is briefly described.  

 

A. Centralization and degree of cooperation  

 

Baseband units of a number of SCBSs are decoupled first from their radio 

frequency functionalities to locate them centrally as a single grouped resource to 

address lightly and heavily loaded BSs balanced and to allow easy of cooperation for 

exchanging information among BSs in order to implement cooperative communication 

easily. Cooperative communication has a high potential for managing interference and 

allocating resources to BSs and hence improving overall network capacity, which is 

considered to investigate over the coupled baseband unit and the C-/U-plane cell-centric 

architecture. After processing in the centralized baseband units, U-plane IP traffic are 

transported to the mobile core network over backhaul links, e.g. X2 backhauls, followed 

by which are then sent to the external networks, e.g. Internet.  

 

B. Fronthaul constraints  

 

The link between SCBSs and centralized baseband units is called fronthaul, and 

the link that connects centralized baseband units to the mobile core network is called 

backhaul link. Fronthaul mobile architecture has been recently proposed for NGMN 

architecture. The capacity requirement of fronthauls is much higher than IP backhauls 

since real time in-phase and quadrature sample signals, which are jitter and delay 

sensitive, are carried over fronthauls. Optical fiber is the best solution for fronthauls, 

however because of a high cost of fiber, other alternative solutions such as microwave, 

wavelength division multiplexing, and passive optical network can be considered based 
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on system requirements. Since cluster size impacts greatly on the performance gain 

from C-RAN (the larger the cluster size, the more the C-RAN gain), investigations  
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Figure 8.12: Proposed device-centric network architecture for centralized resource 

allocation for further studies. 

 

under fronthaul constraints, e.g. alternative solutions as aforementioned, can be 

considered to carry out further.     
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C. Optimal cluster size  

 

Clustering of FCBSs in 3D buildings can be done in a number of ways. A 

straightforward way is the proposed clustering approach as described in Chapter 3 for 

conventional networks, i.e. considering all FCBSs deployed within a 3D building as a 

cluster. A baseband unit per cluster is needed at the centralized baseband units. Since, 

the number of floors as well as apartments is varied from one building to another, and 

so is the density of FCBSs per building, clustering can be exploited based on traffic 

demand of FUs rather than buildings. For highly dense buildings, more than one cluster 

can be considered such that in place of one baseband unit, multiple baseband units per 

building can be considered at the centralized baseband units. Typical practice of a 

cluster size is to consider a minimum of 15 BSs and preferably 30 BSs per baseband 

unit. Since more gain can be achieved by increasing the cluster size, it is always 

preferable to increase the cluster size to as big as possible. However, since all in-phase 

and quadrature samples are to be transported over fronthauls, because of fronthauls’ 

capacity constraint, it is not possible to group as many SCBSs as possible into a cluster. 

Depending on fronthauls’ capacity and availability by the operator, the proper size of a 

cluster can be set. Hence, considering that an operator has a number of alternative 

fronthaul solutions, an in-depth investigation with a variable fronthaul capacity for an 

optimal cluster size can be considered to carry out further.    

 

D. Operating frequency bands 

 

The proposed architecture considers both single band and multiband 

deployment scenarios. In multiband scenario, both the C-/U-plane of MCBS operate at 

the lower frequency f1 typically 2 GHz to provide a large coverage, and U-plane of all 

PCBSs and FCBSs operate at a higher frequency f2, e.g. 6 GHz to provide a high data 

rate within small coverages.  The advantage of operating BSs on multi-band over a 

single band is to overcome cross-tier interference between MCBS tier and FCBS-plus-

PCBS tier for U-plane, however at the cost of an additional band to be licensed for 

FCBS-plus-PCBS tier. In contrast, single band outperforms multiband by reusing the 
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same frequency in FCBS tier, however at the cost of generating co-channel cross-tier 

interference with MCBS-plus-PCBS tier for both the C-/U-plane. Hence, interference 

management is more crucial for single band scenario than that in multiband. Both 

scenarios are incorporated in the proposed architecture to investigate and to find an 

optimal tradeoff these two scenarios.  Note that resources are considered to reuse for 

U-plane in FCBSs only, and for U-plane of PCBSs, an orthogonal resource allocation 

at frequency f2 is considered. Since C-plane of all UEs operate at the same frequency 

f1, interference among all tiers, i.e. MCBS-tier, PCBS-tier, and FCBS-tier for C-plane 

traffic needs to be properly managed. Since schedulers for C-plane are located at the 

MCBS, a straightforward way to address C-plane interference is to allocate resources 

orthogonally both in time and frequency to all UEs. However, since typically only a 

fraction of total system bandwidth is allocated for C-plane traffic, and there is a huge 

number of FUs, such orthogonal resource allocation may not seem to be a viable 

solution. Hence, a new mechanism to address C-plane interference needs to be 

developed and can be considered to investigate.  

 

E. Processing C-/U-plane traffic and degree of centralization 

 

The MCBS is solely responsible for processing and serving all UEs’ C-plane 

traffic to ensure ubiquitous coverage. In addition, the MC processes and serves U-plane 

traffic of all outdoor MUs and indoor MUs. FCBSs are deployed in 3D buildings only 

and are responsible for U-plane traffic of FUs only. All PCBSs are responsible for 

serving U-plane traffic of offloaded MUs. All U-plane baseband traffic of both FCBSs 

and PCBSs are processed centrally by forming clusters, i.e. a group of corresponding 

SCBSs, such that each baseband unit in the pool of baseband units at the central station 

represents the U-plane traffic of all SCBSs within the corresponding cluster. Both 

PCBSs and FCBSs possess only radio frequency functionalities of U-plane traffic. The 

degree of centralization of any baseband units can be changed by changing the number 

of SCBSs per cluster as well as an average traffic generated per SCBS. An appropriate 

mechanism to define the degree of centralization, for a given set of constraints, needs 

to be developed and can be considered to address.  
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F. Resource scheduling 

 

A scheduler for U-plane traffic of all SCBSs in a cluster, i.e. a baseband unit, 

schedules time, frequency, and transmit power based on the conditions as shown in 

Figure 8.12. Note that all schedulers for U-plane traffic of all SCBSs within the MC 

coverage are resided at the central station, and there is one scheduler per baseband unit. 

Information about the scheduled UEs in any time at any RB along with transmit power 

level are sent to the cluster head of any clusters, which in turn then forwards to those 

SCBSs in a cluster to which the scheduled UEs are communicating with. Note that we 

consider one cluster head per cluster whose function is to transmit information to UEs 

from the baseband unit of the corresponding cluster in the DL and receive information 

from UEs and transmit to the baseband unit in the UL over the fronthaul on CPRI 

interface. No additional processing is considered at the cluster head. The cluster head 

could be any FCBSs within a cluster of FCBSs, and any PCBS within a cluster of 

PCBSs. For the MCBS, there are separate schedulers for scheduling C-plane traffic. 

The number of schedulers required at the MCBS needs to be investigated. One way to 

address could be to consider one scheduler per category of UEs, i.e. FU and MU. 

However, since the number of FUs far exceeds the number of other categories of UEs, 

more than one scheduler for all FUs, e.g. one scheduler per cluster of FUs, could be 

required. However, this may result in additional and unnecessary costs and hence is left 

for getting investigated further.  

 

G. Opportunistic time, frequency and transmit power control 

 

Both FCBSs and PCBSs are switched to active mode if there exists traffic 

requests from at least one UE. Otherwise, they are considered to switch off and keep 

inactive until there is a new traffic request from a UE in order to reduce wastage of 

radio resources, e.g. time, frequency, and transmit power. Further, the number of active 

FUs per FCBS is considered more than one simultaneously. All FCBSs are enabled 

with the SON features to configure and optimize their transmit powers such that the 
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maximum allowable interference power (aggregate) at any FUs does not exceed the 

predefined value. In contrast to exploiting only frequency resources, opportunistic time, 

frequency and power control using SON for FCBSs can be considered to exploit in the 

proposed architecture in order to gain the most network capacity and spectral efficiency.   

Hence, a centralized resource allocation algorithm that can exploit and schedule 

time, frequency, and transmit power resources for SCBSs, for a given set of constraints 

such as fronthaul, cluster size, degree of cooperation and centralization, resource 

scheduler, and operating frequency, to allocate to UEs optimally to address key issues, 

e.g. aggregate interference threshold, minimum data rate, traffic dynamics, overall 

traffic demand, and so on is indeed a crucial need for high capacity and spectral efficient 

NGMN, which can be considered to develop in the next up studies. A number of key 

features of the proposed architecture are as follow: 

 

 It is independent of the dimension of the physical structure where FCBSs are 

considered to deploy, e.g. 2D flat and 3D in-building structures.  

 It can address randomness in placement of FCBSs.   

  

These can be achieved by the SON features of FCBSs and employing intelligent 

mechanisms at the central station for time and frequency resources allocation to FCBSs. 

This is because of the fact that resources are centrally allocated to distributed-physical-

access nodes, i.e. FCBSs, from the central station, i.e. centralized baseband units, rather 

than from the access nodes. To address so, centralized baseband units take help CSI 

feedback from of a FU to adjust the power level of its sFCBS such that the aggregate 

interference level toward neighboring FCBSs is within a limited threshold value. 

Further, with cooperation within a cluster, neighboring FCBSs can be informed of 

tuning up or down their transmit power levels from the central station such that the 

interference constraint is satisfied. The SON features of FCBSs can help such self-

optimization features to enable. Moreover, with an intelligent mechanism to allocate 

time and frequency resources orthogonally to FCBSs within a cluster, interference can 

be avoided, given that other constraints such as per UE data rate is satisfied.     
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Hence, irrespective of where and how randomly FCBSs are deployed, by 

sensing the surrounding environment with SON features of FCBSs and by employing 

intelligent mechanisms for time and frequency resources allocation to FCBSs within a 

cluster, interference can be managed by adjusting transmit powers, and allocating 

conflict-free subframes and RBs to FCBSs. Hence, the proposed architecture can be 

considered independent of randomness in placement of FCBSs and dimension of 

deployed FCBSs’ physical structures.            

 

8.7 Summary  

 

In this chapter, numerous recommended further studies on this dissertation 

research are discussed in terms of research proposals and preliminary research progress, 

mainly for CUSA based device-centric networks for 5G. Particularly, alternative SCBS 

architectures, FC clustering and static resource reuse and allocation approach for FCs 

deployed in multi-floor buildings, SC transmit power management for the multi-user 

case, CoMP based SC transmit power modeling, coexistence of multiple bands at SCs 

to address non-uniform and asymmetric traffic, and finally the C-RAN enabled CUSA 

based device-centric networks are highlighted as part of further studies. Each 

recommended study is explained with reasonable details, and wherever necessary, 

relevant illustrations, analytical models, and performance evaluation results from the 

preliminary research studies are also given. 

 

 

 

  

 

 



 

 

CHAPTER 9 

CONCLUSION 

 

This chapter summarizes the dissertation research as a whole, including its 

objectives, system architectures, investigation scenarios, major contributions, and 

further research directions.     

 

9.1 Research overview     

 

The dissertation entitled “analysis of high capacity mobile network with 3D in-

building dense small cell” is addressed as part of the Ph.D. degree requirements. Key 

system architectural investigation scenarios of the dissertation are twofold for densely 

deployed SCBSs in 3D multi-floor buildings as follows:      

 

 Conventional cell-centric control mobile network architecture with coupled C-

/U-plane and decentralized RAN. 

 New device-centric control mobile network architecture with decoupled C-/U-

plane and centralized RAN. 

 

Major objectives of the dissertation comprises of the followings. An extensive 

survey on enabling technologies of NGMN is carried out first. For cell-centric control 

networks, an ORRA to SCBSs deployed in 3D multi-floor buildings distributed over 

MC coverage is investigated. Further, a tractable analytical model is developed for 

interference characterization and minimum distance enforcement between SCBSs 

deployed densely in a 3D multi-floor building to reuse and allocate spectrum resources 

non-orthogonally (i.e., NORRA) in SCBSs for a number of optimization constraints 

such as link level interference, spectral efficiency, and capacity. The minimum distance 

enforced between SCBSs gives an upper limit of SCBS densification. A novel 
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clustering approach and a number of resource reuse strategies for dense SC networks 

deployed in 3D in-building scenario are proposed.  For device-centric networks, a novel 

multi-band enabled SC and UE architecture for the UL/DL and the C-/U-plane splitting, 

a number of SCBS architectures for performance comparison between the C-/U-plane 

coupled and split architectures are proposed and evaluated. Finally, a centralized 3D 

radio resource allocation and scheduling approach for the C-/U-plane split architecture 

is proposed and evaluated. 

Major system level scopes of investigation to carry out the objectives of the 

dissertation are limited to the followings. For system model, a square-grid based FC 

coverage area where each FCL consists of a number of 2D floors, and each floor 

consists of a number of square-grid apartments are considered.  Each apartment has one 

FCBS placed in the center of the apartment and assumed static. A fixed free space 

around its building of a FCL and some free spaces between two neighboring FCLs are 

assumed. A UE per FCBS is considered. FCBSs are dropped as a set of groups of them 

within MC coverage.  A single MC of a corner excited 3-sectored MC site and a number 

of SCs, including outdoor PCs and indoor FCs are considered. A certain percentage of 

MUs are assumed within FCLs. All indoor MUs are served by the MC. In addition, a 

certain percentage of outdoor MUs are offloaded to nearby PCs. ABS based eICIC 

techniques are considered to manage interference between MC-plus-PC and FC tiers 

both for NORRA and ORRA schemes. Proportional fair scheduler is considered for 

resource allocation to UEs. For modeling path loss of indoor FCs, empirical models 

recommended for evaluation by the 3GPP are considered. The default simulation 

parameters and assumptions used for system level simulation are based on 3GPP 

recommendations for system level performance evaluation. The validity of any research 

result is primarily based on MATLAB® simulator based simulation and analytical 

results.  

 

9.2 Research contributions and further studies  
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Major contributions of this dissertation research in terms of journal and 

conference articles, which are either published or under-review to date are given as 

follows:  

 

 In (journal) article 1 based on Chapter 2, an extensive review has been carried 

out on the trends of existing as well as proposed potential enabling technologies 

that are expected to shape 5G mobile wireless networks. Based on 

the classification of the trends, we develop a 5G network architectural evolution 

framework that comprises three evolutionary directions, namely, (i) radio 

access network node and performance enabler, (ii) network 

control programming platform, and (iii) backhaul network platform and 

synchronization. In (i), we discuss node classification including 

low power nodes in emerging machine-type communications, and network 

capacity enablers, e.g., mmWave communications and massive multiple-input 

multiple-output. In (ii), both logically distributed cell/device-centric platforms, 

and logically centralized conventional/wireless software defined networking 

control programming approaches are discussed. In (iii), backhaul networks and 

network synchronization are discussed. A comparative analysis for each 

direction as well as future evolutionary directions and challenges toward 5G 

networks are discussed. This survey will be helpful for further 

research exploitations and network operators for a smooth evolution of their 

existing networks toward 5G networks. 

 

 In (journal) article 2 based on Chapter 3, we address mainly an important issue 

of reusing frequency resource in FCs deployed in dense multi-floor buildings 

over a large urban MC coverage to enhance network capacity and spectral 

efficiency using ABS based eICIC technique. FC clustering and modeling an 

OPNA are however two major challenges to reuse frequency in FCs deployed 

in buildings using ABS based eICIC. We address these challenges by exploiting 

the high external wall penetration loss of any buildings and in-between distance 

of neighboring buildings and propose a FC clustering approach by considering 
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all FCs per building as a FCL to avoid additional computational complexity 

from clustering. We develop a FRSA for an arbitrary value of ABS for a multi-

tier network which consists of in-building FCs and outdoor PCs in the coverage 

of an urban MC. We then propose a model for estimating an OPNA and derive 

an OPNA per FCL basis under two schemes, namely adaptive OPNA and non-

adaptive OPNA, in order to vary the number of ABSs imposed on FCs within a 

building dynamically based on the presence of indoor MC users within a 

building to avoid cross-tier interference with FCs. An optimization algorithm 

for OPNA schemes is developed, and its implementation aspects are discussed. 

The impact of varying the number of ABSs and FCs per building on the 

throughput performance of FRSA is analyzed through an extensive system level 

simulation, and the capacity outperformance of the adaptive over the non-

adaptive OPNA scheme is shown. A schematic of the scheduler implementation 

for FRSA is developed, and the capacity outperformance of FRSA over a 

number of existing works is evaluated. Finally, a number of technical and 

business perspectives of the proposed FRSA are discussed.    

 

 In (journal) article 3 based on Chapter 4 we address mainly two important 

issues, namely characterizing co-channel interference and enforcing a minimum 

distance between FCBSs for reusing resources in FCBSs deployed in a 3D 

multi-floor building. Each floor is modelled as a group of square-grid 

apartments, with one FCBS per apartment. We propose a simple yet reasonable 

analytical model using planar-Wyner model for intra-floor interference and 

linear-Wyner model for inter-floor interference modeling in a 3D multi-floor 

building in order to derive a minimum distance between cFCBSs for 

optimization constraints, namely link level interference, spectral efficiency, and 

capacity. As opposed to ORRA where resources are reused once, using the 

proposed model, we develop two strategies for reusing resources more than 

once, i.e. NORRA, within a multi-floor building. An algorithm of the proposed 

model is developed by including an application of the model to an ultra-dense 

deployment of multi-floor buildings. With an extensive numerical analysis and 

system level simulation, we demonstrate the capacity outperformance of 
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NORRA over ORRA by manifold. Further, with a fairly accurate yet realistic 

estimation, we show that the expected spectral efficiency of 5G networks can 

be achieved by applying the proposed model to an ultra-dense deployment of 

FCBSs.  

 

 In (journal) article 4 based on Chapter 5, a multi-band enabled FCBS and UE 

architecture is proposed in a multi-tier network that consists of SCs, including 

FCs and PCs deployed over the coverage of a MC for splitting the UL/DL as 

well as the C-/U-plane for 5G mobile networks. Since splitting is performed at 

the same FCBS, we define this architecture as SBSA. For multiple bands, we 

consider co-channel microwave and different frequency 60 GHz mmWave 

bands for FCBSs and UEs with respect to the microwave band used by their 

over-laid MCBS. All FCs are assumed to be deployed in a 3D multi-storage 

building.  For co-channel microwave band, cross-tier co-channel interference of 

FCs with MC is avoided using ABS based eICIC techniques. The co-existence 

of co-channel microwave and different frequency mmWave bands for SBSA on 

the same FCBS and UE is first studied to show their performance disparities in 

terms of system capacity and spectral efficiency in order to provide incentives 

for employing multiple bands at the same FCBS and UE and identify a suitable 

band for routing decoupled the UL/DL or the C-/U-plane traffic. We then 

present a number of disruptive architectural design alternatives of multi-band 

enabled SBSA for 5G mobile networks for the UL/DL and the C-/U-plane 

splitting, including a disruptive and complete splitting of the UL/DL and the C-

/U-plane as well as a combined UL/DL and C-/U-plane splitting, by exploiting 

dual connectivity on co-channel microwave and different frequency mmWave 

bands. The outperformances of SBSA in terms of system level capacity, average 

spectral efficiency, energy efficiency, and C-plane overhead traffic capacity in 

comparison with DBSA are shown. Finally, a number of technical and business 

perspectives as well as key research issues of SBSA are discussed. 
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 In (conference) article 5 based on Chapter 6, we present numerous SCBS, i.e. 

FCBS, architectures based on the number of transceivers (e.g., single or dual 

transceiver) and operating frequency bands (e.g., microwave and mmWave 

bands) existing in a FCBS for serving the C-/U-plane traffic in indoor 

environments under both traditional CUCA as well as prospective CUSA. With 

a system level simulation of a multi-tier network, we evaluate the performances 

of these FCBS architectures in terms of C-plane, U-plane, and an aggregate C-

/U-plane traffic capacities. The simulation results show that because of serving 

only U-plane traffic by a FCBS in CUSA, CUSA outperforms CUCA for a 

single transceiver based FCBS in terms of U-plane traffic capacity irrespective 

of operating frequency. However, the presence of dual bands at a dual 

transceiver based FCBS results in higher aggregate C-/U-plane traffic capacity 

than that of a single transceiver based FCBS. Finally, we discuss a number of 

strengths and weaknesses, viability challenges, and open issues of these FCBS 

architectures. 

 

 In (conference) article 6 based on Chapter 7, radio resource allocation and 

scheduling plays a crucial role on achievable capacity, spectral efficiency and 

energy efficiency of cellular networks. Providing a high data rate service 

demand and network capacity, supporting a large traffic volume, and achieving 

a high spectral and energy efficiencies of 5G cellular, necessitate the 

development of an effective radio resource allocation and scheduling strategy 

for the major 3D radio resources, namely time, frequency, and transmit power 

due to their limited availability. So far, we exploit frequency and time resource 

allocation and scheduling. Since the transmit powers of SCBSs have a 

significant impact on the overall network interference phenomenon and energy 

efficiency, we propose a centralized allocation and scheduling strategy for 3D 

radio resources (namely, time, frequency, and power) for a multi-tier C-/U-

plane split architecture by considering schedulers of all BSs located at a central 

station. We consider a multi-tier network comprises of a MCBS and a number 

of outdoor PCBSs as well as indoor FCBSs deployed within a multi-storage 

building. In contrast to the conventional ABS, we consider a FBS based eICIC 
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to split completely the C-/U-plane such that C-plane can be served only by the 

MCBS and U-plane by each UE’s respective BS. The system bandwidth is 

reused in FCBSs, and frequency resources are allocated orthogonally per tier 

basis. We propose a simple FCBS power control mechanism by modeling a 

FCBS’s on-state and off-state power as on and off traffic source model, and 

derive an optimal value of AAF of any FCBSs per FBS pattern period to trade-

off its serving capacity and transmit power saving. With a system level 

simulation it is shown that the capacity of a FCBS increases whereas its power 

saving decreases linearly with an increase in its AAF because of serving 

increased traffic, and an optimal AAF of 0.5 for the capacity scaling factor 

1 and greater than 0.5 for 1 is found. 

 

 In (conference) article 7 based on Chapters 5 and 8, an analysis of the 

coexistence of multiple bands at SCBS for non-uniform and asymmetric traffic 

are carried out. For the co-channel microwave band, the cross-tier co-channel 

interference between FCBSs and the MCBS is avoided using ABS based eICIC 

techniques. An extensive system level simulation is carried out, and 

outperformances of millimeter-wave over co-channel microwave bands in 

multi-band enabled FCBS architecture are shown in terms of system capacity 

and spectral efficiency. We analyze the applicability of multi-band enabled 

FCBS architecture to address non-uniform traffic and asymmetric traffic from 

splitting the UL/DL as well as the C-/U-plane at a high data rate to introduce 

BS idle mode capability by exploiting dual connectivity feature in 5G networks. 

Finally, outperformances of multi-band enabled FCBS architecture over the 

single band enabled FCBS architecture proposed in existing literatures in terms 

of energy efficiency, system capacity, and spectral efficiency are shown. 

 

 In (conference) article 8 based on Chapters 4 and 8, a FC clustering approach 

and static resource reuse and allocation in 3D multi-floor buildings are 

proposed. The FC clustering approach follows the same as in resource reuse 

strategy 2 in Chapter 4. However, to reuse resources per cluster, we describe a 
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number of static resource allocation options and propose an algorithm that takes 

adjacent channel interference into account when allocating resources in FCBSs 

within a cluster for the resource reuse strategy 1. We evaluate the algorithm for 

a single floor of a multi-floor building.  

 

Finally, a number of potential further research directions on this dissertation are 

pointed out in Chapter 8 in terms of concepts and preliminary results, namely as 

follows:   

 

 Alternative SCBS architectures  

 FC clustering and static resource reuse and allocation in 3D multi-floor 

buildings   

 SCBS transmit power management for multi-user case  

 CoMP based SCBS transmit power modeling    

 Analysis of the coexistence of multiple bands at SCBS for non-uniform and 

asymmetric traffic and scheduler implementation  

 C-RAN enabled C-/U-plane split architecture based device-centric networks 
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APPENDIX A 

5G MOBILE NETWORK ARCHITECTURE  

 

Appendix A includes relevant information, mainly additional RAN nodes, 

massive MIMO, mmWave communications, WSDN, CUSA, and in-building cellular 

mobile communications based on the existing research works with corresponding 

citations as part of literature review for the completeness and clarity in Chapter 2. This 

appendix is included for gaining additional information and insights, not necessarily 

prerequisites or parts of the main research works carried out in this dissertation.       

 

A.1 Radio access network node and performance enabler    

 

A.1.1 Radio access network node     

 

In addition to the nodes explained in Chapter 2, a number of potential access 

nodes are discussed in this section. The relays are also low power nodes that relay 

signals from a MCBS to UEs and vice versa [1]. Relays are of two categories, namely, 

fixed relays and mobile relays. For fixed relaying, a relay node uses the wireless 

backhaul to connect to a MCBS. The link that exists between a UE and a relay node is 

called an access link, and the link that exists between a MCBS and a relay node is called 

a backhaul link. Relays can be classified based on a number of aspects, namely, 

spectrum usage, UE awareness, type, and degree of processing [1, 37, 162]. For 

example, based on the usage spectrum in access and backhaul links, relays are classified 

as inband relays and outband relays. When the relay operation is performed at the same 

frequency on the access link as that on the backhaul link, the relay is termed as inband 

relay; however, if performed at a different frequency, the relay is termed as outband 

relay. For mobile relaying, relays are usually of two types: moving network-relays and 

mobile user relays [163]. In moving network-relays, dedicated relay nodes are set up 

on moving vehicles such as trains and buses to exchange data between MCBSs and UEs 
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onboard in order to improve cell coverage in moving vehicles. In mobile user relays, 

distributed UEs can relay information in an ad-hoc fashion that can complement 

existing cellular networks. Given a sufficient level of infrastructures, theoretical studies 

[163] have proved that mobile user relays can improve the sum throughput of users. 

However, mobile user relays can be disadvantageous from such constraints as power 

consumption of UE batteries and complicated billing problems.          

Device-to-device communications are expected to be deployed in 5G networks 

[164]. Device-to-device communications have been paid attention by research 

communities for years [165] and studied in 3GPP Releases 12 and 13 particularly on 

device-to-device discovery and communication [166].  Two scenarios are defined in 

3GPP [167], namely, direct data path and locally routed data path. In the former 

scenario, devices exchange information without any involvement of network elements 

for the U-plane; however in the later scenario, devices involve controlling nodes for 

relaying data to exchange locally without routing through the core networks. Hence, 

other nodes can have control on signal transmissions and receptions with assistance 

from the network. Specifically, nodes in cell-edge areas where the communication link 

between a UE and a MCBS is typically weak but the link between two cell-edge UEs 

can be very good such that one of these two UEs can act as a transmitter for the other. 

A MCBS carries out all control signaling operations, e.g., synchronization.  

Machine-type communications or machine-to-machine communications are 

one of the enabling technologies for 5G networks that will allow devices such as cars 

and health monitoring devices to connect to the Internet [168]. Consumer electronic 

devices can be networked, interconnected, and accessible or controllable remotely. That 

results in innovation shifting from products to services delivered by these devices [169].  

In machine-type communications, a number of devices communicate to one another or 

to a central controller even without any human intervention [170]. The machine-type 

communication is generally characterized by a small packet size, a low mobility, a 

group based communication, a secure connection, and a transmission delay tolerant 

[171-172]. A few applications of machine-type communication are health care, 

tracking, sensor monitoring, vehicular telematics, and smart grid [173]. For supporting 

machine-type communication in 4G LTE-Advanced systems, service requirements for 

network improvements for machine-type communication are specified in [174] by the 
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3GPP to address the requirements of 5G networks [175]. Further, the European 

Telecommunications Standards Institute has already defined the overall end-to-end 

machine-to-machine functional architecture [176].  

Machine-type communication applications are typically hosted by an 

application server which may be connected directly with a cellular network or may use 

service capability servers to offer additional control and data services [177].  Devices 

in machine-to-machine communications can share and operate on unlicensed spectrums 

of cellular networks and help reduce transmission loads and improve performances of 

cellular networks [178-180]. There are a number of scenarios for the convergence of 

machine-to-machine networks and cellular networks as presented in [180]. For 

example, the most advanced convergence scenario is a fully connected machine-to-

machine network that allows a single data flow to be routed through multiple machine-

to-machine connections and all machine-to-machine devices can act at a time as cellular 

consumers as well as machine-to-machine communication providers. 

 

A.1.2 Radio access network performance enabler   

 

A. Cooperative multi-antenna systems   

 

Employing multiple antennas at both a transmitter and a receiver is one of the 

most useful technologies to increase spectral efficiency and system capacity, and 

literally the configuration is called MIMO. To avoid ambiguity, we refer to a BS as 

transmitter and a UE as receiver in the DL and in the UL a UE as transmitter and a BS 

as receiver in a cellular system. At the system level, the major concepts of multiple-

antenna system implementation are either centralized or distributed. In the centralized 

concept, a number of antennas are collocated at the same BS with a few wavelengths 

apart from one another. Centralized systems usually work best in terms of performance 

improvements in capacity and diversity when channels, observed by each antenna, are 

highly scattered such that the correlation between channels from an antenna array 

system is the least or none at all. However in reality, because of implementation specific 

constraints (e.g., physical limitations at transceivers), a large number of antennas are 
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implemented within a limited space. This causes a high correlation between channels 

and a low degree of freedom which results in a poor performance. However, if the same 

number of antennas are distributed geographically and are jointly processed at a central 

station via ideal backhaul links such as optical fibers, a high degree of independent 

channels can be achieved [181]. Because of spatial diversities, channel characteristics 

from these antennas varies significantly from one to another at the same UE and hence 

results in an improved capacity from achieving a high received signal diversity gain. 

Further, a reduction in transmission power and path loss can be achieved from spatial 

diversities of these distributed antennas. This type of multi-antenna system is called 

DAS [181] and is illustrated in Figure A.1(a).    

In MIMO systems, when there is only one user in a BS coverage, we refer to 

the scenario as a single user-MIMO (SU-MIMO) system as shown in Figure A.1(b).  

An SU-MIMO system suffers from a high channel correlation since multiple antennas 

are spaced apart by a short distance both at a BS and a UE. Further, the capacity of a 

SU-MIMO system is limited by the number of antennas of a UE. This is because the 

capacity of a MIMO system varies proportionally with spatial multiplexing gain of the 

link between a BS and a UE, where the gain is directly proportional to the lesser the 

number of antennas of a transmitter (BS) and a receiver (UE) in the DL, and a UE 

usually has fewer antennas than a BS. To overcome this problem, a high diversity in 

spatial channels needs to be achieved. One way to do this is to employ MIMO principles 

to more than one UE by exploiting randomness of UE distributions in the coverage of 

a BS, and the resulting system is called multi-user-MIMO (MU-MIMO) as shown in 

Figure A.1(c). However, the inter-cell interference experienced by UEs, particularly 

cell-edge UEs, from nearby BSs and UEs is the major bottleneck to an improvement in 

the overall system capacity.  

Cooperation between nearby BSs can be exploited to keep this interference at a 

minimal or zero level. By introducing coordination between BSs, a higher degree of 

freedom can be achieved. This configuration is called networked MIMO where a group 

of BSs coordinate with each other to form a virtual massive multi-antenna system for 

the DL transmission as shown in Figure A.1(d). In a networked MIMO system [182], 

data streams from multiple BSs are simultaneously transmitted to multiple UEs within 

or beyond their cell coverage by cancelling cross-talk interferences. This results in 
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achieving a spatial multiplexing gain that scales system capacity with cluster size (i.e., 

the density of cooperating BSs). However, it requires a tight synchronization in terms 

of transmission time, carrier frequency, sampling clock-rate, and sharing of user data 

between cooperating BSs for cancelling cross-talk interferences. Since overheads from 

cooperating BSs increase with cluster size, a networked MIMO system is feasible for 

small networks. As proposed in [183], CoMPs with MU-MIMO can also be exploited 

to improve capacity by taking advantages from both the spatial multiplexing gain of 

MU-MIMO systems and the interference avoidance (nullification) of CoMP systems.  

However, 5G networks are expected to support 1000 times the volume of data 

as the current networks do. In order to address the high capacity demand of 5G 

networks, a large number of antennas, e.g., hundreds are expected to be deployed in 5G 

networks. This antenna configuration is called massive MIMO or large antenna systems 

as shown in Figure A.1(e). A massive MIMO system relies on a high spatial 

multiplexing gain, and hence it is assumed that a BS has channel knowledge of both  
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Figure A.1: Multi-antenna configurations. 

 

UL/DL. In the UL, UEs can send pilots, and a BS can measure the channel response of 

each UE based on these pilot signals. However, the DL channel measurements are not 

easy. In a frequency division duplex based current LTE systems, BSs send pilots to 

UEs; UEs then estimate channels based on pilots; and after quantizing estimated 

channels, UEs send them back to BSs [184]. However, this process is challenging in 
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the case of a massive MIMO system, particularly for high-mobility users, mainly for 

two reasons. Firstly, it requires 100 times more resources in the DL than in conventional 

systems to ensure mutually orthogonal pilots between antennas. Secondly, there is a 

proportional increase in the number of channel responses with BS antennas for UL. 

That is why massive MIMO systems are expected to be operated on a time division 

duplex mode where it can use channel reciprocity between the UL/DL [184]. A number 

of representative features and challenges of massive MIMO systems are discussed in 

the followings. 

 

1. Features of massive MIMO systems  

 

 Operation: In massive MIMO systems, multiple data streams are sent using the 

spatial-division multiplexing technique such that different data streams can use 

the same time and frequency resources.  The spatial-division multiplexing is 

performed with a large number of independently-controlled antennas. Data 

streams are precoded before transmitting based on the channel responses which 

are sent in the UL by UEs and received at each antenna of the antenna-array. 

The precoding matrix is chosen such that the desired signal is strong enough as 

compared to the interference and noise signals at each intended UE [185]. 

Similarly, in the UL, each UE transmits its data stream using the same time and 

frequency resources. The sum data from UEs is received at each antenna and 

then decoded to retrieve the received signals to produce individual data streams.  

 Architecture: Massive MIMO systems can be deployed using an array of 

antennas which are either co-located at the same BS or distributed to cover a 

certain area [186]. Further, a MCBS can be replaced by a large number of low 

power antennas.  

 Scalability: Massive MIMO ensures the scalability issue by employing the time 

division duplex method. In contrast to the frequency division duplex method, 

time division duplex is used because of the fact that the time required to collect 

the channel responses is independent of the number of antennas [185], and there 
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is almost no bound on the maximum number of antennas that is to be considered 

in massive MIMO systems with time division duplex [3].     

 

2. Challenges of massive MIMO systems  

 

 Channel estimation: Estimating the channel responses accurately is critical to 

update the precoding matrix, and is one of the major limitations of massive 

MIMO systems [3]. This is because of the fact that the UE velocity puts a limit 

on the time interval during which the channel response must be acquired. This 

in turn limits the maximum number orthogonal pilots that can be obtained and 

the maximum number of UEs that can be served simultaneously [185]. 

 Pilot contamination: Because of the limited number of pilots for channel 

estimations, pilots are to be reused in nearby cells. Hence, the pilot sequence of 

one cell to serve its UEs can be interfered by another cell that uses the same 

pilot sequence to serve its UEs. This phenomenon is called pilot contamination 

[185, 187], and is another major challenges for the massive MIMO system 

implementation.  

 Economic and standardization impacts: The cost effectiveness of developing 

massive MIMO systems is not explicitly justified yet [3]. In addition, the real 

implementation of massive MIMO systems may require a new standard [185].  

 

B. Millimeter wave communications 

 

1. Incentives and features of mmWave 

  

One of the major enablers to address the high traffic demands of 5G networks 

is to increase system bandwidth by using spectrum aggregation techniques. Current 

microwave frequencies ranging from 700 MHz to 2.6 GHz [188] for cellular wireless 

are almost saturated by their practices. Currently, the global bandwidth allocation for 

cellular wireless is limited to 780 MHz, and an approximate maximum bandwidth of 

200 MHz for each major wireless provider across different bands [188-189]. This 
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motivates the use of mmWave spectrums for 5G networks.  According to [188], one of 

the major differences of 5G systems from 4G systems will be in the use of greater 

spectrum allocations at mmWave bands. In addition, backhaul networks will be 

implemented at mmWave bands instead, by replacing existing copper and fiber 

backhauls. The implementation of a high gain and steerable antenna both at a UE and 

a BS makes mmWave communications viable over the wireless medium [188, 190, 

191]. Noticeable features of mmWave [188] that make the movement toward mmWave 

communications are as follows: 

 

 An availability of a large amount of usable spectrums in mmWave bands results 

in achieving a high data rate 

 An expansion of channel bandwidth beyond 20 MHz [192] 

 A small wavelength of mmWave results in an exploitation of new spatial 

processing techniques such as massive MIMO, adaptive beamforming [193] 

 An availability of a large amount of bandwidth allows handling capacity for BS-

to-UE link and BS-to-BS backhaul link in highly populated areas greater than 

the current 4G systems  

 Wireless features result in flexibility and quick deployment of backhauls in 

dense urban areas  

 A small coverage by mmWave results in an exploitation of spatial frequency 

reuse techniques and new cooperative techniques such as networked MIMO, 

cooperative relays  

 

2. Propagation characteristics of mmWave 

 

MmWave spectrums have a number of essential propagation characteristics that 

make the mmWave difficult to achieve seamless coverage and reliability [133, 194-

195]. Firstly, an mmWave signal experiences a much higher propagation loss than a 

microwave signal, which can be compensated by a high-gain directional antenna. 

Secondly, an mmWave signal faces difficulty in diffracting around obstacles because 

of its small wavelength. Further, LOS propagations can be blocked by obstacles, and 
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non-LOS can be blocked from a shortage of multiple paths and a significant attenuation. 

All these result in a possibility for a link outage if a LOS path does not exist. Thirdly, 

an mmWave propagation faces difficulty from penetrating solid materials (e.g., a 178 

dB attenuation at 40 GHz for brick walls [194]).  

 

3. Spectrums of mmWave 

 

MmWave spectrums range from 3 GHz to 300 GHz with corresponding 

wavelengths range from 1 mm to 100 mm [196]. However, from this range of mmWave 

spectrums, the oxygen absorption band which ranges from 57 GHz to 64 GHz with 

attenuation of about 15 dB/km, and the water vapor absorption band which ranges from 

164 GHz to 200 GHz with an attenuation about tens of dBs are to be excluded for 

mmWave communications. Assume that 40 percentages of the remaining 252 GHz can 

be potentially explored for the use of mmWave communications, and then a possible 

new 100 GHz of spectrum [196-197] can be exploited for 5G mobile communications. 

In an announcement by the Federal Communications Commissions in October 2003, 

71-76 GHz, 81-86 GHz, and 92-95 GHz frequencies that constitute aggregately a total 

of 12.9 GHz bandwidth became available for ultra-high-speed-data communications 

[196].  

Further, the licensed 28 GHz and 38 GHz bands have an available bandwidth of 

over 1 GHz that could be used for mobile access and backhaul networks [188, 198]. 

Even though rain and atmospheric attenuations are the major unavoidable drawbacks 

for mmWave spectrums, the impact from them is not significant enough for 28 GHz 

and 38 GHz bands because of small mmWave cell sizes. There is only a 1.4 dB 

attenuation from a heavy rain fall over 200 m distance at 28 GHz. For small distances, 

typically less than 1 km, the rain attenuation has a minimal effect on mmWave 

propagations at 28 GHz and 38 GHz [188, 199]. Further, for 28 GHz and 38 GHz, the 

atmospheric absorption is insignificant for an mmWave cell size of 200 m.  

   

4. Access link and backhaul link of mmWave 
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MmWave technologies have been proposed for 5G mobile networks [200]. 

MmWave BS and backhaul systems are expected to be deployed on urban utility poles, 

street lamps, and building frontages. Access links of mmWave will be assisted by a 

MCBS for control signaling and synchronization purposes, while user data at a high 

speed will be provided to a UE by an mmWave BS. Hence, C-plane will be served by 

a MCBS and U-plane will be served by an mmWave BS. With a multi-hop short 

distance (up to 100 m - 200 m) LOS mmWave backhaul, a peak capacity of 10-25 Gbps 

can be provided, and the backhaul can be extended up to 1 km. For such a long distance 

backhaul, high-end solutions with highly directive antennas (e.g., 30 dBi to 52 dBi gain) 

are emerging at E-bands [61-62]. Data rates up to 2.5 Gbps using 64 quadrature 

amplitude modulation on a 500 MHz wide channel has already been announced [61].  

 Moreover, mmWave backhauls are now commonly accepted among the main 

network equipment providers, and several prototype network implementations for 

measurement campaigns have been carried out, e.g., Nokia Siemens Networks in New 

York at 72 GHz, Samsung in New York, Austin, and Korea at 28 GHz and 38 GHz 

[61]. However, the main constraints for access link come from UE requirements. For 

example, UEs are equipped with multi-radio support capabilities such as WiFi and 

global positioning system, each operating at a distinct frequency with multiple 

antennas. Further, there is a disproportionate advancement in the development of UE 

battery technologies with applications. All these make mmWave a technology to be 

embedded at a minimal impact on the existing hardware of a UE with a minimal space 

for setting up of a new mmWave radio and antenna. Furthermore, an mmWave access 

link needs to communicate with a larger coverage in outdoor environments than in 

indoor environments. This larger coverage in outdoor can be addressed with a high gain 

antenna and a high transmission power where a UE’s size and power consumption can 

be relaxed [61].   

  

5. Applications of mmWave to emerging technologies 

 

MmWave wavelengths are attractive for new emerging technologies such as 

massive MIMO to enhance spectral efficiency since more antennas can be located with 
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a reduced antenna array size. A large gain from beamforming with a large number of 

antennas can supplement high path losses of mmWave spectrums. However, cell 

discoveries in mmWave face problems from the directivity. To overcome this problem, 

SC discoveries at mmWave can be done in a number of ways [201].  One way is that a 

MCBS handles the cell discovery process. In this case, a MCBS knows a SC’s coverage 

and a UE location. The MCBS informs a SC as a UE heads toward the SC such that the 

SC can steer its beam toward the UE. The MCBS then informs the UE so that the UE 

can also steer its antenna beam toward the SCBS. The other way would be to implement 

both a SCBS and a UE with a capability to operate on both below 3 GHz and mmWave 

frequencies. In this case, cell discoveries are provided at a frequency below 3 GHz. 

Once a UE gets connected to a SC, the SC can transmit user data at an mmWave 

frequency by steering its antenna beam toward the UE. MmWave spectrums can also 

be applied to new emerging technologies such as device-to-device communications. 

There are two kinds of device-to-device communications that can be enabled in 

mmWave spectrums, i.e., local device-to-device and global device-to-device 

communications. In a local device-to-device communication, two devices communicate 

to one another via the same BS or via a relay node if a LOS signal is present between 

them. However, in a global device-to-device communication, two devices are typically 

associated with two different BSs and can communicate to one another via mmWave 

backhauls [194].  

Further, to address the high capacity demand of 5G networks, SCs are expected 

to be deployed densely. But, a dense deployment of SCs raises several issues. One of 

the major concerns is a high cost of fiber backhauls for every SC which in turn raises 

the practicability of deployment of backhauls to SCs using fibers. However, using 

wireless backhauls at microwave frequencies to reduce cost is already a well-accepted 

approach, and an extensive number of microwave point-to-point links are in operation 

in 4G systems [202-206]. Authors in [202] have proposed a point-to multipoint in-band 

mmWave wireless solution where both access and backhaul links are multiplexed on 

the same frequency to address low cost and low latency requirements of ultra-dense 5G 

networks. Note that usually out-of-band backhauls are dominant in wireless industry 

[205-206] to overcome an extreme capacity demand in licensed access frequency bands 

[207-208]. However, in mmWave backhauls, a channel bandwidth can be large so that 
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inband backhaul approach can be deployed [202]. In Table A.1, a comparative analysis 

for network capacity improvement approaches, i.e., cooperative communications, 

multi-antenna systems, dense HetNets, and mmWave communications is given. 

 

A.2 Network control programming platform   

 

A.2.1 Logically centralized programmable control network platform  

 

SDN is a new networking paradigm which provides flexibility, simplicity, and 

evolvability in network operation, control, and management with a software platform. 

It principles on separating network intelligences to a logically centralized entity called 

controller from network processing units called data plane switches to simplify policy 

enforcement and network configuration and evolution [209]. Though the SDN principle 

was initially evolved around wired networks, recently it has got a significant 

momentum in wireless networks. Numerous research projects on wireless SDN 

(WSDN) are ongoing, and research approaches are proposed to address several issues 

of WSDN. 

 

A. Conventional SDN concept   

 

The concept of SDN is based on split architecture with the following 

characteristics [2]  

  

 Network control functions are separated from network forwarding functions. 

 Network intelligence is moved to a logically centralized single entity called 

SDN controller. 

 Controller maintains global abstracted network views on which control and 

management applications work. 
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Table A.1: A comparative analysis for network capacity improvement approaches. 

Features Cooperative 

communicat

-ion 

Multiple 

antenna system 

mmWave 

communication 

Dense 

HetNet 

Enablers CoMP, 

eICIC 

Massive 

MIMO, 

networked 

MIMO  

mmWave 

spectrums 

SCs 

Objectives Interference 

management  

Spatial 

multiplexing,  

spatial diversity  

Spectrum 

aggregations  

Frequency 

reuse  

Improvement  Spectral 

efficiency  

Spectral 

efficiency  

Bandwidth 

extension  

Capacity  

Taking 

advantages 

from 

Coordination 

among  

spatially 

separated 

BSs  

A massive 

number of 

antennas that 

can be 

implemented at 

a BS either 

centralized or 

distributed 

manner     

An enormous 

amount of 

available 

bandwidth  

Short 

distance 

between a 

UE  

and a BS 

Requirements Strict 

backhaul  

Maximization 

of the minimum 

between the 

numbers of 

transmit and 

receive 

antennas  

Small coverage 

area typically 

with 200 m cell 

radius 

Maximizat

-ion of 

frequency 

reuse  

Methodologies    By 

exchanging 

CSI and 

information 

of data 

among BSs 

By creating 

multiple parallel 

data streams 

and 

beamforming 

between a BS 

and a UE 

By enabling 

highly directive  

LOS link 

between a UE 

and a BS  

By 

deploying  

SCs as 

densely as 

possible in  

MCs  

Enabling 

degrees-of- 

freedom  

CoMP (e.g., 

Joint 

processing) 

and eICIC 

(e.g., TD and 

FD)  

Number of 

antennas for a 

massive MIMO 

and cluster size 

for a networked 

MIMO system s 

28 GHz, 38 

GHz, 60 GHz, 

71-76 GHz, 81-

86 GHz, and 92-

95 GHz 

PC,  FC, 

RRH, and 

relay  

Applications  MC  and  

SCs 

MC and  

SCs 

Backhaul and  

SCs 

SCs 



 

 

306 

 

 SDN controller communicates with forwarding nodes using a standard protocol, 

e.g., OpenFlow.  

 Network operators can control and manage network requirements through SDN 

control and the management programs in SDN controller to be free from vendor 

agnostic processes.  

 

Because of programmable features of SDN controller, these networks are 

referred to as software defined [210]. Figure A.2 [211] shows a typical SDN 

architecture. SDN consists of three planes: a forwarding plane that includes forwarding 

elements, a control plane that includes network operating system and network 

hypervisor, and an application plane that includes network control and management 

applications. In addition, there are two interfaces: southbound (e.g., OpenFlow) and 

northbound (e.g., XML) interfaces. In the following, we give an overview on 

components of SDN architecture.      

A network operating system, like an ordinary computer operating system, 

provides an ability to observe and control the network [212]. A network operating 

system also keeps network states and provides a global view to the controller. The 

network operating system and applications run on servers. POX, a network operating 

system written in python, is an example of network operating system. Applications are 

control and management programs that are usually implemented on top of the network 

operating system and perform all control and management tasks. The global network 

view contains results of the network operating system, and applications use it for 

control and management decisions. Example applications are routing and mobility 

management.  A network hypervisor is used to virtualize physical resources into a 

number of virtual resources such that multiple users can use the same physical resources 

concurrently without intervening one another. A hypervisor is software that is installed 

on a server. An example hypervisor is FlowVisor [213] that acts as a proxy such that 

all traffic to and from the controller and forwarding switches pass through the 

FlowVisor in order to enforce a proper policy on packets in each flow to provide 

isolation between virtual network resources.  
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Examples 
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Figure A.2: Typical SDN architecture [211]. 

 

A southbound interface provides a necessary medium to communicate the 

controller with forwarding switches. A well accepted southbound interface is 

OpenFlow. OpenFlow is a protocol that provides a way to communicate the controller 

with data paths using match-action rules [214]. When a packet arrives at a data path 

switch, its packet header is first matched with a flow entry in a flow table resided in 

each data path switch, and a corresponding action is taken on the packet following 

OpenFlow specifications for match-action rules such as forward, drop, modify, or send 

the packet to the controller. A northbound interface allows applications to communicate 

with the network operating system. There is no standardized northbound interface yet. 

XML can be used as a northbound interface. SDN forwarding switches are responsible 

for switching a packet from an ingress port to an egress port. An example forwarding 

switch is OpenFlow switch that contains a forwarding table incorporating a number of 

flow entries. Each flow entry has three fields: a packet header defining a flow, an action 

defining how a packet should be processed, and statistics that keep record on the 
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number of bytes and packets in each flow and the time since the last packet matched a 

flow [215]. Each flow is controlled by the controller.  

 

B. WSDN   

 

In wireless networking, there is no single dominant technology. Rather several 

technologies, e.g., cellular, WiFi, and worldwide interoperability for microwave access 

(WiMAX), are deployed in a particular scenario. Diversification in technology, 

distributed network management paradigm, unpredictable wireless medium, and 

multitude user requirements make current wireless networks hard to manage. SDN with 

its capability to separate control plane from data plane and to control data plane by 

providing a physical data plane network abstraction to control and management 

programs can provide flexibility and simplicity in wireless network control and 

management tasks. More importantly, it is the physical network abstraction which is 

the key in SDN that makes a significant impact on decisions of the controller and hence 

the overall efficiency. Before we discuss applications of SDN to wireless networks, we 

justify the following properties of SDN regarding wireless technologies. 

 

 Property 1 - Control plane and data plane can be separated: In current wireless 

distributed networking paradigms, network intelligences and processing 

functionalities of most network entities (e.g., SGW, PGW, and RAN in LTE) 

are distributed across the network. Through a proper interface (e.g., OpenFlow), 

the intelligence part of these network entities can be separated from the 

processing part, and be moved to a logically centralized entity – the controller. 

All management and decision applications can be implemented on top of the 

controller and can communicate with physical U-plane of these entities through 

a proper interface (e.g., XML).   

 Property 2 - SDN controller is technology independent: SDN controller simply 

takes decisions based on an abstraction given to it. So, SDN controller is 

technology independent. Though underlying network abstractions of LTE, 

WiMAX and WiFi are different, this technology distinction does not have any 
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impact on the controller operation since the controller works simply on 

whatever an underlying abstraction it is provided with. Given simply an 

abstraction of underlying networks, SDN controller takes necessary decisions 

based on operator’s goals provided through applications.  

 Property 3 - Abstracted network can be segmented, and modular 

implementation can be introduced: In mobile networks, based on geographical 

regions, e.g., urban and suburban, we can segment the global view of an 

underlying network. And since each region has different characteristics 

replicated in the abstraction of that part of the network, SDN controller can set 

modular implementation such that there is a module for each region: urban-

module, suburban-module, rural-module, and dense HetNet-module. Each 

module is responsible for that particular region and updates itself according to 

a change in the network abstraction of that region. This can simplify the 

controller decision and network management tasks since if there is any change 

needed for a particular region, only the corresponding module needs to be 

updated by leaving the rest of the network update unchanged. 

 

A number of WSDN architectures for LTE cellular [216-218] and 

WiFi/WiMAX [219] have been proposed, mostly by separating access networks from 

core networks. Few LTE architectures leave legacy LTE networks almost unmodified 

while others propose changes on current networks and are explained in the following.   

 

1. WSDN architectures without changing existing LTE core networks 

 

A number of architectures have been proposed in [216] based on an integration 

of SDN with core network entities, e.g., MME, SGW, and PGW. SDN can be integrated 

as part of either MME for more awareness of mobility requirements, or it can be 

integrated as part of SGW and PGW to control transport networks.  One of these 

proposed architectures is based on decoupling logical and data planes of SGW and 

PGW, as shown in Figure A.3 [216]. Logical parts of SGW and PGW are separated and 

are integrated with an SDN controller. The controller manages data planes of SGW and 
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PGW. The MME interacts with logical parts of SGW and PGW. The rest of the 

elements in the network are kept unchanged.  

 

SGW-U

PGW-CMME SGW-C

PGW-U
MCBS

UE
S5 (GTP-U)S1 (GTP-U)

Home Subscriber 

Server 

Policy Control and 

Charging Rules Function 
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S1-MME

S5 (GTP-C)

Southbound Interface 

Northbound Interface 

U-plane C-plane

SDN Controller

GTP: GPRS Tunneling Protocol     SGW: Serving Gateway
 

Figure A.3: Integration of SDN with S/P-GW [216]. 

 

2. WSDN architectures with changing existing LTE core networks 

 

 Softcell architecture has been proposed in [217] which considers changing 

current LTE core networks by removing core network elements such as SGW, PGW 

and point-to-point tunneling (Figure A.4). Instead, it considers supporting stateful 

middleboxes such that all packets in both directions of a connection must traverse the 

same instance. A controller implements high level service policy to direct traffic 

through middleboxes by using switch level rules. Each BS is associated with an access 

switch that is responsible for fine-grained packet classifications on a UE’s traffic. The 

rest of the network consists of core switches, including a few gateway switches. Core 

switches are responsible for traffic forwarding functions through appropriate 

middleboxes [217]. The controller directs traffic over the network and middlebox paths 
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based on service policies which are abstracted at a high level depending on subscriber’s 

attributes and applications.  A service policy includes multiple clauses that specify 

which traffic should be handled in what way. An example service policy clause is: VoIP 

traffic must go through an echo canceller followed by a firewall. 
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UE 2

UE 3
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Figure A.4: Softcell network architecture [217]. 

 

3. WSDN architectures on existing LTE access networks 

 

SoftRAN architecture which is a result of an application of SDN principle on 

the LTE RAN is shown in Figure A.5 [218]. SoftRAN is software defined centralized 

control plane for access networks that abstracts all physical BSs in a geographical area 

as a virtual big BS. Rather than controlling radio resources of each BS by itself in a 

distributed manner, all resources are allocated by a central controller among 

neighboring BSs. Radio resources are abstracted in three dimensions, including space 

(BS identifier), time, and frequency and are programmed by a logically centralized 
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controller. In each time-frequency block, the controller needs to make a decision that is 

conveyed to each BS, and to assign an appropriate transmission power and the flow to 
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Figure A.5: SoftRAN architecture [218]. 

 

be served by a BS. A centralized controller receives local network states periodically 

from all BSs in a local geographical area. The controller then updates and maintains the 

global network state in the form of a database called RAN Information Base that 

contains information on interference maps (in the form of weighted graph), flow records 
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(e.g., in the form of the number of bytes transmitted), and network operator’s 

preferences (e.g., for priority services) which is accessed by various control modules to 

take decisions on the radio resource management.    

 

4. WSDN architectures on WiFi/WiMAX networks 

 

OpenRoads or OpenFlow Wireless is a mobile wireless platform for 

experimental network researches and realistic deployment of networks and services 

using virtualization techniques as shown in Figure A.6 [219]. OpenFlow Wireless uses  
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Figure A.6: OpenFlow Wireless architecture [219]. 
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OpenFlow protocols to separate control plane from an underlying data path. A network 

hypervisor called FlowVisor is used to virtualize data plane to create network slices and 

to provide isolation between slices such that multiple experiments can co-exist and run 

in parallel with production networks without any intervention. In addition, a 

SNMPVisor is also used to configure radio specific problems [219].  All control and 

management applications communicate with the controller with a standard interface, 

and their decisions are conveyed to data paths by the OpenFlow protocol. 

 

A.2.2 WSDN implementation requirements and challenges 

 

Even though an adoption of SDN concept is highly desirable for wireless networks, 

there are several challenges that are to be addressed for the viability of WSDN from 

experimentation through technology development to policy level. A few of these 

requirements and challenges are outlined below.   

 

 SDN was developed with wired networks in mind. But characteristics of a 

wireless medium are far different and unpredictable. Adopting wireless medium 

characteristics in SDN is very challenging and requires considerable researches 

on this issue.  

 SDN is now in its early stage, and hence most elements of SDN are either under 

development or not broadly available in commercial markets. For example, the 

popular OpenFlow protocol specification is under the developing phase and still 

does not provide all radio configuration related functionalities.   

 SDN has so far been proposed to be integrated with current 4G mobile 

architectures without major changes on current networks (e.g., as proposed in 

[220]). A full advantage from the adoption of SDN is yet to be proven toward a 

higher 5G target and beyond. 

 Technology-specific bindings of virtualization are important due to a need to 

preserve efficiency in an unpredictable multi-user multi-access wireless 

medium [221]. It is also important to understand that not all these technologies 

benefit equally from various wireless virtualization perspectives [221]. Benefits 
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of virtualization are mostly apparent in technologies where the bandwidth and 

the supported number of users are relatively high, leaving enough room for 

dynamic sharing of resources, such as in 802.11 WLAN and cellular networks.  

 OpenFlow does not provide any feature to configure data path elements, e.g., 

transmission power management and channel allocation. Therefore, an efficient 

wireless resource allocation and interference management cannot be achieved 

without more enhancements in the radio hardware. A comparative analysis for 

distributed and centralized network control programming approaches is given 

in Table A.2.   

 

 

Table A.2: A comparative analysis for network control programming approaches. 

    

Features 

Logically distributed 

programmable control networks 

Logically 

centralized 

programmable 

control networks 
Cell-centric 

control 

Device-centric 

control 

  Network 

architecture 

Cell-centric  Device-centric  WSDN controller-

centric  

Network 

programming 

Networking 

device level  

Networking 

device level  

WSDN controller 

level  

Network control 

assessment 

Based on a local 

network view 

Based on a local 

network view  

Based on a global 

network view 

Network control 

mechanism 

Both logically 

and physically 

distributed  

Both logically 

and physically 

distributed 

Logically 

centralized but 

physically 

distributed  

Control plane and 

data plane of a 

networking device 

Integrated in the 

same 

networking 

device  

Integrated in the 

same networking 

device  

Control plane is 

separated from 

data plane  

UE control 

mechanism 

Fully networked 

controlled  

Both network and 

device controlled   

Fully controlled by 

a WSDN controller 

Control and 

management  

of  network 

requirements 

Vendor agnostic  Vendor agnostic   Free from vendor 

agnostic processes 
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A.3 Control-and user-plane separation architecture 

 

In CUSA, C-plane is provided by MCs operating typically at low frequencies 

such as below 3 GHz to provide a large coverage, and U-plane is provided by SCs (e.g., 

FCs) operating typically at high frequencies such as mmWave to provide a high data 

rate services to UEs. MCs may also be responsible for a low data rate services. C-plane 

is responsible for system configuration and management [7] to provide system 

information to access network, synchronization information for timing frames and 

symbols, and reference signals for CSI. Whereas, U-plane is responsible mainly for 

providing on-request data traffic and some acknowledgement information such as 

hybrid automatic repeat request. Note that some control signaling of both planes cannot 

be decoupled completely since they are UE traffic request specific such as CSI and 

timing frame and symbol levels, and hence they are present in both planes. In CUSA, 

the definition of coverage is twofold, namely area coverage and service coverage [9]. 

Area coverage can be defined as the coverage that is provided by MCBSs (i.e., C-plane 

BSs) for network access and service request, whereas service coverage can be defined 

as the coverage provided by SCBSs (i.e., U-plane BSs) with promised quality-of-

service, e.g. data rate. Hence, a user with no active-data request can have area coverage 

without having had any service coverage.  

 

A.4 In-building cellular mobile communications  

 

A.4.1 Multi-floor and floor material attenuation  

  

As reported in [222], the attenuation caused by multi floors is a non-linear 

function of the number of floors between transmitter and receiver, with a standard 

deviation ranges from 3.2 dB to 10.5 dB for the measurements taken in 3 different 

buildings. With an increase in floor number, an additional path loss experienced by the 

received signal per floor decreases, i.e. the difference of path loss between floors 1 and 

2 is greater than that between floors 3 and 4. This implies an existence of additional 
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sources of signal such as multi-path scattering from surrounding buildings. Information 

on building layouts and so on can be found in [222]. From [222], it can be concluded 

that the measurement based statistical/empirical results, e.g. for attenuation factor, are 

site specific and deviate considerably from one building to another. 

The same  result for floor attenuation response has been reported by the authors 

in [120] by considering two paths for signal propagation of which one involves 

transmission through floors, and the other comprises of paths having segments outside 

buildings as well as involved diffraction at window frames. The authors showed that 

the measured signal falls by about 12 dB per floor at the receiver for the first six floors 

of separation. Further, with an increase in separation distance by more than eight floors, 

the received signal declines gradually, i.e. non-linear response of signal attenuation 

with the number of floors. This statistic of attenuation is used for modeling attenuation 

factor within a 3D building in this research. 

 

A.4.2 Indoor propagation modeling   

 

There are two major approaches to predicting indoor propagation [224], namely 

empirical modeling and theoretical modeling. However, empirical modeling has a 

number of limitations as follows:    

 

 Measurement data must first be obtained in order for the empirical parameters 

to be determined.  

 Propagation models can generally only model propagation phenomena which 

do not set out radically from propagation in free space.  

 The use of this model restrictive, and the transportability of the model cannot 

be guaranteed even for similar environments [223]. 

  

Empirical or statistical approaches to predicting path loss take the following 

form [224],  

         



FL

1

WL

1

010
explog10dBPL

qp

n
qFAFpWAFddd                    (A.1) 
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where WL and FL are the number of walls and floors respectively between the 

transmitter and receiver. The empirical parameters expn ,  pWAF , and  qFAF  are 

termed as path loss exponent, wall attenuation factor, and floor attenuation factor 

respectively [224].  

In theoretical modeling, electromagnetic theory is applied more rigorously 

using ray-tracing techniques such as the uniform theory of diffraction which invokes 

detailed site specific information about the particular building. Predictions based on ray 

tracing can predict complex propagation phenomena such as diffraction and reflection. 

However, it suffers from such limitations as long computational time and consideration 

for alteration of the permittivity constants to match with the measured values, resulting 

its advantages over empirical models questionable. 

A number of works applied theoretical modeling. For instances, authors in [223] 

proposed a general 3D theoretical model using the ray-tracing technique to estimate 

radio loss. Authors in [64] have also presented a comprehensive 3D ray-tracing model 

for inter-floor and measurements of power delay profiles for two-floor scenario. Due to 

the complexity of fully electromagnetic models and the necessity for comprehensive 

information of the physical geometry and layout, a number of approaches have already 

been proposed to develop a model in the middle ground between empirical and ray 

tracing techniques.  Authors in [224] have proposed a new empirical propagation model 

which incorporates much of the propagation phenomena that is suggested by 

electromagnetic theory such as uniform theory of diffraction, but still retains the 

straightforwardness of the empirical approach. Also, authors in [225] have proposed a 

mechanistic model that maintains the precision of their electromagnetic fundamentals. 

It is however suitable for system design.  

 

A.4.3 Types of building and their impact on signal propagation  

 

Owing to a strong dependency of the received signal statistics on the types of 

buildings, different types of buildings need to be classified to provide bounds on the 

received signal statistics. Since a detail description of a building under test would make 

the classification of similar types of buildings difficult, in [108], authors attempted to 
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provide a classification which, to some extent, disregards the detailed structure of any 

particular building. A classification of buildings has been proposed in [108]. Based on 

this classification, the received signal statistics and channel models for any particular 

type of building are given by treating narrowband and wideband measurements 

separately.  In general, as reported in [108], it has been found that  

 

 Penetration loss is dependent on the construction materials of a building, 

building orientation with respect to transmitter, internal layout, floor height, and 

the percentage of windows in a building. Therefore, the variability of 

penetration loss makes the indoor environment different from that of land 

mobile radio as far as interference is concerned.  

 Spatial and temporal distributions are also different in an indoor environment 

from a land mobile radio. The spatial fading rate is much lower in an indoor 

environment because of the slower motion of the receiver. Nulls between 20 

and 30 dB are observed when the receiving antenna is moved through small 

distances. The temporal fading is much higher in an indoor environment 

because the antennas are not shielded and not at a high elevation as is the case 

in land mobile radio. Burst type fading of the order of 17-30 dB with 20 to 40 

seconds duration has been measured. 

    

The wide variability of the values and models of these parameters make it 

difficult to determine exact models for different parameters which can be used for 

different types of buildings [108]. As reported in [108],  

 

 The rate of decay varies between 0.45 and 8.6 depending on the types of 

buildings, the relative position between transmitter and receiver, conditions of 

transmission, types of materials used in a building, and frequency.  

 Penetration loss varies widely for different types of buildings as well as 

frequencies ranging from -2 to 38 dB.  
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These changes which are mainly due to the characteristics of buildings make 

the system planning quite difficult. The plan for modeling the wideband (i.e., not 

necessarily a frequency flat response) portable channel is to some extent similar to that 

of terrestrial mobile radio channel [108]. This plan consists of two major phases as 

follows:  

 

 In the first phase, the available data should be used to model the channel on 

small scale basis, e.g. over a building. This modeling should be carried out by 

estimating the statistical parameters such as root mean square time delay spread 

in conjunction with appropriate statistical distributions for individual paths, e.g. 

distribution of amplitude, phase, and time delay for each path.  

 In the second phase, the derived small scale statistical parameters should be 

used to put bounds on their values over the similar types of buildings [108]. This 

can lead to large area characterization similar to that of terrestrial mobile radio 

channel.  

 

A detail description on narrow band and wideband modeling can be found in [108].  

 

A.4.4 In-building signal propagation modeling to enforce a minimum distance 

between small cells 

 

There are mainly two approaches that can be considered for modeling 

propagation for in-building scenario:  

 

 One approach is to consider the nearby building reflection effects particularly 

in urban environments where buildings are in close proximity to one another. 

 The other approach is not to consider the nearby buildings’ reflection effects 

such that an isolated building is concerned, and only in-building propagation of 

signals through floors, reflected signals from walls, ceilings, and floors, and 

diffracted signals from edges of buildings through windows are to be 

considered. This is, to a great extent, a valid assumption when the transmitter 
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and receiver are both inside the buildings such that there is sufficient building 

attenuation to make the effects of the surroundings insignificant [108].  

 

Certainly, considering the second approach will make the modeling simpler but 

less accurate particularly for dense urban environments. However, simplification of 

modeling indoor propagation is worthy enough to address the issue of enforcing 

minimum distance for reusing resources within a building where both transmitter and 

receiver are located in close proximity.  

 



 

 

APPENDIX B 

DEFAULT SIMULATION PARAMETER AND 

ASSUMPTION 

 

In this appendix, default simulation parameters and assumptions used for 

system level simulations for each chapter are given in Tables. Since a number of 

parameters and assumptions are common for different simulation scenarios, in order to 

avoid repetition, we categorize them into two segments, one which includes all the 

common parameters and assumptions, and the other which includes those used only for 

any specific simulation scenarios. Because CUCA and CUSA are the two major system 

architectures considered in this work, both common and specific parameters and 

assumptions are tabulated chapter wise based on whether any simulation scenarios 

belongs to CUCA and CUSA as follows.    

 

Table B.1: Default and common simulation parameters and assumptions for the 

 C-/U-plane split architectures. 

Parameter and assumption Value 

E-UTRA simulation case1  3GPP case 3  

Cellular layout2  and Inter-site distance1,2  Hexagonal grid, dense urban, 3 sectors 

per MC site and 1732 m  

Carrier frequency2,3 and transmit 

direction  

2 GHz (microwave), 60 GHz 

(mmWave line-of-sight) and DL  

System bandwidth 5 MHz (for both 2 GHz and 60 GHz) 

Type of FCs  CSG  

Total BS transmit power1 (dBm) 46 for MC1, 37 for PC1, 20 (for 2 GHz) 

and 17.3 (for 60 GHz) for FC1,3 

co-channel fading model1  Frequency selective Rayleigh for MC and PC and 

Rician for FC  

Path 

loss  

  

MCBS and a UE1 outdoor MU PL(dB) = 15.3 + 37.6log10R, R is in m 

indoor MU  PL(dB) = 15.3 + 37.6log10R + Low 

PCBS and  a UE1 PL(dB) = 140.7+36.7log10R, R is in km 

(continued) 
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Table B.1 (continued ) 

Parameter and assumption Value 

Path 

loss  

FCBS and a 

UE1,2,3  

PL(dB) = 127+30log10(R/1000), R is in m (for 2 GHz),   

PL(dB) = 68+21.7log10(R), R is in m (for 60 GHz) 

Lognormal shadowing standard 

deviation (dB) 

8 for MCBS2 , 10 for PCBS1, 10 (for 2 

GHz) and 0.88 (for 60 GHz) for 

FCBS2,3   

Antenna configuration Single-input single-output for all BSs 

and UEs     

Antenna pattern  (horizontal)  Directional (1200) for MC1 and 

omnidirectional for PC1 and FC1 

Antenna gain plus 

connector loss (dBi)  

14  for MCBS2, 5 for PCBS1, 5 (for 2 GHz) and 5 (for 

60 GHz, Biconical horn) for  FCBS1,3 

UE antenna gain2,3 0 dBi (for 2 GHz),  5 dBi (for 60 GHz, Biconical horn) 

UE noise figure2,4
  and UE speed1

 9 dB, 3 km/hr    

Total number of MUs and number of UEs per FC  30 and 1  

PC coverage and MUs offloaded to all PCs1 40 m (radius), 2/15 

Percentage of indoor MUs1, external wall penetration loss1 (Low) 35% , 20 dB  

CSI Ideal   

Scheduler and  traffic mode  Proportional Fair and full buffer  

TTI1, T, and scheduler constant (tc)   1 ms, 8 ms, and 100 ms  

Simulation run time for any ABS pattern T and total 

simulation run time  
8 ms and (T × || )    

    taken 1from [93] , 2from [88], 3from [133], and 4from [134].  

 

Table B.2: Default and specific simulation parameters and assumptions for the C-

/U-plane split architecture in Chapter 5. 

Parameter and assumption Value 

Number of cells  One MC, two PCs, and 10 FCs 

FC building model1 (3GPP dual strip 

FC model) 

Number of apartments per floor 40 

Number of floors 4 

Total number of FCBSs 10 

  taken 1from [93]. 
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Table B.3: Default and specific simulation parameters and assumptions for the C-

/U-plane split architecture for non-uniform and asymmetric traffic in Chapter 8. 

Parameter and assumption Value 

Number of cells  One MC, two PCs, and 5 FCs 

FC building model1 (dual strip FC model) Number of apartments per floor 40 

Number of floors 4 

Total number of FCs 5 

taken 1from [93]. 

  

Table B.4: Default and specific simulation parameters and assumptions for the C-

/U-plane split architecture in Chapter 6. 

Parameter and assumption Value 

Number of cells  One MC, two PCs, and 1 FC 
5The value of β 0.6 

taken from 5[90].   
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Table B.5:  Default and common simulation parameters and assumptions for the C-

/U-plane coupled architectures. 

Parameter and assumption Value 

E-UTRA simulation case1 and  transmission  direction 3GPP case 3 and  DL   

Cellular layout2 and inter-site 

distance1,2  

Hexagonal grid, dense urban, 3 sectors per MC 

site, and 1732 m 

Carrier frequency2 and system 

bandwidth  

2 GHz and 5 MHz  

Total BS transmit power1  46 dBm for MC1, 37 dBm for PC1, and 20 

dBm for FC1   

Fading model1  Frequency selective Rayleigh for MC and 

PCs and Rician for FCs  

Distance-

dependent 

path loss  

  

MCBS 

and a 

UE1 

MU is 

outside 

PL(dB) = 15.3 + 37.6log10R, where R is in m 

MU is 

inside an 

apartment  

PL(dB) = 15.3 + 37.6log10R + Low, where R is 

in m, and Low is the penetration loss of an 

outdoor wall  

PCBS and a UE1 PL(dB) = 140.7+36.7log10R, where R is in km 

FCBS and a UE1,2 PL(dB) = 127+30log10(R/1000), where R is in 

m  

Lognormal shadowing standard 

deviation 

8 dB for MCBS2, 10 dB for PCBSs1, and 10 

dB for FCBSs2  

Antenna configuration Single-input single-output for all BSs and all 

UEs    

Antenna pattern (horizontal)  Directional (1200) for MC1 and 

omnidirectional for PCs1 and FCs1  

Antenna gain plus connector loss   14 dBi for MCBS2, 5 dBi for PCBSs1 and 

FCBSs1  

UE antenna gain2, UE noise figure2 and UE speeds1 0 dBi, 9 dB, and  3 km/hr    

Total number of MUs  30  

PC coverage and fraction of MUs offloaded to all PCs1  40 m (radius) and 2/15 

Percentage of indoor1 MUs and external wall penetration 

loss1 

35% and 20 dB (for 

indoor MUs)  

ABS pattern and APP 1/8, 8 ms  

Scheduler and traffic model2 Proportional Fair and full buffer  

TTI3 and Proportional Fair scheduler time constant tc  1 ms and 100 ms 

taken 1from [37], 2from [88] and 3from [84].   
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Table B.6: Default and specific simulation parameters and assumptions for the C-

/U-plane coupled architecture in Chapter 4. 

Parameter and assumption Value 

Number of cells  1 MC, 2 outdoor PCs, and 250 indoor 

FCs  

3D multi-

floor 

building 

and FC 

network 

modeling 

Number of buildings  1 

Number of floors  10 

Number of apartments per floor   25  

Number of FCBSs per apartment   1 

FCBS activation ratio  100% 

FCBS deployment ratio 1 

Total number of FCBSs per building   250 

Number of UEs per FCBS 1 

Area of an apartment  10×10 m2 

Minimum horizontal distance between 

sFU and sFCBS  

 5 m  

Location of a FCBS in an apartment  Center  

Reused frequency per cFCBS 1 MHz and 2 MHz 

Link capacity constraint for cFCBSs  3.459 bps (for resource 

reuse strategy 2) 

Maximum number 

of cFCBSs 

Intra-floor level 8 

Inter-floor level Single-sided  1 

Double-sided  2 

Simulation run time  8 ms  

  

Table B.7: Default and specific simulation parameters and assumptions for the C-

/U-plane coupled architecture in Chapter 3. 

Parameter and assumption Value 

Number of cells  One MC, four outdoor PCs, and 10 

indoor CSG FCLs  

FCL model1 320 FCs for 10 FCLs where UF = 32 

FCs per FCL with an activation ratio of 

100%  

Simulation run time for any ABS pattern, 

T and total simulation run time 
8 ms and (T × || )    

Side length of a square-grid apartment2, a 10 m  

Free space around its building of a FCL2  10 m  

ABS pattern period, TAPP 8 ms 

Implementation loss factor3,5,   0.6 

taken 1from [37]  and 2from [88] and 3from [93], 4from [95], 5from [90].  
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Table B.8: Default and specific simulation parameters and assumptions for the C-

/U-plane coupled architecture in Chapter 7. 

Parameter and assumption Value 

Number of cells  1 MC, 2 outdoor PCs, and 25 indoor FCs  

FC  building  Number of buildings and floors  1 and 1  

Number of apartments/floor  and  

FCBSs/apartment    

25 and 1  

Number of FCBSs/apartment and 

UEs/FCBS  

1 and 1 

Location of a FCBS in an apartment  Center  

ABS pattern, APP, and 

simulation run time  

1/8, 8 ms, and 8 ms  

 

Table B.9: Default and specific simulation parameters and assumptions for the C-

/U-plane coupled architecture for FC clustering and resource reuse in 3D buildings 

in Chapter 8. 

Parameter and assumption Value 

Number of cells  1 MC, 2 PCs, and 1 FC  
3the value of β 0.6  

FC model2  3GPP dual strip  

TTI1, T, and scheduler constant (tc)   1 ms, 8 ms, and 100 ms  

Simulation run time for any FBS pattern T and 

total simulation run time  
8 ms and (T × || fbs )    

taken 1from [93] , 2from [88], and 3from [90].    

 

 

 

 

 

 

 

 

 



 

 

APPENDIX C 

GENERIC SCHEDULING ALGORITHM AND 

CAPACITY ESTIMATION OF A MULTI-TIER 

NETWORK  

 
In this Appendix C, we describe the generic proportional fair scheduler and the 

capacity estimation of a multi-tier network model, which we consider to carry out 

performance analysis and refer to this appendix whenever necessary in any chapters.  

 

C.1 Proportional fair scheduling       

  

Because of ensuring an optimal trade-off between fairness in resource allocation 

and throughput per user performances in comparison with other conventional 

schedulers such as Round Robin and max-SINR, we consider proportional fair 

scheduler to schedule radio resources, specifically time and frequency among UEs. 

Based on the current and past average throughputs of a UE, a proportional fair scheduler 

schedules a UE with the maximum performance metric given by [91] 

      tttx ixix
x

i ,,
~maxarg                                                                             (C.1) 

where  tix,  and  tix,
~  represent respectively the current and past average throughputs 

of UE x at RB i in TTI t. Let  txi  denote the UE scheduled in TTI t at RB i. The past 

average throughput  tix,
~  at RB i is updated in every TTI as [92] 
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where tc denotes adjustable time constant.  
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C.2 Capacity estimation of a multi-tier network 

 

The received SINR for a UE at RB i in TTI t can be expressed as 

  ititititit HInP ,,,,, .)(                                                                                (C.3) 

where itP , is the transmission power; itn , is the noise power; itI , is the total interference 

signal power; and itH ,  is the link loss for a link between a UE and a BS at RB i in TTI 

t. The channel response itH ,  can be expressed in dB as 

  )SSLS()PL()(dB ,,,F, itititrtit LGGH                                              (C.4) 

where )( rt GG  and FL are respectively the total antenna gain and connector loss, and

it ,LS , it ,SS , and it ,PL  respectively denote large-scale shadowing effect, small-scale 

Rayleigh fading or Rician fading, and distance dependent path loss between a BS and 

a UE at RB i in TTI t. 

 Using Shannon’s capacity formula, a link throughput at RB i in TTI t in bps per 

Hz is given by [89-90]  
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where  = 0.6 denotes implementation loss factor.   
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