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CHAPTER |
INTRODUCTION

1.1 Motivation

To make a computer understand natural languages, it is necessary to
make them understand the syntax and semantics of a sentence. Therefore, developing
software to interpret or capture information from a document require us to develop
software for syntactic and semantic interpreters. Much research in natural language
understanding emphasizes semantic analysis. Semantic analysis must be performed to
ascertain the meaning of a word, or a series of words. So, the benefit of this process
leads to valuable information for further problem solving, such as automatic life saving

information or an automatic life control mechanism.

Considering forms of sentences, most consist of a subject, a verb, and
perhaps an object, but some sentences have other extended verbs called serial verbs.
The serial verb construction, also known as verb serialization, is a syntactic
phenomenon common to many languages, such as Thai, and Chinese languages.
Contrary to subordination, where one clause is embedded in another, verb serialization
strings two verbs together in a sequence in which neither verb is subordinated to the
other (Tallerman, 1998). Therefore, sentences with serial verbs are difficult to analyze
because the meaning of a serial verb is a composition of the meanings of its
components. Moreover, there are various semantic interpretations. For example,
“Lﬁﬂﬂsﬁ/lueak—chai/,” which means “select to use,” is composed of two verbs: “aan/
lueak/” and “Id/chai/”. The meaning of this example with two consecutive Thai serial
verbs can be discovered by combining the meaning of both verbs and recognizing that
the second verb also emphasizes the purpose of the first verb. Understanding this
example requires that we choose one of many types of semantic interpretation, the one

that applies to purposive serial verbs.

Since serial verbs strongly influence the meaning of a sentence, the
serial verb analysis is needed before semantic understanding can be completed.

Therefore, this research will design a framework for semantic analysis of two



consecutive Thai serial verbs using some machine leaning techniques to discover the
patterns of two consecutive Thai serial verbs. Methods in the framework will create a
relationship between syntactic information and semantic information using the
grammatical knowledge and knowledge from the patterns of serial verbs. Furthermore, a
lexicon of some two consecutive Thai serial verbs will be generated to provide

information about serial verbs for other research.

1.2 Objectives
1.2.1 To propose a framework for analyzing the semantics of two
consecutive Thai serial verbs.
1.2.2 To analyze the patterns of two consecutive Thai serial verbs using
machine learning techniques for semantic analysis.

1.2.3 To create a lexicon for two consecutive Thai serial verbs.

1.3 Scope and Assumptions
1.3.1 Research on Thai serial verbs found in the ORCHID corpus
obtained from the National Electronics and Computer Technology Center of
Thailand (NECTEC) (ORCHID, 2003).
1.3.2 We will analyze the patterns of only those two consecutive serial
verbs with a first element is among the top ten most frequent serial verbs in the

ORCHID corpus.

1.4 Research Methodology

1.4.1 To collect basic information for the research.

1.4.2 To design methods for the syntactic analysis of sentences.

1.4.3 To design methods for the semantic analysis of two consecutive
Thai serial verbs.

1.4.4 To design a method for analyzing the patterns of two consecutive
Thai serial verbs using machine learning.

1.4.5 To design and create a lexical database of two consecutive Thai
serial verbs.

1.4.6 To evaluate the performance of our proposed semantic analysis

framework and analyze the results.



1.4.7 To make conclusions and produce documentation of our work.

1.5 Contribution
1.5.1 A framework for semantic analysis of two consecutive Thai serial
verbs.
1.5.2 The patterns of two consecutive Thai serial verbs.

1.5.3 A lexical database of two consecutive Thai serial verbs.

1.6 Organization of the Thesis

Chapter Il describes the theoretical background that is used in this

thesis and reviews research works that are related to this research.

Chapter Ill describes the primary resources used to create our lexical
database, the ORCHID Corpus (ORCHID, 2003), the Thai Computational Linguistics
Laboratory's Computational Lexicon (TCLLEX, 2005) and Lexitron (LEXITRON,
2005).

Chapter IV presents our proposed framework to analyze syntactic
information of sentences and semantic information of two consecutive Thai serial

verbs.

Chapter V presents our experiments and discusses the results.

Chapter VI draws the conclusions of what have been achieved in this

thesis. Future research directions related to this thesis are suggested.



CHAPTER I
BACKGROUND AND LITERATURE REVIEW

In this chapter, we describe some important theoretical background on
the characteristics of Thai language, and research on Thai serial verbs constructions. In
addition, we briefly describe semantic analysis, and some machine learning techniques.

In the last part of this chapter, we discuss some ontologies and lexicons.

2.1 Characteristics of Thai language

2.1.1 Thai Sentence Structures

Thai sentences are composed of a sequence of words with unmarked
word boundaries. Thai sentences consist of different phrases that appear in various
positions according to their grammatical roles (Pankhuenkhat, 1998). Thai is essentially
an SVO Language in which sentences are made up of a noun phrase subject followed
by a verb phrase predicate. The basic forms of Thai sentence structure are Subject +
Verb and Subject + Verb + Object. However, Thai sentence structure has a number of
variations, such as Subject + Verb + Complement, Subject + Verb + Adverbial, Subject
+ Verb + Object + Adverbial or Subject + Verb + Object + Complement (Pankhuenkhat,
1998). In this study, Thai sentences with the structure Verb + Object are considered as
an incomplete sentence. They will be excluded from this study, although they can occur
in Thai speech and Thai written sentences. In Thai sentences it is difficult to identify
where one sentence ends and a new sentence begins because a space can be put
between two sentences, or between two clauses, or between two phrases. Moreover,

sometimes two consecutive sentences are written without a space between them.

2.1.2 Thai Phrases

In (Pankhuenkhat, 1998), Thai phrases are classified into four different
categories: Noun phrases, Verb phrases, Adverb phrases and Vocative phrases. We
adopted this classification to classify Thai phrases that occur in our phrase structure
grammar. Our categories of Thai phrases are Noun Phrases, Verb Phrases, Adverb

Phrases, and Prepositional Phrases, which are described below:



1. Noun Phrase (NP): is composed of a noun, pronoun or nominal noun
and their modifiers. The modifier can be a determiner, verb, adjective, or classifier. For
example, “Unnn@fn/pak-ka-si-fa/” (U1nn/pak-ka/(pen) @N"/si-fa/(blue)) means “a
blue pen”) is composed of the basic noun “Unn1/pak-ka/(pen)” and the modifier “3

W/si-fa/(blue)”.

2. Verb Phrase (VP): is composed of a single verb as a main verb and its
modifiers. The VP can be a verb combined with a negator as NEG + VERB to express
the negation as “hﬂ‘ﬂ/mai—pai/” - iﬁi/mai/(not) 1‘1J/pai/(go) means “not go”. Moreover, the
VP can be a verb combined with the pre-verb auxiliary as “mﬂﬂ/khuan—pai/” -

A29/khuan/(should) 1ﬂ/pai/(go) means “should go”.

3. Adverb Phrase (ADVP): is composed of an adverb and its modifiers.
The ADVP can be just a single adverb, e.g., “d1n/mak/(much)” or an adverb with its
modifiers. The ADVP can be combined with a negator (NEG) as “lsi159/mai-reo/” —
lal/mai/(not) 5a/reo/(fast) meaning “not fast,” “luUnf/mai-pa-ka-ti” — lai/mail(not)

1n#/pa-ka-ti/(normal) means “not normal”.

4. Prepositional Phrase (PP): is composed of a preposition and its object.
The object is always a noun or a noun phrase, but it can contain a determiner, verb, or
classifier. For example, “Eluﬂﬁiﬂiﬂ/nai-pee-tor—pai/” — lWnaif(in) ﬂ/pee/(year) sia b/tor-
pai/(next) meaning “in the next vyear,” “‘17;']:?\1G‘ﬂuﬁ/thi—rong—rian—ni/” - ﬁ/thi/(at)

<l:'a\il?ima./rong—rian/(school) ﬁ/ni/(this) means “at this school”.
2.2 Research on Thai Serial Verb Constructions (SVCs)

We will now discuss some major previous research on serial verb
constructions in Thai: (Thepkanjana, 1986), (Chuwicha, 1992), (Wilawan, 1993),
(Muansuwan, 2002) and (Sudmuk, 2005). Some definitions and classifications of serial
verbs from these researches are basic information for proposed semantics analysis

framework.



2.2.1 Serial Verb Construction in Thai (Thepkanjana, 1986)

This work broadly defines SVCs as a surface form in which more than
one verb phrase is strung together. SVCs are considered as one kind of multi-verb
construction. The other kinds of multi-verb constructions are compound verbs and
consecutive constructions. The functions of serial verbs in Thai are described as follows:

— complementing the initial verb, which results in the semantic

implications of causative, passive, and resultative
— indicating direction and aspect

— acting as grammatical markers and/or case markers for which she

uses the specialized term ‘coverb’

— indicating purposive and simultaneous actions

Moreover, this research classifies serial verbs in Thai into seven types:
causatives, complements of modality verbs, resultatives, passives, directional serial
verbs, aspectual serial verbs, and simultaneous serial verbs. Thepkanjana gives the

following examples:

The examples of the first verb in causative SVCs are “N/tham/(make)”
and “1ﬁ/hai/(give)”. The examples of the first verb of SVCs in complements of modality
verbs are “agiNn/yak/(want)” and “WeNgNN/pha-ya-yam/(try)”. The example of resultative
SVCs “ﬁu@lm/kin—im/” illustrates the fact that this construction conveys the meaning that
an event happens to the subject, and that event is followed by another event also
occurring to the same person. The second event is the result of the first event. The
example of passive SVCs “Qﬂﬁm/thuk—kat/(be bitten)” illustrates that the first verb of
SVCs of this type “gn/thuk/” is a full verb expressing the inherent concept of passivity.
The examples of the first verb of SVCs in the category of directional serial verbs illustrate
that the initial verb in this group must be a motion verbs following the geometric shape
of the path, such as “F94/trong/(straight)”. The other constraints are the direction with
respect to the previous path, such as “é"ﬂu/yon/(reverse)”, the direction with respect to
the outside world, such as “Latl/loei/(pass)” and the direction with respect to speech act

participants, such as “1‘1J/pai/(go)” and “d1/ma/(come)”. For the aspectual serial verbs,



Thepkanjana's research analyzes strings of verbs and aspectual verbs as complex
verbs. The aspectual verbs will signal meanings only if they are serialized and occurred
with certain types of verbs. The simultaneous serial verbs of this research are classified
into two kinds that are purposive simultaneous serial verbs, e.g. “d1At/ma-khui/(come to

talk)”, and simultaneous action serial verbs, e.g. “ﬁu@ﬂ/yuen—khui/(stand and talk)”.
2.2.2 Clausehood in serial verb constructions in Thai (Chuwicha, 1992)

This study aims at investigating the syntactic and semantic properties of
serial verb constructions (SVC) in Thai and determining the clausehood of the

constructions. It is found that SVCs can be classified into two groups:
— the basic SVC, consisting of only two verbs

— the complex SVC, consisting of more than two verbs

Four syntactic and semantic properties are found to indicate
compactness within the SVCs. They are sharing the same subject, having the same time
reference, having the same aspect and not allowing a negative word to occur in
between. The SVCs that have all the four properties are considered to have the highest
degree of compactness or unity. The semantic properties of SVCs are analyzed in term
of the kinds of event expressed by each verb in the SVC and the temporal relations
between the events in the SVC. It is found that there are systematic relationships
between the clausal structure and the semantic properties of SVCs. The temporal
relations proposed in the mono-clausal SVCs are different from those proposed in the

non-mono clausal SVCs.

2.2.3 Reanalysis of so-called serial verb constructions in Thai (Wilawan,
1993)

Wilawan studied SVCs in four languages in four different language
families: Thai, Khmer, Mandarin Chinese, and Yoruba. This research classifies SVCs in
Thai into two major groups according to the syntactic properties of the first verb in the
series, which is called the “regent verb”. The first group is SVCs with intransitive regents

and the second group is SVCs with transitive regents. Each major group is classified by



intransitive dependents and transitive dependents. The detail of these SVCs is

described as follows.
— Manner intransitive verb and intransitive verb
— Manner intransitive verb and transitive verb

— Transitive verb and transitive verb with a shared object NP

Intransitive regent and intransitive dependents: SVCs in this group
consist of two verbs with a shared NP subject. The regent verb is interpreted as referring
to the manner in which the action of the dependent verb is performed. The first verb can
only be a manner intransitive verb and the second verb is an intentional intransitive verb,

such as “Lﬁ%’f@ﬂﬁ/doen—rong—hai/(WaIk and cry)”.

Intransitive regents and transitive dependents: In this construction, the
first verb must be a manner intransitive verb and the second verb must be an intentional
transitive verb, such as “ﬁdﬁﬂ/nang—tham/(sit and do something)”. This research
analyzes that the second verb is a complement of the first verb because the first verb
only occurs with particular verbs, and the part of the sentence headed by the second

verb is analyzed as a subordinate construction.

Transitive regents and intransitive dependents: This so-called serial verb
construction contains a manner transitive verb “SL%/Chai/(use)” and an infinitival
intransitive verb complement, such as “Ifvinerla/chai-hai-chai/(use something to

breath)”.

Transitive regent and transitive dependents: This construction consists of
a purpose transitive regent verb with its transitive dependent, so it has only one overt NP
object between two verbs. This research analyzes the second verb in this construction
as a subordinate dependent of the first verb because the shared NP object must appear

after the first verb.



2.2.4 Verb Complex in Thai (Muansuwan, 2002)

Muansuwan studies three SVCs in Thai: directional SVCs, the aspectual
construction in SVCs, and the adjoining construction in sequential SVCs. These SVCs

are described bellow.

The first verb in directional SVCs denotes a manner of motion and the
noninitial verbs encode a directed motion, which includes information about the paths,
directions, and/or deictic center of the motion events. Each verb in a directional SVC
describes the same as the first verb. Thus, directional SVC can be interpreted as a
single event obtaining from different perspectives. Thai Directional serial verb
constructions include two kinds of syntactic structures: a recursive co-head structure
and a complementation structure. All verbs in co-head structures have equal status,
meaning that the occurrence of one verb is not determined by another. Verbs in
complementation structures do not have equal status (one verb is the complement of the
others). For aspectual SVCs, this research describes the position of aspect morphemes
in Thai in term of their positions in the clause. Furthermore, this research defines the
sequential SVCs as a construction that consists of a sequence of verbs, which share at
least one argument and encode eventualities that occur in sequence. Adjoining
constructions (AJCs) are a subset of the sequential SVCs. Muansuwan argues further
that the resulting verb in an Adjoining Construction behaves the same way as the
complements or inherent arguments of the matrix verb in that the resulting verb cannot
be separated from the matrix verb and its arguments by an adverb. This research uses

Head-Driven Phrase Structure Grammar (HPSG) as the theoretical basis for analysis.

2.2.5 The Syntax and Semantics of Serial Verb Constructions in Thai

(Sudmuk, 2005)

Sudmuk examines both the syntax and the semantics of the Serial Verb
Constructions (SVCs) in Thai in a Lexical Functional Grammar (LFG) framework. It is
proposed that there are eight types of the SVCs in Thai with respect to the restriction of

the limited sets of verbs that occurs in the series, which are the Motion SVCs, Posture
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SVCs, Take-SVCs, Use-SVCs, Open Class SVCs, Give-SVCs, Causative SVCs, and

Resultative SVCs. Each type of SVCs is described below:

Motion SVCs: There are two types of the motion SVCs depending on the
set of verbs that occur in the sequence: motion — deictic SVCs and motion — directional
SVCs. The set of the first verb in the motion- deictic SVCs is limited to the manner-of
motion verbs such as “tA/doen/(walk)”, “?Jlxi/wing/(run)” and the set of its second verb is

limited to the deictic verbs that are “d1/ma/(come)” and “M/pai/(go)”. The set of the first

verb in the motion — directional serialization is limited to the manner-of-motion verbs.

Posture SVCs: The set of the first verb in the posture SVCs is the postural
verb, and the second verb in series can be any verbs, that is, this verb class is open
(called the open class for this research). Serial verbs in this class have only one
semantic interpretation, the simultaneous interpretation. The postural verb indicates the
action of the body in a particular position while the agent carries out an action, e.g. “ﬁ\‘l

§a9lmad/nang-rong-phleng/(sing while sitting)”.

Take-SVCs: The first verb in the series of the Take-SVCs is the verb
“iA1/ao/(take)” and the second verb belongs to the open class verb; this second verb is
usually an activity verb. They have two semantic interpretations, the sequential
interpretation or the purposive interpretation, e.g. “Lmﬁmﬁmtﬁ@/ao-mit—tat—nuea/” has two

meanings “take the knife and cut the meat”, or “take the knife to cut the meat”.

Use-SVCs: The first verb in series of the Use-SVCs is the verb
“‘lef/chai/(use)” and the second verb belongs to the open class verb; again it is usually
an activity verb. When the Use-SVCs are added more verb phrase, which is the verb
that denotes the intentional action. They have either the sequential or purposive

interpretation.

Open Class SVCs: There are two verbs in series in the open class SVCs.
Both of them can be any verb in the open class. They have two semantic interpretations,

which are the sequential or purposive interpretation.
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Give-SVCs: There are two verbs in series in the Give-SVCs. The first verb
is limited to a verb “W/hai/(give),” and the second verb belongs to the open class verb.
They have two semantic interpretations, which are the sequential or purposive

interpretation (the second verb denotes the purpose of the first verb).

Causative SVCs: There are two verbs in series in the Causative SVCs.
The first verb is restricted to the verb “%in/tham/(make)”. For the second it may be any

intransitive verb in the open class, but it may not be a transitive verb.

Resultative SVCs.: The Resultative SVCs are composed of two verbs in
series. Both verbs belong to the open class verbs; the second verb is also serves as the
result verb. They have only one semantic interpretation, which is the result interpretation.
The second verb shows the result state of the agents or themes after the action of the

first verb.

All eight types of the SVCs in Thai are shown in Table 2.1, and their

semantic interpretations are shown in Table 2.2.

Table 2.1: Types of SVCs in Thai (Sudmuk, 2005)

Types of Serialization Class of Verb
Motion SVCs Manner-of-motion verb + deictic/directional verb
Posture SVCs Postural verb + open class verb
Take-SVCs Take + open class verb

(usually an activity verb)

Use-SVCs Use + open class verb

Open class SVCs Open class verb + open class verb
Give-SVCs Give + open class verb

Causative SVCs Make + open class verb

Resultative SVCs Open class verb + open class verb (result)
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Table 2.2: The semantic interpretation of SVCs in Thai (Sudmuk, 2005)

Types of Serialization The Semantic Interpretation
Motion SVCs Overlapping, Purposive
Posture SVCs Simultaneous
Take-SVCs Sequential, Purposive
Use-SVCs Sequential, Purposive
Open class SVCs Sequential, Purposive
Give-SVCs Sequential, Purposive
Causative SVCs Causative
Resultative SVCs Resultative

2.3 Semantic Analysis

Semantics is the study of relationships between signs or symbols and
what they represent. The goal of computational semantics is to find techniques for
automatically constructing semantic representations. Lexical semantics explain the
systematic meaning-related connections among words and the internal meaning-related
structure of each word, and stores this information in a semantic lexicon. Compositional
semantics combine the meanings of the component words to produce a logic form that

represents the meaning of the sentence using the syntactic analysis of the sentence.

To analyze semantics, several approaches have been proposed. In
(Sarikaya et al., 2003), semantic analysis involves finding the semantic units that span
words or word groups and the relationship among all units in a sentence. Syntactic
features, such as tags on words and the roles of words in sentences are used as
semantic features. It is concluded that the combination of a number of features may

improve performance over the best single feature.

Research by Bejan (Bejan et al., 2004) produced a method for
automatically assigning semantic roles to the contents of English sentences. Semantic
roles include agents, targets, items and goals. To identity semantic roles, their

researches use many features of FrameNet (e.g., Phrase type, Position, Voice, Head
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word, Part of speech, Named entity class, Support_verbs, Coreness, Content word,
Parse tree path, etc.). Some researchers use semantic grammars to analyze semantics

(Minker, 2001).

2.4 Machine Learning Techniques

Much research on natural language understanding emphasizes on
semantic analysis (Li et al., 2003). Solving this problem requires improvement in the
representation of language information and in semantic analysis methods. (M arquez,
2000) describes some work combining fields of machine learning and natural language
processing. More recently, (Murata et al., 2002) developed new tagging methods using
three different machine learning methods. Another research project, (Sebastiani, 2002)
surveys classification of texts using some machine learning technigues. Although none
of these studies have the same focus as our research, all of them show that machine
learning techniques help to enhance the performance of natural language processing.
We describe some details of machine learning techniques briefly in the following

sections.

2.4.1 Neural Networks

(Sebastiani, 2002) defines a neural network classifier as a network of
units. The input units represent features, the output units represent the category or
categories of interest (in our research these are meaning classes), and the weights on
the edges connecting units represent dependence relations. For classifying meaning, its
features and feature weights are loaded into the input units; the activation of these units
is propagated forward through the network, and the value of the output units determines
the choice of the meaning class. A typical way of training neural networks is back
propagation, whereby the term weights of a training document are loaded into the input
units; and if a misclassification occurs, the error is “back propagated” so as to change
the parameters of the network and eliminate or minimize the error. The simplest type of
neural network classifier is the perceptron, which is a linear classifier. Other types of
linear neural network classifiers implement a form of logistic regression. Figure 2.1

shows a basic neural network.
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Figure 2.1: A Neural Network.

2.4.1.1 Probabilistic Neural Networks (PNNSs)

The PNN takes its basic concept from the Bayesian statistical classifier
which is the optimal statistical classifier. Specht proposed a method to formulate the
weighted-neighbor method described above in the form of a neural network (Specht,
1990) so PNN is conceptually similar to K-Nearest Neighbor (k-NN) models. A Diagram
of PNN appears in Figure 2.2.

Input Hidden Class
nodes nodes nodes

Decision
node

Figure 2.2: A Probabilistic Neural Network.

The basic idea is that a predicted target value of an item is likely to be
about the same as other items that have close values of the predictor variables. A
probabilistic neural network builds on this foundation and generalizes it to consider all of
the other points (Wasserman, 1993). The distance is computed from the point being
evaluated to each of other points, and a radial basis function (RBF) (also called a kernel
function) is applied to the distance to compute the weight (influence) for each point. The
radial basis function is so named because the radius distance is the argument to the

function.
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Weight = RBF(distance)

Four layers of a PNN are listed as follows.

— Input layer - There is one neuron in the input layer for each predictor
variable. The input neurons then feed the values to each of the

neurons in the hidden layer.

— Hidden layer - This layer has one neuron for each case in the training
data set. The neuron stores the values of the predictor variables for
the case along with the target value. When presented with the x
vector of input values from the input layer, a hidden neuron
computes the Euclidean distance of the test case from the neuron
center point and then applies the RBF kernel function using the
sigma value(s). The resulting value is passed to the neurons in the

pattern layer.

— Pattern layer / Summation layer - There is one pattern neuron for
each category of the target variable. The actual target category of
each training case is stored with each hidden neuron; the weighted
value coming out of a hidden neuron is fed only to the pattern neuron
that corresponds to the hidden neuron category. The pattern neurons
add the values for the class they represent.

— Decision layer - The decision layer compares the weighted votes for
each target category accumulated in the pattern layer and uses the

largest vote to predict the target category.

2.4.2 Decision Trees

(M*arquez, 2000) Decision trees are the basis of a method of supervised
learning from examples that represents one of the most popular approaches within the
field of Artificial Intelligence for dealing with classification problems. In concept learning
decision trees are sometimes translated into rules and eventually pruned to represent
the concept. The most used system is C4.5-Rule. Decision trees are a way to represent

rules underlying training data with hierarchical sequential structures that recursively
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partition the data. In all these fields of application, decision trees have been used for
data exploration with some of the following purposes: Description, Classification and
Generalization. A decision tree classifier is a tree where internal nodes are labeled by
features, branches departing from them are labeled by the weight of each feature from

the training data, and leaves are labeled with the names of the meaning classes.
2.4.3 Naive Bayes

(M"arquez, 2000) says that Naive Bayes classification can be viewed as
a simple representative of statistical learning methods. This method assumes
independence of features. It classifies a new example by assigning the class that
maximizes the conditional probability of the class given the observed sequence of

features in that example.

Let {l,...,K}be the set of classes and {X;,,....X;,} the set of feature
values of X;. The Naive Bayes method tries to find the class that maximizes
P(K| X1 Xiy) -

argmax P(K | X; ;,..., X; ;) ® argmax P(k)H P(x; k)
k k i

where P(k) and P(x;;|k) are estimated during the training process

using relation frequencies.

To avoid the effects of zero counts when estimating the conditional
probabilities of the model, a very simple smoothing technique has been used. It consists
in replacing zero counts of P(X; ; |k)with P(k)/ N where N is the number of training

examples.
2.4.4 Maximum Entropy Principle (ME)

(Murata et al.,, 2002) The maximum entropy method calculates the
distribution of probabilities using the following equations. The category with the

maximum probability is judged to be the correct category.

exp)_ 4 f,(0,h)

> expd A f (o h)

P(o[h) =
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where 0 represents the current word, h represents the set of previous words, and the

f, represents feature indicators that are activated for a certain history.

(Sarikaya et al., 2003) uses the Maximum Entity approach. Maximum
Entropy is used to model sentences based on syntactic and higher level semantic
information by computing the joint probabilities of a word sequence and a parse tree.
Maximizing the entropy makes the distribution more uniform, which is known to provide

a very helpful solution to data sparseness problems.
2.4.5 K Nearest Neighbors (k NNs)

(M*arquez, 2000) describes the k Nearest Neighbors algorithm, which
does not generalize from training examples. Instead, examples are stored in memory
and the classification of new examples is based on the classes of the most similar
stored examples. After the instance base is built, new instances are classified by
matching them to all instances in the instance base, and by calculating for each match

the distance between the new instance X=<X;,...,X,, > and the stored instance

Y =< Yirer Y >

The most basic metric for instances with symbolic features is the overlap

metric defined as follows:

A(x,y) = Zm:Wig(Xi Yi)

i=1
where W is the weight for the i " feature and o(X;,Y;) isthe distance between two
values, which is defined as:
5(X;,Y;) =0 it X =Y,
o(x,y;) =1 otherwise

In the basic implementation, all examples are stored in the memory and
classification of a new example is based on a k Nearest Neighbors algorithm using
Hamming distance to measure closeness. For k's greater than 1, the resulting sense is
the weighted majority sense of the k nearest neighbors where each example votes its

sense with strength proportional to its closeness to the test example.
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2.5 Ontologies and Lexicons

A lexicon is a collection of words, often with some organized information
about them. There are different types of lexicons for example, network-based and frame-
based lexicons. One example of a network-based hierarchy (taxonomy) is WordNet
(Miller et al., 1993). Examples of a frame-based networks are Mikrokosmos (Beale,
1995), the Generative Lexicon (Pustejovsky, 1995), FrameNet (Bejan et al., 2004), and
VerbNet (Kipper et al., 2000).

Ontology is a system of concepts relevant for knowledge about actions
in the world or a system of symbols representing a system of concepts (Hirst, 2004). A
linguistic ontology is a system of symbols representing the concepts (meanings)
encoded by natural language (NL) expressions (lexical units, terms, etc.), such as a
semantic representation language or an Interlingua. Some linguistic So a linguistic

ontology can be used to provide structure to a lexicon.

Research on question-answering, such as (Bejan et al., 2004), produced
a method for automatically assigning semantic roles to the contents of English
sentences. Semantic roles include agents, targets, items and goals. To identity semantic
roles, their researches uses many features of FrameNet (e.g., Phrase type, Position,
Voice, Head word, Part of speech, Named entity class, Support_verbs, Coreness,

Content word, Parse tree path, etc.).

FrameNet (Fillmore et al., 2003) is a computational lexicography project
that extracts information about the linked semantic and syntactic properties of English
words from large electronic text corpora. It is based on the theory of Frame Semantics
and it is concerned with networks of meanings. The examples of relations in FrameNet
are Subframe, Inheritance, See-Also, Using, Inchoative-of and Causative-of. Some

researchers use a semantic grammar to analyze semantics (Minker, 2001).

WordNet (Miller et al., 1993) is an on-line lexical database whose design
is inspired by current psycholinguistic theories of human lexical memory. English nouns,

verbs, and adjectives are organized into synonym sets representing lexical concepts.
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WordNet was organized lexical information in terms of word meaning rather than word
forms. Semantic relations in WordNet are Synonymy, Antonymy, Hyponomy, Meronymy,
and Entailments for verbs. The number of words, synsets and senses in WordNet are
shown in Table 2.3. WordNet classifies nouns (24 groups) and verbs (15 groups) into
detailed groups. WordNet is a rich resource as far as nouns are concerned, but the

semantics of verbs is not well captured.

Table 2.3: WordNet.

POS Unique String Synsets Word-Sense Pairs
Noun 117,097 81,426 145,104
Verb 11,488 13,650 24,890
Adjective | 22,141 18,877 31,302
Adverb 4,601 3,644 5,720
Total 155,327 117,597 297,916

Another interesting lexicon is VerbNet (Kipper et al., 2000), which
classifies verbs according to Levin verb classes (Levin, 1993). Each verb class is
completely described by the set of its members (senses) and thematic roles for the
predicate-argument  structure of the members. It includes the syntactic
subcategorization information, information about thematic roles, syntax, and basic
lexical semantics (Crouch and King 2005). The information about thematic roles are
such as patients, instruments, destinations, sources; about syntax information are such
as plural, and infinitival. Each frame is composed of a frame description, a syntactic
description, semantic predicates, thematic roles, and examples. The thematic roles for

“hit” are shown in Figure 2.3.

Agent[+int_control]

Destination[+animate OR [+location -region]]
Destination[+animate]

Source[+location]

Theme[+concrete]

Figure 2.3: An Example of Thematic Roles for “hit”



CHAPTER 1lI
RESOURCES

In this chapter, we will describe the ORCHID corpus and some existing

Thai lexicons that provide information about words for our lexicon.
3.1 The ORCHID Corpus (Thai Part-of-speech Tagged Corpus)

As part of our research we conducted experiments on one of the Thai
corpora, ORCHID (Open linguistic Resources CHanelled toward InterDisciplinary
research). The scope of this research is to analyze patterns of only those SVCs
involving two consecutive serial verbs in which the first element is in the top ten most
frequent serial verbs in the ORCHID corpus. ORCHID is an initiative aimed at building
linguistic resources to support research in natural language processing. The ORCHID
corpus is a collection of annual reports and research proposals produced by different
universities and research organizations in Thailand. An overview of the ORCHID corpus

is shown in Table 3.1 (ORCHID, 2003; Sornlertlamvanich and Charoenporn, 1998).

Table 3.1: The ORCHID corpus.

Size of Corpus 5.8 MB (text file)
Number of Sentences 27,634 sentences
Number of Words 352,113 words
Number of Distinct Tags 14 categories
(Word Classes) 47 subcategories

There are 14 word categories and 47 word subcategories in the ORCHID
corpus (listed in APPENDIX B). The subcategories are used to help in determining the
meanings of words. Thai word classes are similar to English classes, but there is no
adjective word class in Thai. Instead, these functions are carried out by a subclass of
verbs that always follow the nouns that they modify, for instance, “Unniaat/pak-ka-
suai/” — Unnn/pak-ka/(pen) @aqe/suai/(beautiful) means “beautiful pen”. These verbs are

called attributive verbs (VATT). Examples in the ORCHID corpus include “ﬁqu/uan/(fat)”,
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“a/di/(good)”. So, the Thai verb class is divided into three subcategories, the action

category (VACT), the state category (VSTA) and the attribute category (VATT).

The most important part of a sentence, which describes an action, or an
important state or attribute, is the verb. In Thai language, verbs can appear in a series of

two or three or sometimes more.

Examples of serial verbs:

“iaanld/lueak-chai/” means “select to use.” — Laﬂﬂ/lueak/(choose)
14/chail(use).

Tasennaseldiaenlfimsedulnsnenfiamesiflundn  (The  research
project selected mainly to use microcomputers.).

“I%ﬂﬂﬂLL‘]_I‘]_I/chai—ok—baep/” means “use to design” - \4/chai/(use)
A8NLLUL/ok-baep/(design).

gaNyTISNECTEC Il 41190 ldeanuwui9assqnl@iase (The software can
be used to design an integrated circuit practically.).

FrtRfivua/tham-na-ti-kam-not” means “act to define’ — ¥
Mﬁﬁ‘ﬁl/tham—na—ti/(act) NNUA/ kam-not /(define).

Auznssunsulnevwinfitmunulaunanaenauinfunnsa sy

(Policy Committees act to define policies and oversee processes.).

Moreover, the form of Thai verbs does not change with tense, so it is
difficult to determine the main verb in a verb phrase. The parts of speech in the ORCHID
corpus can help solving this problem partially, because the verb is separated from the

auxiliary.
3.2 TCL’'s Computational Lexicon (TCLLEX)

(TCLLEX, 2005) The Thai Computational Linguistics Laboratory (TCL) is
a partnership laboratory of the Computational Linguistics Group (Japan), under the
Keihanna Human Info-Communication Research Center (KICR) of the National Institute
of Information and Communications Technology (NICT). TCL's computational lexicon is

a basic lexical knowledge base for natural language processing research. The authors
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designed both the terminology and the ontology for structuring the lexicon based on the
ideas of computability and reusability. The computational lexicon consists of more than
60,000 Thai-English lexical entries, which are represented in morphological, syntactic,
and semantic information. The syntactic information gives the parts of speech of words
and the verb patterns in the sentence structures. The semantic information supplies
word senses and tries to discover preferences of syntactic arguments of thematic roles.
Table 3.2 and Table 3.3 show logical constraints and semantic constraints in TCLLEX.

Our lexicon is also based on some semantic information from TCLLEX.

Table 3.2: Logical Constraints.

Attribute Value Description
Is-a (ISA) a conceptual class of a given word (X)
Equal(EQU) a word having the same meaning of X

Not-equal(NEQ)

a word having the opposite meaning of X

Part-of(POF)

a word specifying a part of X

Whole-of(WOF)

a word referring to the whole of which X is a part

Table 3.3: Semantic Constraints.

Attribute Value Description
Agent(AGT) an entity initiating the action
Object(OBJ) an entity affected by the action

Instrument(INS)

an entity used in the action

Location(LOC)

a position or place where an event occurs

Time(TIM)

a point or period of time when an event occurs

The guiding principle of TCLLEX is the idea of structuring a lexicon for
computability, so the lexicon of two consecutive Thai SVCs, which is produced by the
proposed framework, is designed and structured based on some tag structures of
TCLLEX. Moreover, we use the hierarchy of word categories in TCLLEX to classify the

categories of words that are related to SVCs.
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3.3 Lexitron (LEXITRON, 2005)

Lexitron (Lexicon + Electron) is a Thai <--> English corpus-based
dictionary created by the National Electronics and Computer Technology Center of
Thailand (NECTEC). It contains of 53,000 English-Thai entries with English words
translated to Thai words, synonyms, antonyms, and examples of English sentences. It
also contains of 35,000 Thai-English entries with Thai words translated to English words,
Thai meanings, synonyms, antonyms, and examples of Thai sentences. This dictionary
is based on the information from the ORCHID corpus and the online version was
developed by a J-builder program and an Apache server. Lexitron classifies words into
main categories without subcategories, but it contains synonyms and antonyms of
words. Lexitron uses English parts of speech, i.e., noun, verb, adverb, adjective,
preposition, conjunction and pronoun, so it lacks some useful information for analyzing

Thai sentences. Table 3.4 shows the number of entries in each entry class in Lexitron.

Table 3.4: Lexitron.

POS Number of entries
Noun 21,090
Verb 13,028
Adjective 2,879
Adverb 2,876
Conjunction 218
Pronoun 133
Others 629

Some methods in the proposed framework use some word information
from Lexitron such as collecting the result of word segmentation and finding words
surrounding SVCs. In addition, the word category in Lexitron is one of the basic ideas

for categories of words related to SVCs in this research.



CHAPTER IV
METHODOLOGY

This chapter describes our framework for semantic analysis of two
consecutive Thai serial verbs, the creation of a lexicon for these verbs and the detail of

some algorithms of some processes in the proposed framework.

4.1 An Overview of Framework for Semantic Analysis of Two Consecutive Thai Serial

Verbs

Our framework is composed of two main components: one performs the
syntactic analysis of sentences and the other performs the semantic analysis of serial
verbs. All components of the framework are shown in Figure 4.1.

Sentences with 5V Cs

l

4 Syntacte Analysis of Sentences

( Word Segmentation

o
Symtacte Analysis &
Phrase Stuctre Analysis
w
,

& Word Segmentation Tool

4 Parserwrith Phrase Stactire
GramumarFules

¥

Semantic bnalysis

( Find Words Sumounding SVOs

'

( Analyze Felationships Sentence The arems
i e
( Diefine Classes of Words k m
@nal].rze All Featares with a Meural Netwnrk) Heuristic FEules for
Defining Classes
L v
¥

Semantic Binding Patterns of 3V Cs,
Meaning of Semante Binding Patterns
Semantic Interpretations

Figure 4.1: Overview of a semantic analysis framework.
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As shown in Figure 4.1, the syntactic analysis of sentences is carried out
by two modules while the semantic analysis is carried out by four modules. The
syntactic analysis of sentences is performed to provide syntactic information about the
words in the sentence and about the sentence structures for the semantic analysis part.
Machine learning techniques are applied during the semantic analysis process to
discover the patterns of serial verbs. Finally, all of the information about serial verbs from
the previous analyses is collected to produce a lexicon for two consecutive Thai serial
verbs. The details of the syntactic analysis of sentences and the semantic analysis are

described in Sections 4.2 and 4.3 respectively
4.2 Syntactic Analysis of Thai Sentences

The syntactic analysis component is divided into two parts: word
segmentation, followed by syntactic analysis and phrase structure analysis. Figure 4.2
shows an overview of our syntactic analysis of Thai sentences with serial verbs. The

details of each step are described below.

( Word Segmentation L& Word Segmentation Tool

!

( Symtactic Analysis &

b Parser with Phrase Structure

Fhrase Stroctore Analysis Crammar Foules

!

Symtactic Patterns of W Cs

Figure 4.2: Syntactic analysis of sentence processes.

4.2.1 Word Segmentation

In the word segmentation part, since the Thai language as written does
not represent between words, our research uses a Thai word segmentation tool
(SWATH, 2003) to segment individual words and tag their parts of speech (Thai parts of
speech are described briefly in Appendix B). This is what happens to the serial verbs of
a sentence in the word segmentation module. Each serial verb, which contains more
than one verb, will be considered as one individual phrasal verb. On the other hand,
other words, such as nouns, auxiliaries, adverbs, adjectives and prepositions will be

considered independently. To automatically analyze syntactic structures of sentences
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by designed grammar rules in the syntactic analysis process, the results of this process
are required some editing to handle punctuation and determiners, and to correct
compound words. The example of editing is managing punctuation, determiners and
correcting compound words. Punctuations and some determiners are not found after
word segmentation process. Then, correcting rules for compound words are generated
to merge separated words into a compound word. However, these rules may not
conform to the linguistic principles. Figures 4.3 and 4.4 state rules to correct compound

nouns and adverbs that are segmented into more than one word.

FIXN + VACT = NOUN 1)
FIXN + VATT = NOUN )
FIXN + VSTA = NOUN 3)
FIXN + XVAM = NOUN (4)
NCMN + VACT + NCMN = NOUN (5)
PPRS + NPRP + NPRP = NOUN (6)
NCMN + VATT = NOUN ©)
DETERMINER+ NOUN = NOUNWORD (8)
NOUN + DETERMINER = NOUNWORD (9)
NOUN + DETERMINER + CLASSIFIER = NOUNWORD (10)

Figure 4.3: Some rules for nouns and compound nouns.

Some examples of corrected compound nouns are:
(1) FIXN(“M3/kan/”) + VACT(“M91U/thamngan/’) = NOUN(“M3n1a1u/kan-
thamngan/”)
(2) FIXN(“anu/khwam/”) + VATT(“L%/reo /) = NOUN(“mmﬁ’;/khwamreo/”)
(4) FIXN(“au/khwam/”) + XVAM(“@wso/samat/”) = NOUN(*AMNEIUI5D /khwam
samat/”)
(5) NCMN(“vua8/nuai/”) + VACT(“uilas/plaeng/”) + NCMN(* wmuﬂpm/sanyan/”) =
NOUN(*vuet)asdyaas/nuai-plaeng-sanyan/”)
(6) PPRS(“Aa/khun/”) + NPRP (Name)+ NPRP(Surname) = NOUN(“Aa/khun/” +
Name + Surname)
(7) NCMN(“31us/rupbaeps”) + VATT(“auanag/sommat’) = NOUN(*gUunuaunag/

rupbaep-sommat/”)
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(10) NOUN(“"IQJJfJiJ“a/khomun”—NCl\/IN) + DETERMINER(“8"-DCNM) + CLASSIFIER(“1i#

/bit”-CMTR) = NOUNWORD(“%}’O%IEI 8 1/khomun-8-bit”)

FIXV + VATT ADVERB (1)
FIXV + VSTA =  ADVERB (2

Figure 4.4: Some rules for adverbs.

Some examples of corrected adverbs are:

o w

(1) FIXV(“anu/khwam /) + VATT(“a1nw/samkhan/”)= ADVERB (“mmﬁﬁﬂuj/khwam

samkhan/”)

(1) FIXV(“@813/yang/”) + VATT(“370159/ruatreo/”) = ADVERB (“08139570159/yang
ruatreo/”)

(2) FIXV(“’le]”N/yang/”) + VSTA(“g4/sung/”) = ADVERB (“a&h&q&/yangsung/”)
(2) FIXV(“I@EJ/doi/”) + VSTA(“0153/trong/”) = ADVERB (“Iﬂﬁlﬁﬂ/doitrong/”)

4.2.2 Syntactic Analysis and Phrase Structure Analysis

The Thai grammar for serial verbs defined in our research is used for
syntactic analysis and phrase structure analysis. The syntactic analysis and the phrase
structure analysis use a phrase structure grammar (PSG) to analyze parts of sentences.
The PSG describing the sentence structures of the language is defined in the form of a
set of rules which describe possible modes of combination of words. The basic phrases
that can represent the meaning of sentences include noun phrases, verb phrases,
adverb phrases and prepositional phrases This research has produced a specific PSG
which provides added semantic information of basic sentence structures to analyze
syntactic structures of serial verbs in sentences. Therefore, the designed PSG of this
framework is valuable than other PSGs. The basic sentence structures are classified into
four different categories in terms of their functions: subjects, verbs, objects, and
adverbials. The phrase structure trees for the sentences are created one sentence at a
time and they are parsed by grammar rules in a parser tool. Some non-terminal symbols

in grammar rules are formed to automatically parse sentences by the parser tool.
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To solve the problem of ambiguous structure trees, the probability of
phrase patterns computed from example sentences in the corpus is applied. The

probabilistic values are computed by applying the following formula:

# parsed sentences by rule,
# parsed sentences by the same left non - terminal symbol rules

prob(rule,) =

Rules with the highest probability will be chosen to parse sentences. The
result of this process is a phrase structure tree of the sentence that represents the
subject, the object of the serial verb and some phrases that modify the serial verb, such
as adverb phrases, and prepositional phrases. Some parts of the phrase structure
grammar (Pugsee and Rivepiboon 2005) are expressed in the form of grammar rules
with probabilistic values (p) ordering by the main components to particle components of
the sentence as follows. The source codes for the Thai grammar rules in our parser are

shown in Figure 4.5.

S -> SJ + VP p =0.003 (1)
S --> SJ + VA p=0.218 (2)
S -> SJ +VO p = 0.583 (3)
S --> SJ + VOA p=0.196 (4)
SC -> SJCL + VP p = 0.050 (5)
SC --> SJCL + VPA p = 0.650 (6)
SC -> SJCL + VO p =0.100 (7)
SC -> SJCL + VOA p =0.250 (8)
VBA --> VP + ADVB 9)
VO -> VP + OJ (10)
VOA > VO + ADVB (11)
SJ --> NP (12)
0J > NP (13)
ADVB --> ADVP p=0.310 (14)
ADVB -> ADVP+ SUBORDCL p =0.028 (15)

ADVB --> ADVP+PP p=0.113 (16)



ADVB
ADVB
ADVB
ADVB
ADVB

PP
RELCL
RELCL
RELCL
RELCL
RELCL
SUBORDL
SUBORDL
SUBORDL
SUBORDL
SUBORDL
COORDL
COORDL
COORDL
COORDL
sJCL

COORDCL

PP

PP + ADVP

PP + SUBORDCL

SUBORDCL

noun

NP + RELCL

NP + NP

NP + PP

auxiliary + VP

verb

VP + VP

auxiliary + ADVP

adverb

ADVP + ADVP

preposition + NP

relative pronoun + S

relative pronoun + VP

relative pronoun + VBA

relative pronoun + VO

relative pronoun + VOA
subordinating conjunction + S
subordinating conjunction + VP
subordinating conjunction + VBA
subordinating conjunction + VO
subordinating conjunction + VOA
coordinating conjunction + VP
coordinating conjunction + VBA
coordinating conjunction + VO
coordinating conjunction + VOA

SJ+ VB

p=0.014
p=0.261
p =0.021
p =0.035
p=0218

p=0.333
p =0.333
p=0.333

p = 1.000

p = 1.000

p = 0.006
p=0.114
p =0.369
p =0.485
p =0.070
p =0.080
p =0.040
p =0.340
p =0.420
p=0.120
p = 0.000
p = 0.000
p =1.000
p = 0.000
p =0.040
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SJCL > SJ + VBA p =0.619 (48)
SJCL --> SJ+ VO p =0.095 (49)
SJCL > SJ + VOA p =0.238 (50)

According to the grammar rules described above, some rules have
probabilistic values because the right hand side is the terminal symbol, or there is

alternative path to parse the sentence.

no

no

grammar Thai // skips whitespace and comments

{
allstn ::= stn ["SPAC" allstn];

stn ::= [sj](vp|vajvolvoa)["EITT"]["PNTR"]|[sjcl](vp|vajvo|voa)["EITT"]["PNTR"];

va ::= vp advb;

VO 1= Vp 0j;

voa ::= vp 0j advb;
§j ::=np;

0j ::=np;

sjcl == [sj][va|vp|vo|voa];

advb ::= advp ([pp]|[subordincl])| pp ([advp]|[subordincl]) |subordincl| coordincl;
np ::= nounword ([{nounword}][pp]| [relativecl]);

vp ;= [{helpverb}] verbword [{verbword}];

advp ::= advword [{advword}][{deter_class}];

nounword ::= [deter_class]noun[{noun}][{deter_class}]|pronoun|deter_class;
verbword ::= verb [{verb}];

advword ::= [{helpverb}] adv [{adv}];

relativecl ::= "PREL" [sj](vp|valvo|voa);
subordincl ::= "JSBR" [sj][(vp|va|vo|voa)];
coordincl ::= "JCRG" (vp|valvo|voa);

pp ::= prepword np;

prepword ::= prep [{prep}];

pronounword ::= pronoun [{pronoun}];

deter_class ::= "DDAN"|"DDAC"|"DDBQ"|"DDAQ"|"DIAC"|
"DIBQ"|"DIAQ"|"DCNM"| "DONM"["CNIT"|"CLTV"["CMTR"|"CFQC"|"CVBL";

conj ::= "JCRG"["JCMP"|"JSBR";

noun ::= "NCMN" ["NTTL"|"NPRP"|"NLBL" |'NCNM"|"NONM"|"FIXN" (verb|
helpverb)[verb][{noun}];

verb .= "VACT"|"VSTA"|"VATT",

helpverb ::= "XVBM"|"XVAM"|"XVMM"|"XVBB"|"XVAE"["NEG";

prep ::= "RPRE";

adv ::="ADVN"|"ADVI"|"ADVP"|"ADVS"|"FIXV" verb
[{verb}i{noun}{|("XVAE"[verb][adV]);

pronoun ::= "PDMN"|"PPRS"|"PNTR";

};

Figure 4.5: Source codes for Thai grammar rules
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A little semantic information is obtained from the paths through the
phrase structure tree, which correspond to the grammar rules selected to parse the
sentence. After the syntactic analysis is completed, we get information about the
structure of the sentence that is useful for determining the syntactic pattern of the SVCs
in the sentence. Based on the structures of Thai sentences with SVCs, Figure 4.6
presents a diagram of all syntactic parts of sentences in which the SVC is the verb in
main clause. The diagram in Figure 4.7 expresses all syntactic parts of subordinate

clauses in which the SVC occurs as the verb.

<1> refer: noun phrase which is a subject of a sentence

<2> refer: verb phrase which is the verb of main clause in a sentence
<3> refer: prepositional phrase

<4> refer: adverb phrase

<5> refer: noun phrase which is an object of a sentence

<6> refer: subordinating clause

<7> refer: coordinating clause

<8> refer: relative clause

<9> refer: clause which is a subject of a sentence

<10> refer: empty string

Figure 4.6: Diagram of sentences in which SVCs are found as verbs in main clauses.
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Referring to Figure 4.6, each circle with a number represents each state

during parsing each part of a sentence. State transitions take place, when phrases or

clauses are found, that are represented by an edge in the diagram. The paths in the

diagram present all possible phrases or clauses in the sentence that appear in

sentences containing SVCs in the verb phrase.

<1> refer:
<2> refer:
<3> refer:
<4> refer:
<5> refer:
<6> refer:
<7> refer:
<8> refer:
<9> refer:

relative pronoun

verb phrase which is a verb of a clause
prepositional phrase

adverb phrase

noun phrase which is an object of a clause
subordinating clause

relative clause

subordinating conjunction

empty string of a clause

Figure 4.7: Clause diagram of all SVCs functioning as verbs in subordinate clauses.

Referring to Figure 4.7, each circle with a number represents a state

reached during parsing a part of a clause. State transitions take place, when phrases or

clauses are found in clauses represented by an edge in the diagram. The paths

through the diagram represent all possible phrases or clauses appearing in clauses with

an SVC as the verb.
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4.3 Semantic Analysis

Since the meaning of a word usually depends on its position which is
analyzed in the syntactic analysis phase, outputs from the syntactic analysis phase will
be inputs for the semantic analysis phase. Thus, the knowledge about serial verbs can

be extracted from our proposed framework.

The proposed mechanism for semantic analysis of components is
composed of four processes. The first and the second processes are identify the words
surrounding the SVCs and analyze the relationships between the words and the SVCs;
semantic relations between SVCs and other parts of the sentence structures will be
generated. The next step is to define classes of words related to SVCs. The last step is
to analyze all features to determine the semantic bindings. Figure 4.8 shows the

processes that perform the semantic analysis of sentences with serial verbs.

( Find Words Suwrounding 3V Cs )

( Analyze Relationships )4— aentence Theorems

( Definie Classes of Words

Heurigic Rules for

@nﬂlyze A1 Features with a Meural Netwu:urla
Defining Classes

Semantic Binding Patterns of 3WC 5
Meaning of Setmantic Binding Patterng
Semantic Interpretati ons

Figure 4.8: Semantic Analysis.

Referring to Figure 4.8, finding words surrounding SVCs and
relationships analysis are methods to get context information about two consecutive
SVCs. Then, the related words of SVCs are revealed by proposed sentence theorems.
Next, the classes of related words are defined to add information about the SVCs.
Finally, all relations and classes of related words are analyzed and learned to generate
the semantic binding patterns of SVCs and the meaning of those some patterns. Details

of these modules are described in the following section.
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4.3.1 Modules for Finding Words Surrounding SVCs and for the Analysis

of the Relationships

After receiving words and syntactic patterns from the syntactic analysis
phase, words surrounding SVCs are identified by traversing branches of the phrase
structure trees from the nodes that are SVCs in the verb phrases. For example, a noun
phrase that has been occurred before SVCs in a sentence is the subject of the SVCs
and a noun phrase which has been occurred after the SVCs in the series of word in a

sentence is the object of the SVCs.

Once the surrounding words are recognized, the next process is to find
the relationships between these words and the serial verbs. The syntactic patterns and
definitions with theorems are described in Appendix C. With regard to sentence
theorems, the algorithms for relationship analysis are shown in Figures 4.9 and 4.10.
Whether SVCs are verbs in main clauses or in subordinate clauses, all syntactic patterns
and relations are included in Table 4.1 with results of the relationship analysis SVCs and

the other words in the phrases that are related to SVCs.

READ first_part
pattern = <NULL>
relation = <NULL>
IF first_part = NP
THEN
pattern = <NP >
READ next_part
IF next_part = VP
THEN
pattern = <NP, SV>
relation = <SUBJECT1>
READ next_part
IF next_part = NP
THEN
pattern = <NP, SV, NP>
relation = <SUBJECT1, OBJECT1>
READ next_part
IF next_part = NULL
THEN

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an

SVC as verb in main clause.
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OUTPUT pattern
OUTPUT relation
ELSE IF next_part = ADVP
THEN
pattern = <NP, SV, NP, ADVP>
relation = <SUBJECT1, OBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = PP
THEN
pattern = <NP, SV, NP, ADVP, PP>
relation = <SUBJECT1, OBJECT1, MODIFYV2, MODIFYV1 >
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = CL_SUB
THEN
pattern = <NP, SV, NP, ADVP, PP, CL_SUB>
relation = <SUBJECT1, OBJECT1, MODIFYV2, MODIFYV1,
COMPLETE2 >
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = CL_SUB
THEN
pattern = <NP, SV, NP, ADVP, CL_SUB>
relation = <SUBJECT1, OBJECT1, MODIFYV2, COMPLETE2 >
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = CL_SUB
THEN
pattern = <NP, SV, NP, CL_SUB >
relation = <SUBJECT1, OBJECT1, COMPLETE2>

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an

SVC as verb in main clause (cont.).
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READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = CL_REL
THEN
pattern = <NP, SV, NP, CL_REL >
relation = <SUBJECT1, OBJECT1, MODIFYN2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = CL_COR
THEN
pattern = <NP, SV, NP, CL_COR >
relation = <SUBJECT1, OBJECT1, JOIN>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = PP
THEN
pattern = <NP, SV, PP>
relation = <SUBJECT1, MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = ADVP
THEN
pattern = <NP, SV, PP, ADVP>
relation = <SUBJECT1, MODIFYV1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = CL_REL

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an

SVC as verb in main clause (cont.).
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THEN
pattern = <NP, SV, PP, CL_REL>
relation = <SUBJECT1, MODIFYV1, MODIFYN3>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = CL_SUB
THEN
pattern = <NP, SV, PP, CL_SUB>
relation = <SUBJECT1, MODIFYV1, COMPLETE1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = ADVP
THEN
pattern = <NP, SV, ADVP>
relation = <SUBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = PP
THEN
pattern = <NP, SV, ADVP, PP>
relation = <SUBJECT1, MODIFYV2, MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part=CL_SUB
THEN
pattern = <NP, SV, ADVP, CL_SUB >
relation = <SUBJECT1, MODIFYV2, COMPLETE1>
READ next_part
IF next_part = NULL
THEN

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an

SVC as verb in main clause (cont.).



38

OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = CL_SUB
THEN

pattern = <NP, SV, CL_SUB >
relation = <SUBJECT1, COMPLETE1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF

ELSE IF next_part = CL_REL
THEN

pattern = <NP, CL_REL>
READ next_part
IF next_part = VP

THEN

pattern = <NP, CL_REL, SV>
relation = <SUBJECT1, MODIFYN1>
READ next_part
IF next_part = NP
THEN
pattern = <NP, CL_REL, SV, NP>
relation = <SUBJECT1, MODIFYN1, OBJECT1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = ADVP
THEN
pattern = <NP, CL_REL, SV, NP, ADVP>
relation = <SUBJECT1, MODIFYN1, OBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = CL_SUB
THEN
pattern = <NP, CL_REL, SV, NP, ADVP, CL_SUB>
relation = <SUBJECT1, MODIFYN1, OBJECT1, MODIFYV2,

COMPLETE2>

SVC as verb in main clause (cont.).

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an
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READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = CL_REL
THEN
pattern = <NP, CL_REL, SV, NP, CL_REL>
relation = <SUBJECT1, MODIFYN1, OBJECT1, MODIFYN2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = CL_SUB
THEN
pattern = <NP, CL_REL, SV, NP, CL_SUB>
relation = <SUBJECT1, MODIFYN1, OBJECT1, COMPLETE2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = PP
THEN
pattern = <NP, CL_REL, SV, PP>
relation = <SUBJECT1, MODIFYN1, MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = ADVP
THEN
pattern = <NP, CL_REL, SV, SDVP>
relation = <SUBJECT1, MODIFYN1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an

SVC as verb in main clause (cont.).



40

END IF
ELSE IF next_part=CL_SUB
THEN
pattern = <NP, CL_REL, SV, CL_SUB>
relation = <SUBJECT1, MODIFYN1, COMPLETE1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
END IF
END IF
ELSE IF next_part=CL_N
THEN
pattern = <CL_N>
READ next_part
IF next_part = VP
THEN
pattern = <CL_N, SV>
relation = <SUBJECT_CL1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = NP
THEN
pattern = <CL_N, SV, NP>
relation = <SUBJECT_CL1, OBJECT1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = ADVP
THEN
pattern = <CL_N, SV, NP, ADVP>
relation = <SUBJECT_CL1, OBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = CL_SUB

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an

SVC as verb in main clause (cont.).
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THEN
pattern = <CL_N, SV, NP, CL_SUB>
relation = <SUBJECT_CL1, OBJECT1, COMPLETE2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = PP
THEN
pattern = <CL_N, SV, PP>
relation = <SUBJECT_CL1, MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = ADVP
THEN
pattern = <CL_N, SV, ADVP>
relation = <SUBJECT_CL1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = CL_REL
THEN
pattern = <CL_N, CL_REL>
READ next_part
IF next_part = VP
THEN
pattern = <CL_N, CL_REL, SV>
relation = <SUBJECT_CL1, MODIFYN_CL1>
READ next_part
IF next_part = NP
THEN
pattern = <CL_N, CL_REL, SV, NP>
relation = <SUBJECT_CL1, MODIFYN_CL1, OBJECT1>
READ next_part
IF next_part = NULL
THEN

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an

SVC as verb in main clause (cont.).
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OUTPUT pattern
OUTPUT relation
ELSE IF next_part = CL_SUB
THEN
pattern = <CL_N, CL_REL, SV, NP, CL_SUB>
relation = <SUBJECT_CL1, MODIFYN_CL1, OBJECT1, COMPLETE2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = PP
THEN
pattern = <CL_N, CL_REL, SV, PP>
relation = <SUBJECT_CL1, MODIFYN_CL1, MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
END IF
END IF
END IF

Figure 4.9: Analysis of syntactic patterns and relations in sentences containing with an

SVC as verb in main clause (cont.).
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READ first_part
pattern = <NULL>
relation = <NULL>
IF first_part = PR_REL
THEN
pattern = <NPgrg_, PR_REL >
READ next_part
IF next_part = VP
THEN
pattern = <NPgg., PR_REL, SV>
relation = <SUBJECT_REL1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = NP
THEN
pattern = <NPgg., PR_REL, SV, NP>
relation = <SUBJECT_REL1, OBJECT1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = ADVP
pattern = <NPggL, PR_REL, SV, NP, ADVP>
relation = <SUBJECT_REL1, OBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = PP
pattern = <NPgrg_, PR_REL, SV, NP, ADVP, PP>
relation = <SUBJECT_REL1, OBJECT1, MODIFYV2, MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = CL_SUB
pattern = <NPgg., PR_REL, SV, NP, CL_SUB>
relation = <SUBJECT_REL1, OBJECT1, COMPLETE2>
READ next_part

Figure 4.10: Analysis of syntactic patterns and relations in subordinate clauses with an

SVC as verb.
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IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = CL_REL
pattern = <NPgg., PR_REL, SV, NP, CL_REL>
relation = <SUBJECT_REL1, OBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = ADVP
THEN
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = CL_SUB
THEN
pattern = <NPgg., PR_REL, SV, CL_SUB>
relation = <SUBJECT_REL1, COMPLETE1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
pattern = <NPggL, PR_REL, SV, ADVP>
relation = <SUBJECT_REL1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = PP
THEN
pattern = <NPggL, PR_REL, SV, ADVP, PP>
relation = <SUBJECT_REL1, MODIFYV2, MODIFYV1>
READ next_part

Figure 4.10: Analysis of syntactic patterns and relations in subordinate clauses with an

SVC as verb (cont.).
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IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = PP
THEN
pattern = <NPrg., PR_REL, SV, PP>
relation = <SUBJECT_REL1, MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = ADVP
THEN
pattern = <NPgg_, PR_REL, SV, PP, ADVP>
relation = <SUBJECT_REL1, MODIFYV1, MODIFYV2>
END IF
END IF
ELSE IF first_part=C_SUB
THEN
READ next_part
IF next_part = VP
THEN
pattern = <C_SUB, SV>
READ next_part
IF next_part = NP
THEN
pattern = <C_SUB, SV, NP>
relation = <OBJECT1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = ADVP
pattern = <C_SUB, SV, NP, ADVP>
relation = <OBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = CL_REL

Figure 4.10: Analysis of syntactic patterns and relations in subordinate clauses with an

SVC as verb (cont.).
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pattern = <C_SUB, SV, NP, CL_REL>
relation = <OBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = ADVP
THEN
pattern = <C_SUB, SV, ADVP>
relation = <MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
ELSE IF next_part = PP
THEN
pattern = <C_SUB, SV, PP>
relation = <MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part=CL_REL
THEN
pattern = <C_SUB, SV, PP, CL_REL >
relation = <MODIFYV1, MODIFYN3>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
END IF
ELSE IF first_part = NP
THEN
pattern = <NP >
READ next_part
IF next_part = VP
THEN

Figure 4.10: Analysis of syntactic patterns and relations in subordinate clauses with an

SVC as verb (cont.).
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pattern = <NP, SV>
relation = <SUBJECT1>
READ next_part
IF next_part = NP
THEN
pattern = <NP, SV, NP>
relation = <SUBJECT1, OBJECT1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part = ADVP
THEN
pattern = <NP, SV, NP, ADVP>
relation = <SUBJECT1, OBJECT1, MODIFYV2>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
ELSE IF next_part = PP
THEN
pattern = <NP, SV, PP>
relation = <SUBJECT1, MODIFYV1>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
ELSE IF next_part=CL_REL
THEN
pattern = <NP, SV, PP, CL_REL >
relation = <SUBJECT1, MODIFYV1, MODIFYN3>
READ next_part
IF next_part = NULL
THEN
OUTPUT pattern
OUTPUT relation
END IF
END IF
END IF
END IF
END IF

Figure 4.10: Analysis of syntactic patterns and relations in subordinate clauses with an

SVC as verb (cont.).



Table 4.1: Theorems, syntactic patterns and relations.

Theorems Syntactic Patterns SUBJE | OBJE | MODI | MODI | COMPL| COMPL JOIN1 SUBJEQ MODI | MODI | MODI | MODIF
CT1 CT1 FYV1 | FYV2 ETE1 ETE2 T CL| FYN1 | FYN2 | FYN3 | YN_CL
1 | S:=<NP, SV, NP> X X
2 | S:=<NP, SV, PP> X X
3 | S:=<NP, SV, ADVP> X X
4 | S:=<NP, SV, ADVP,PP> X X
5| S:=<NP, SV, PP, ADVP> X X
6 | S:=<NP, SV, NP, ADVP> X X
7 | S:=<NP, SV, NP, ADVP, PP> X X X
8 | S:=<NP, SV, CL_SUB> X X
9 | S:=<NP, SV, NP, CL_SUB> X X
10 | S:=<NP, SV, NP, COORDCL> X X
11 | S:=<NP, SV, NP, CL_REL> X X
12 | S:=<NP, SV, PP, CL_SUB> X X
13 | S:=<NP, SV, PP, CL_REL> X X
14 | S:=<NP, SV, ADVP, CL_SUB> X X
15 | S:=<NP, SV, NP, ADVP, CL_SUB> X X
16 | S:=<NP, SV, NP, ADVP_PP, CL_REL> X X X
17 | S:=<NP, CL_REL, SV, NP> X X
18 | S:=<NP, CL_REL, SV, PP> X X X
19 | S:=<NP, CL_REL, SV, ADVP> X X
20 | S:=<NP, CL_REL, SV, NP, ADVP> X X X
21 | S:=<NP, CL_REL, SV, CL_SUB> X X X
22 | S:=<NP, CL_REL, SV, NP, CL_SUB> X X X
23 | S:=<NP, CL_REL, SV, NP, CL_REL> X X X
24 | S:=<NP, CL_REL, SV, NP, ADVP, CL_SUB> X X X X
25 | S:=<CL_N, Sv>
26 | S:=<CL_N, SV, NP> X X
27 | S:=<CL_N, SV, PP> X

14



Table 4.1: Theorems, syntactic patterns and relations (cont.).

Theorems Syntactic Patterns SUBJE | OBJE | MODI | MODI | COMPL| COMPL JOIN1 SUBJEQ MODI | MODI | MODI | MODIF
CT1 CT1 FYV1 | FYV2 ETE1 ETE2 T CL| FYN1 | FYN2 | FYN3 | YN_CL
28 | S:=<CL_N, SV, ADVP> X X
29 | S:=<CL_N, SV, NP, ADVP> X X
30 | S:=<CL_N, SV, NP, CL_SUB> X X
31 | S:=<CL_N, CL_REL, SV ,NP> X
32 | S:=<CL_N, CL_REL, SV ,PP> X X
33 | S:=<CL_N, CL_REL, SV ,NP, CL_SUB> X X
35 | C:=<NPgg, PR_REL, SV, NP> X
36 | C:=<NPgg, PR_REL, SV> X
37 | C:=<NPgg, PR_REL, SV, PP> X X
38 | C:=<NPgg, PR_REL, SV, ADVP> X X
39 | C:=<NPgg, PR_REL, SV, ADVP, PP> X X
40 | C:=<NPgg, PR_REL, SV, PP, ADVP> X X
41 | C:=<NPgg, PR_REL, SV, NP, ADVP> X X
42 | C:=<NPgg, PR_REL, SV, NP, ADVP_PP> X y X
43 | C:= <NPgg ,REL,SV, CL_SUB, RELCL> X X
44 | C:=<NPgg,, PR_REL, SV, NP, CL_SUB> X X
45 | C:=<NPgg, PR_REL, SV, NP, RELCL> X X
46 | C:=<C_SUB, SV, NP>
47 | C:=<C_SUB, SV, PP>
48 | C:=<C_SUB, SV, ADVP_PpP>
49 | C:=<C_SUB, SV, NP, ADVP>
50 | C:=<C_SUB, SV, NP, RELCL> X
51 | C:=<C_SUB, SV, PP, RELCL> X X
52 | C:=<NP, SV, NP> X X
53 | C:=<NP, SV, PP> X X
54 | C:=<NP, SV, NP, ADVP> X X X
55 | C:=<NP, SV, PP, RELCL> X X X

6V
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4.3.2 Defining Classes of Words Module

After completion of the process, that finds words surrounding SVCs and
analyzes their relationships to the SVC process, the surrounding words and relations
related to SVCs have been discovered in a sentence. Then, the class of each
surrounding word is determined in defining phases. The first noun of the noun phrase
that has been occurred before an SVC in a sentence is labeled as a head noun to define
classes. Some word information from a lexicon and some heuristic rules that we
designed are used to define classes of head nouns in noun phrases, classes of adverb
phrases, and classes of prepositional phrases. Domains or types of nouns are
categorized into various classes, such as the person class of nouns referring to persons
or organizations (e.g., users, employees, officers), the artifact class referring to artifacts
or instruments (e.g., computers, programs, software, instruments), the data class
referring to data or information, the activity class referring to activities or processes and
the abstract class referring to abstract nouns. The characteristics of each class were
chosen and also simplified classes from the semantic hierarchy of noun classes in
(Scott, 2003) and noun sets in (TCLLEX, 2005). Figure 4.11 shows the hierarchy of noun
classes that we defined for our research. To define classes for adverb and prepositional
phrases, we chose beginning words of phrases, (an adverb and a preposition,
respectively), used as keywords for classes. For example, “at” and “in” are used to
express the location of the action in sentences, while “with” is used to express that the

action in a sentence occurs in co-operation with nouns following the preposition.

Concrete Thing
- Living Thing
- Person
- Organization
- Animal
- Non-living Thing
- Atrtifact
- Parts of Artifact
- Non-artifact
Abstraction
- Activity & Process
- Data & Information (Value, State, Attribute, Characteristics)
- Technology & Knowledge
- Abstract Thing

Figure 4.11: Hierarchy of noun classes.
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There are three approaches to define classes of words as shown in
Figure 4.12. The first approach cis to to test whether the word satisfies a defined rules.
The second approach is to compare words with other words in the database, including
matching a substring of words. The final approach is to let user define the class

manually.

STEP 1: Define by rules

IF There are no rules for defining

THEN STEP 2: Compare with words in database
IF There are no similar words
THEN STEP 3: Define manually
END IF

END IF

Figure 4.12: The basic steps for defining classes of words

According to the hierarchy of noun classes (Figure 4.11), there are seven
different noun classes in noun phrases that are Person or Organization (PER), Artifact &
Parts of Artifacts (ART), Non Artifact (NAR), Activity & Process (ACT), Data & Information
& Value & Number (DAT), Technology & Knowledge (TEC), and Abstract Thing (ABT).
Rules for classification in the noun class are shown in Figure 4.13.

1) PER is a set of nouns that are used to refer to people, groups of
people, or organizations. The example of this set is the proper noun or the common
noun that means names of persons, groups of people, names of organizations, names of
projects and the personal pronoun (PR).

2) ART is a set of nouns that are used to refer to artifacts and the part
of them. Examples of this set are common nouns for kinds of equipments, instruments,
tools, programs, systems, computers, database systems and their parts.

3) NAR is a set of nouns that are used to refer to concrete things that
are not in the artifact classes. Examples of this set are common nouns for rice, flowers
and some products.

4) ACT is a set of nouns that are used to refer to activities. Examples of
this set are the common nouns that mean activities, processes and work.

5) DAT is a set of nouns that are used to refer to data and information,

including values, states and attributes of something. Examples of this set are common
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nouns for the age of a person, telephone number, the number of pages in this thesis,
information, signals, results, reports, characteristics, features, and qualities.

6) TEC is a set of nouns that are used to refer to technology and
knowledge. Examples of this set are the common nouns that mean principles, policy,
methods, models, rules, research and fields of knowledge.

7) ABT is a set of nouns that are used to refer to abstract things that are
not in the other noun classes. Examples of this set are common nouns like phenomenon,

event and relation.

word € DAT

IF word € PR OR word = “vihsanu”, “aedany”, “Tasams”, “ams”, “iwinini”, “usen’,
“%5” OR first substring = *“&”, “win”, “uw”, “ma”

THEN word € PER

EISE IF word = “sawsdus”, “Tusunsu”, “szun”, “aoniuaes”, “adnsal”, «
THEN word € ART

EISE IF first substring = “m%”, “ou”

THEN word € ACT

udiona”

ELSE IF word = “daxa”, “Swanm”, “siia”, “anwud”, “amw”
THEN word € DAT
EISE IF word = ““58”, “niinms”, “ulouw”, “ng”, “laswmin’”

THEN word € TEC

EISE IF first substring = “axw” OR word = “dsngniani”
THEN word € ABT

ELSE To compare with database

END IF

Figure 4.13: Rules for noun classification.

The prepositional phrases are classified into five classes by the
beginning words of phrases: Location or Place, Coordination, Purpose, Means, and
Source or Destination. Rules for classification of the prepositions are shown in Figure
4.14.

1) Location or Place is the set of prepositions introducing phrases that
specify positions or places, i.e., they appear at the beginning of nouns that refer to
locations or places. Examples of this set are “u/mnair”, “‘ﬁ/thi/”, “U/bon/".

2) Coordination is the set of prepositions discovering that there is a
connection to the following noun. Examples of this set are "A/kap/”, “L"lal'ﬁ‘u/khaokap/”,

“f%mﬁu/ruamkap/”, “Lﬁﬂaﬁu/kiaokap/”, “§91878/ruamduail”.
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3) Purpose is the set of prepositions of purpose. One Example of this
set is “@¥IV/samrap/”.

4) Mean is the set of prepositions of means. Examples of this set are
“Tﬂﬂ/doi/”, “ﬁ?‘c’l/duai/”, “enu/tam/”, “lan1g/chapho/”.

5) Source or Destination is the set of prepositions of direction that
appear at the beginning of nouns that refer to sources or destinations. Examples of this

set are “91n/chak/”, “84/yang/”, “Glﬁ}/hai/”, “ij/su/”.

word € Mean

IF word = “lu”, “@”, “un”

THEN word e Location

EISE IF word = “an”, “l4”, “§”, “ii”
THEN word < Source or Destination
EISE IF word = “&wsu”

THEN word e Purpose

EISE IF substring = “fiu”, “sw”
THEN word e Coordination

ELSE IF word = “Tag”, “shn”, “aw”, “lawz”
THEN word € Means

ELSE To compare with database
END IF

Figure 4.14: Rules for preposition classification.

The set of adverb phrases is divided into four classes by beginning
words of phrases that signify Manner, Cooperating or Separating, Time or Frequency,
and Source or Destination. Rules for classification of the adverb are shown in Figure
4.15.

1) Manner is the set of adverbs of manner. Examples of this set are
classified into classes by words which are found in our data on SVCs.

— The first word of adverb phrases of manner may be “llif{/dai/”,
such as “1d11n/daimaks”, “laaun/daidimak/”.

— The first word of adverb phrases of manner may be “1ﬁ/hai/”,
such as “olﬁ}‘g]ﬂgfm/haithuktong/”, “Mlazﬁﬂﬂ/haila—iat/”, “Vinuaiy

/thansamai/”.

— The first word of adverb phrases of manner may be “Thy/

pen/”, such as “tHundn/penlak/”.
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— The first word of adverb phrases of manner may be the

adverbial prefix (FIXV) such as “’e‘JEiNﬂ%NSUDN/yangkwangkhwang I,

“98199a5%/yangitsara/”’, “8819uNv3/yangthaeching/’”), “a1ed/duaidi/”’,

“Tﬂ‘c’lmﬂ/doitrong/”.

2) Cooperating or Separating is the set of adverbs that refer to
cooperating or separating. Examples of this set are “L%}Wﬁ’mﬁu/khaoduaikan/”,
“32UNU/ruamkan/”, “0on/ok/”, “ean1nfu/okchakkan/”.

3) Time or Frequency is a set of adverbs of times and adverbs of
frequency. Examples of this set are “sasaiial/talotwela/”, “’e‘)gli/yu/”, “luan
1A8INU/naiweladiaokan/”, “ﬁzﬂzﬁg)’u/rayasan/”, “aﬂﬂgﬁ/ikkrang/”, “aﬂﬁﬁfjﬂ/ikthinueng/”,
“Uo8/boi/”, “ﬂ%ﬂfiﬂﬁ}w/khrangsutthai/”.

4) Quantity is a set of adverbs of degree that refer to quantity.
Examples of this set are “ﬁ'a"'fi'u/reokhuen/”, “aﬂﬁ’um/longdaimak/”, “U1nNI 10

111/makkwa 10 thao/”, “adu1 10 L‘Vi”l/longma 10 thao/”, “1ﬁu1ﬂﬁu/haimakkhuen/”.

word € Manner

IF first substring = “1&”, *“1%”, “.du” OR first substring € FIXV
THEN word € Manner

ELSE IF substring = “ia1”, “o4” , “vas” OR first substring = “8n”, “a34”, “seuz”
THEN word € Time or Frequency

EISE IF first substring = “uih”, “sw”, “son”

THEN word e Cooperating or Separating

EISE IF substring = “4u” ,“as” OR first substring = “wn” “iien”
THEN word € Quantity

ELSE To compare with database

END IF

Figure 4.15: Rules for adverb classification.

4.3.4 Analysis by a Neural Network

To analyze semantic binding patterns with a machine learning technique,
all information from the pervious processes is analyzed by a neural network method. Our
research uses the probabilistic neural network function called NEWPNN of MATLAB
(MATLAB, 2008). The algorithms of NEWPNN are described in Figure 4.16.
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% NEWPNN creates a two layer network. The first layer has RADBAS
% neurons, and calculates its weighted inputs with DIST, and its net

% input with NETPROD. The second layer has COMPET neurons, and
% calculates its weighted input with DOTPROD and its net inputs with
% NETSUM. Only the first layer has biases.

%

% NEWPNN sets the first layer weights to P', and the first

% layer biases are all set to 0.8326/SPREAD resulting in

% radial basis functions that cross 0.5 at weighted inputs

% of +/- SPREAD. The second layer weights W2 are setto T.

load ‘Training data’;

load ‘Target data’;

input = “Training data’;

Tc = “Target data’;

T = ind2vec(Tc);

spread =1,

net = newpnn(input, T,spread);
Y = sim(net,input);

Yc = vec2ind(Y);

Test = sim(net, ‘Test data’);
‘Answer data’ = vec2ind(Test);

Figure 4.16: Algorithms of NEWPNN (MATLAB, 2008).

With regarding to Figure 4.16, there are two layers of the probabilistic
neural networks in this research. When an input is presented, the first layer computes
distances from the input vector to the training input vectors and produces a vector
whose elements indicate how close the input is to a training input. The second layer
sums these contributions for each class of inputs to produce as its net output a vector of
probabilities. Finally, the complete transfer function on the output of the second layer

picks the maximum of these probabilities.

The semantic binding patterns can discover the patterns of two
consecutive SVCs. The examples of information are the syntactic features of words in
sentences, e.g. part of speech of words, roles in sentences, and structures of
sentences, e.g. SVO. Classes of words that are related to SVCs, such as nouns in noun
phrases, prepositions in prepositional phrases, and adverbs in adverb phrases are
features used to learn semantic interpretation of SVCs. The details of the semantic

binding patterns are described in the next section.
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4.4 Semantic Binding Patterns of SVCs and Semantic Interpretations

Semantic binding patterns in this research are produced by the binding
analysis. This analysis is separated into three parts. The first part is to classify semantic
binding patterns based on only syntactic structures and relationship analysis. The
patterns present each phrase which is connected with SVCs. The second part and the
third part are to classify semantic interpretations and some meaning of semantic binding
patterns based on all features including syntactic structures, relations from relationship
analysis and surrounding word classes. The semantic binding patters are shown in
Figure 4.17 and Figure 4.18 that are patterns of SVCs for verbs in main clauses and for

verbs in clauses, respectively.

Subject: P Subject HP Subject cl: Nour Clanse
Ved: 5V Verk: 5V Vet SV
Ilodifyed : FP Chiject P
Subject cl: Nour Clanse
Subject: P Subject HP Ve W
Vet 5V Verh: 5V Chject HP
Ilodifyrd: &DVE Chiject MNP
Il difymdd: ATWE Subject cl: Nour Clanse
Subject: P Vet 5V
Veth: 5V Subject NP IWodifyed : FP
Ivlodifyd : FP Verh: 5V
Iiodifywmd: ADVE COhject HP Subject cl: Nour Clanse
Ivb difynd: ADVE Vet 5V
Subject: HP Il difyeel - FP Modifsmel: ATWE
Vet 5V
Iindifymd: ADVE Subject HP Subject cl: Nour Clanse
Ivlodifyd : FP Verh: 5V Vet 5V
COhject HMP Chject HP
Subject: P Completed: Subordinating Clanse  Dlodifind: ADVE
Vet 5V
Completel: Subordinating Clause  Subject NP Subject cl: Nour Clanse
Verh: 5V Vet W
Subject: P COhject HMP Chject HP
Vet: 5V b difynd: ADVE Wodifysd: ADVE
Joind: Coodinating Clause Corpleted: Subordinating Clauge  Corpleted: Subominating Clanss:
Subject: MF
Vet 3V
Ivlodifyd : FP
Corpletel : Subodinating Clause
Subject: MP
Vet 5V
Ilodifyd: &DVE

Corpletel : Subodinating Clause

Figure 4.17: Semantic binding patterns in main clauses.
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Subject: NP SubjectHFP Subject -
Veh: 5V Weth: 5V Verh: 5W

Ohject HEP Ohject NP
Subject: HP
Veh: 5V Subject HP Subject -
Modifiel : FP Vedh: SV Verh: SV

Object HP Modifird : PP
Subject: NP Modifinzl: ADVE
Veb: 3V Subject -
Modifirdd: ADVE Subject HF Verh: 5V

Veth: 5V Modifinz: 4DVE
Subject: NP Object NP Modifyrd . PP
Vet 5V Modifinel: ADVE
Modifirid: ADVE Modifird . PP Subject -
Modifiel : FP Verh: SV

SubjectHP Object NP
Subject: NP Ved: 5V Modifinzl: ADVE
Vek: 3V Object NP
MModifirel: FP Conplete?: Subordinating Clase

Modifirid: ADVE
Subject: NP

Vet 5V
Conpletel : Subordinating Clanse

Figure 4.18: Semantic binding patterns in clauses.

According to Figure 4.17, one example of semantic binding patterns is
“Subject[NP], Verb[SV], Object[NP]” means that the action is expressed by a SVC and
the subject is an agent of this action while the object is a patient of this action. The
subject is also an instrument of this action in some sentences. Figure 4.19 shows some
meaning of semantic binding patterns. For example, the prepositional phrase and the
adverb phrase, that are in the pattern “Subject[NP], Verb[SV], Modifyv1[PP]" and the
pattern “Subject[NP], Verb[SV], Modifyv2[ADVP]”, can express some meaning of the
action. For example, the Modifyv1 expresses the location of this action and the Modifyv2
express the time or the frequency of this action. All meanings established for semantic

binding patterns are shown in Appendix D.
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Subject: WP Lgent: subject Subject: WP Lgent subject
Vet: 5V Letion: 5V Vet 5V Lctinm 5V
Chiject NP Patient: object Wbdifyd : FP Location maodifisd
Lgent: subject Lgent subject
Letion: 5V Lctin 5V
Patient: object Coordination modifid
Instrrent mubject
Lzent subject
Subject HP Lgent subject Luction SV
Vet 5V Letion 5V Parpaose: modifisd
Wbdifys: ATVP  Ilanner oo difynid
Lugent subject
Lgent subject Luction SV
Luetion 5V Ivkans: rodifid
Coopeating orSeparating rmodifid
Lugent subject
Lgent subject Luction SV
Letion SV Source or Destination: modifisl

Tire orFrequeney: rnodifisd
Lgent subject

Letion 5V
Cantity modifird

Figure 4.19: Examples of meanings of semantic binding patterns.

The semantic interpretations in this research are classified into two
groups: “Purpose”, and “Complement”. This classification is based on functions of serial
verbs, types of serial verbs and the semantics from (Thepkanjana, 1986, Muansuwan,
2002 and Sudmuk, 2005). The purpose group means that the second verb in two
consecutive SVCs indicates purposive action of the first verb. The complement group
means that the second verb of two consecutive SVCs is complement of the first verb.
The action of SVCs in the purpose group can be represented by combination of both
two action verbs in two consecutive SVCs because two verbs have equal status. On the
other hand, the action of SVCs in a complement group can be completed by action of

the second verb in two consecutive SVCs.

The examples of Thai two consecutive SVCs in the purpose group are
“IdponUu/chai ok-baep/” and “@onan/leuaklen/”. The examples of Thai two
consecutive SVCs in the complement group are “gf’mmiﬂmﬂu/‘[ongkarn khuapkhum/”
and “W#18INYI/phayayam ha/’. Some Thai two consecutive SVCs and their

interpretations are shown in Appendix E.2.
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4.5 Creation of a Lexical Database

The information about serial verbs and the information about the
argument patterns of serial verbs from syntactic analysis and semantic analysis is very
useful for generating a lexicon of serial verbs. The specifications of serial verbs in our
lexicon are be composed of the category, the patterns of serial verbs, and the semantic
interpretation. Tag definitions of a designed serial verb lexicon are based on information
of words from (TCLLEX, 2005) and (LEXITRON, 2005). The patterns of serial verbs and
the semantic interpretation will be produced by our method of analysis. An example of

an entry in the lexicon that we designed is shown in Figure 4.20.

<item id="1">

<wd>
<th>'l4eanuu</th>
<en></en>

</wd>

<syn>
<cat>v.</cat>
<scat>vact. vact.</scat>
<vpl>sub+v+obj+advb</vpl>

</syn>

<sem>
<intpt>purpose</intpt>
<rell1>sub+obj+mdfv2
<agt>sub</agt>
<pat>dob</pat>
<ins>sub</ins>
<manner>mdfv2</manner>
</rel1>
<rel2>sub+PREL
<agt>sub</agt>
</rel2>

</sem>

</item>

Figure 4.20: An example of an entry in the designed lexicon.
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Referring to Figure 4.20, the definitions of each tag in generated lexicon
are described in Table 4.2. The detail information of two consecutive Thai serial verbs,
which are collected in designed lexicon, is based on the information of SVCs that found
in the ORCHID corpus. Sentences with two consecutive SVCs are analyzed by
algorithms in the proposed semantic analysis framework to generate valuable
information of two consecutive SVCs, such as syntactic verb patterns, semantic binding

patterns, and semantic interpretations. All tag definitions are shown in Appendix E.3.

Table 4.2: Tag definitions in designed Thai consecutive SVCs lexicon.

Tag Definition
<item></item> No. of words
<wd></wd> Word
<syn></syn> Syntactic pattern
<cat></cat> Word’s category
<scat></scat> Particle word’s category
<vp></vp> Syntactic verb pattern
<sem></sem> Semantic pattern
<intpt></intpt> Semantic Interpretation
<rel></rel> Relation pattern
<agt></agt> Agent of action
<pat></pat> Patient of action
<ins></ins> Instrument of action
<manner></manner> | Adverb of manner




CHAPTER V
EXPERIMENTS AND RESULTS

This chapter presents the experimental setting and results. In this
research, the experiment was separated into two main parts based on the syntactic

analysis and the semantic analysis.
5.1 Data Set

Our experiments have been conducted on an important Thai corpus That
are ORCHID (ORCHID,2003). All sentences with two consecutive SVCs are gathered
from the ORCHID corpus. The goal of the ORCHID initiative is building linguistic
resources to support research in natural language processing. The ORCHID corpus is a
collection of annual reports and research proposals produced by different universities
and research organizations in Thailand. The scope of this research is to analyze only
two consecutive serial verbs having as first element one of the top ten most frequent
serial verbs in the ORCHID corpus. The list of first verbs contains “W/ohai/(use)”, “M
wﬁWﬁ/thamnati/(perform, do duty)”, “igf’mm’i/tongkan/(want)”, “Gﬁﬁ‘c’J/Chuy/(help)”, “NAADI/
thot-long/(test,try)”, “hlﬂ/pai/(go)”, “@UUUNIS/ dam-noen-kan /(manage, perform)”,
“Wene1u/pha-ya-yam/(try)”, “N1/ma/(come)”, “Lﬁaﬂ/lueak/(select)”. In ORCHID, there are
262 sentences that have SVCs with two consecutive serial verbs occurring as verbs in
the main clause of sentence. Additionally, there are also 124 sentences that SVCs with
two consecutive serial verbs occurring as verbs in subordinate clauses of sentences.
Therefore, the total number of sentences with SVCs is 386 sentences. This data set is
analyzed to discovery the semantic binding patterns and semantic interpretations of two
consecutive Thai SVCs. Furthermore, the data set from the ORCHID corpus are
separated into training sets and test sets to test the performance of methods in the

proposed frameworks.

In order to confirm the semantic binding patterns and semantic
interpretations, an unseen data set which are not found in the ORCHID corpus is

applied. This Thai corpus is provided by Department of Linguistics, Chulalongkorn

University (http://www.arts.chula.ac.th/~ling/ThaiConc/). There are 144 sentences that


http://www.arts.chula.ac.th/%7Eling/ThaiConc/
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are used as serial verbs. Within these 114 sentences, there are 110 sentences that have
two consecutive SVCs are found as verbs in the main clause of sentences. Additionally,
there are also 34 sentences that have two consecutive SVCs are found as verbs in

subordinate clauses of sentences.
5.2 Experiments in Syntactic Analysis

The segmentation was processed automatically by SWATH (SWATH,
2003) which is a word segmentation program. The phrase structure trees of sentences
are formed by parsing with the proposed phrase structure grammar rules. All 386
sentences in the corpus can be segmented by SWATH with designed correcting rules
and parsed by proposed Thai grammar rules. Examples of the results of the

segmentation and syntactic analysis processes are described below.

Examples of sentences are:

(@ “Tnsamsiseldidenisinsoslulnsnoufinaesiundn  /khrongkan-wichai-
dai-lueakchai-khrueangmaikhrokhomphiotoe-penlak/ (The research project selected
mainly to use microcomputers.)”

(b) “¥oWWISNECTEC Il ansnlFeenuui9935591 14954 /sopwae-NECTEC II-
samat-chaiokbaep-wongchonruam-daiching/ (The software can be used to design an
integrated circuit practically.)”

(c) “aaizn3sumsuTenesvinfismuau Teneaasaaumiuns g vy
/khana-kammakan-nayobai-thamnathikamnot-nayobai-talotchon-kamkap-

kanddamnoenngan/ (Policy Committees act to define policies and oversee processes.)”

Examples of the results of segmentation under correcting rules are
shown below in Figure 5.1.
(@) Tasam3ise/NCMN, 1&/XVAM, Ben/VACT, 19VACT, 1nsodluTasnouiiunes
/NCMN, {u/FIXV, HanNVSTA
(b) ¥oWRIT/NCMN, NECTECI/NPRP, @wnia/XVAM, 1$VACT, eenuuu
NACT, WI733U/NCMN, Vl,{g])/XVAE, 959/ADVN
(c) AMZ/NCMN, n35uM3uTeu1e/NCMN, ﬁmfﬁﬁNACT, Muua/NVACT, ulauie

/NCMN, aaoadu/JCRG, MNUNACT, Ms/FIXN, AUHUIIUNACT
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@NCMN,Ju@VSTA,win@VSTA,

25aW1iIs@NCMN,NECTECIH@NCMN, 51150 @ XVAM, 4@ VACT,20nuuvu@VACT,
119759 wW@NCMN, T6§ @ XVAE,359@ADVN,

anz@NCMN, n33umsulouna@NCMN,vimini@VACT, fiviua @VACT , uluunw
@NCMN,a2003u@JCRG,MAu@VACT,ms@FIXN,duiinanu@VACT,

Figure 5.1: The results of segmentation.

Examples of the results of syntactic analysis and phrase structure
analysis are shown in Figures 5.2 (a) and 5.2 (c). The phrase structure trees of those
sentences from the parser tool are shown in Figures 5.3 (a) and 5.3 (c) (Parsing analysis

is based on the phrase structure grammar proposed in Section 4.2 of Chapter V).
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noun /‘HK Q1 ADVP
I | |

NCMN  auxiliary VP NP adverb
Tasarmsaan | /\ |
AXVAM VP VP noun FIXV VSTA
4 | dhawdn

verb verb . NCMN
/ /nﬂ‘faal1|'lﬂ:nm|f~i‘unn'f
VACT VACT

Ifen 14

Figure 5.2 (a): The result of syntactic analysis and phrase structure analysis.
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Ve | NIITI
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Figure 5.2 (b): The result of syntactic analysis and phrase structure analysis.
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noun  noun VP VP NP conjuntion VO
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amz  nasunTie i | | ABDATY |
VACT VACT NCMN verb NP
Fimihd Awwa wlnno |
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] ,,/"A\\
FIXN VACT
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Figure 5.2 (c): The result of syntactic analysis and phrase structure analysis.
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Figure 5.3 (a): The PST.
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A
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Figure 5.3 (b): The PST.
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- = skn
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=~ ¥ {noun}
—|- =2 noun
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- & 0j
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= & coordinc
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L "wacT"
= = g
-l & np
= = noursord
= = noun
L "FLiM"
= = werh
L "wacT"
L "spa"

Figure 5.3 (c): The PST.

With regards to Figure 5.3, the phrase structures describe the sentence
structures and the order of phrases in the sentences below.
(a) The sentence structure is subject-verb-object-adverbial and the sequential
phrase is <NP, VP, NP, ADVP>,
(b) The sentence structure is subject-verb-object-adverbial and the sequential
phrase is <NP, VP, NP, ADVP>.
(c) The sentence structure is subject-verb-object-adverbial and the sequential

phrase is <NP, VP, NP, CL_ORD>.
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5.3 Experiments in Semantic Analysis

Sentence structures from phrase structure trees are analyzed to find
syntactic patterns of SVCs and relations in the sentence by relation analysis theorems
(relationship analysis algorithm in Figure 4.8). Then, the head words or the keywords of
phrases that relate to SVCs are defined as classes by rules. All information from
previous processes are defined as features of each two consecutive SVCs to learn

patterns in the semantic analysis process.

After obtaining syntactic patterns of SVCs, relations and surrounding
word classes, this information provides features to analyze semantic binding patterns of
SVCs, semantic interpretations, and some meaning of semantic binding patterns. The
probabilistic neural networks (MATLAB, 2008) have been used to classify patterns of
SVCs automatically based on defined features. The details of the defined features and
the classification process are described in Experiment |, Experiment Il and Experiment
Il respectively. The first experiment that we conducted was designed to study on
semantic binding patterns of SVCs. The second experiment tests on semantic
interpretations. The last experiment tries to learn the meanings of some semantic

binding patterns of SVCs.

5.3.1 Experiment |

Experiment | is set to classify semantic binding patterns in sentences
that are connected to two consecutive SVCs. Each sentence structure and relation in
sentences will be used to determine the set of features to learn the binding patterns. The
binding patterns of verbs in main clause of sentences are classified into 19 patterns
(Figure 4.17); in addition, the binding patterns of verbs in subordinate clauses are
classified into 14 patterns (Figure 4.18). All data items are separated into three folds.
One fold was used to test the data sets, as well as the remaining two folds were used as
the training data sets. Moreover, this experiment is tested for sentences which are not
found in the ORCHID corpus. There are 144 sentences in another Thai corpus provided
by Department of Linguistics, Chulalongkorn University. These sentences from unseen

documents used as the test data sets for the three existing training data sets.
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In this experiment, the defined features are sentence structures and
relations in sentences. Some examples of features are the relations “Subject” and
“Object” (the grammatical roles of noun phrases in the sentences occurring before and
after SVCs). Other examples of features are the relations “Modifyv1” and “Modifyv2”
which signify a prepositional phrase and an adverb phrase following an SVC. The
feature set is generated only from related relations that connect to SVCs, so the
examples of unselected relations are “Modifyn1” and “Modifyn2”. Both relations are
expressed as relative clause in sentences that occur after noun phrases and the roles of
relative clauses which modify nouns or noun phrases that are the subjects and the

objects of sentences.

The input of classification is the vector of all features of each sentence
and the output is the semantic binding patterns given by the probabilistic neural
networks. The performance of the method in Experiment | was measured as accuracy
rates by applying the following formula. The results of Experiment | are shown in Table

5.1.

Total number of sentences with correct binding patterns of SVCs .

Accuracy =
Total number of all sentences

100 - (1)



Table 5.1 (a): Results of Experiment |.

Data Set Fold
Number of All . po pr Average
SVCs' Roles Test: 1 Test: 2 Test: 3
Sentences o y « « _na | Accuracy
Training: 2~ + 3 Training: 1~ + 3 Training: 17 + 2
Verbs in Main Clauses 262 98.85% 98.85% 100.00% 99.23%
Verbs in Sub Clauses 124 97.56% 97.56% 97.62% 97.58%
Table 5.1 (b): Results of Experiment I.
Number of Data Set Fold
Average
SVCs’ Roles Unseen Test: Unseen Test: Unseen Test: Unseen
nd rd st rd st nd Accuracy
Sentences Training: 2~ + 3 Training: 17 + 3 Training: 1" + 2
Verbs in Main Clauses 110 100.00% 100.00% 100.00% 100.00%
Verbs in Sub Clauses 34 100.00% 100.00% 100.00% 100.00%
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According to Table 5.1 (a), the accuracy of corrected binding patterns is
nearly 100% because binding patterns of two consecutive SVCs can be classified by
formula rules. The error can occur in the case that the pattern was found in the test data
only. In Table 5.1 (b), to test for unseen data, the accuracy of corrected binding patterns

is 100% because all patterns of unseen sentences were found in ORCHID corpus.

5.3.2 Experiment Il

Experiment Il was designed to classify semantic interpretations. All data
items are separated into three folds. One fold was used to be a test data set, as well as
the remaining two folds were used to be a training data set. To test for unseen
documents, the same sentence set from another Thai corpus in Experiment | is also
used as a test data set. The semantic interpretations are classified into two groups that

are “Purpose” or “Complement” (described in Section 4.4).

In this experiment, the defined features are sentence structures, relations
in sentences and classes of surrounding words. The sentence structures and relations
in sentences are the same features described in Experiment |. The adding features are
determined by the classes of surrounding words that are related to SVCs. There are
different parts of speech in the surrounding words that are the head nouns of noun
phrases, the preposition in prepositional phrases and the adverb in adverb phrases. If
the relation features are “Subject” and “Object”, the examples of added features are
noun classes of a subject and an object, such as “Person”, “Artifacts” and “Data”. If
other relations are “Modifyv1” or “Modifyv2”, the examples of added features are
prepositional classes, such as “Location”, “Source or Destination”, “Purpose”, and

“Mean”, or adverb classes, such as “Manner” and “Time”.

The input of classification is the vector of all features of each sentence;
and the output is the semantic interpretation given by the probabilistic neural networks.
The experiment was tested on two different feature sets. The first feature set was the
sentence structures, relations in sentences and classes of surrounding words. The

second feature set, the first verb of two consecutive SVCs was the added feature.
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The performance of the method in Experiment Il was also divided into
two evaluations. The first evaluation was computed as accuracy rates by applying

formula(2), and the second evaluation was computed as precision rates by applying

formula(3) and formula(4) respectively.

Total number of sentences with correct classification of interpretations
Accuracy = *

100 — (2)
Total number of all sentences
. Total number of sentences with correct SVCs classified to this interpretation
Precision = : — — : #100 > (3)
Total number of sentences with SVCs classified to this interpretation
Recall = Total number of sentences with correct SVCs classified to this interpretation £100 - (4)

Total number of sentences with SVCs in this interpretation

The results of Experiment Il, which was evaluated by the accuracy rates,
are shown in Table 5.2. The results of Experiment Il, which was evaluated by the

precision rates of the purpose group and the complement group, are shown in Tables

5.3 and 5.4 respectively.



Table 5.2 (a): Results of Experiment Il in terms of accuracy rates.

Data Set Fold
Number of All . — pr Average
SVCs’ Roles Test: 1 Test: 2 Test: 3
Sentences o . « « Accuracy
Training: 2~ + 3 Training: 17 + 3 Training: 17 + 2
Sentence structures + Relations +
386 61.24% 63.5% 71.88% 65.54%
Word classes
Sentence structures + Relations +
386 86.82% 82.94% 82.81% 84.19%
Word classes + First verb
Table 5.2 (b): Results of Experiment Il in terms of accuracy rates.
Number of Data Set Fold A
verage
SVCs' Roles Unseen Test: Unseen Test: Unseen Test: Unseen A
" , s ; o . . ccuracy
Sentences Training: 2 ‘43¢ Training: 1 43" Training: 1 Cy 2
Sentence structures + Relations +
144 65.28% 61.11% 63.89% 63.43%
Word classes
Sentence structures + Relations +
144 83.33% 79.17% 84.72% 84.41%
Word classes + First verb

cl



Table 5.3 (a): Results of Experiment Il in terms of precision rates of “Purpose”.

Data Set Fold

Number of All . — pr Average
SVCs’ Roles Test: 1 Test: 2 Test: 3
Sentences o . « . « o Precision
Training: 2~ + 3 Training: 17 + 3 Training: 17 + 2
Sentence structures + Relations +
386 59.57% 61.76% 73.81% 65.05%
Word classes
Sentence structures + Relations +
386 90.38% 88.37% 90.48% 89.74%
Word classes + First verb
Table 5.3 (b): Results of Experiment Il in terms of precision rates of “Purpose”.
Number of Data Set Fold
Average
SVCs’ Roles Unseen Test: Unseen Test: Unseen Test: Unseen o
nd rd st rd st nd PreC|Slon
Sentences Training: 2~ + 3 Training: 1~ + 3 Training: 17 + 2
Sentence structures + Relations +
144 45.45% 42.03% 43.86% 43.78%
Word classes
Sentence structures + Relations +
144 71.43% 62.50% 72.73% 68.89%

Word classes + First verb

€L



Table 5.4 (a): Results of Experiment Il in terms of recall rates of “Purpose”.

Data Set Fold

Number of All . — pr Average
SVCs’ Roles Test: 1 Test: 2 Test: 3
Sentences o . « . « o Recall
Training: 2~ + 3 Training: 17 + 3 Training: 17 + 2
Sentence structures + Relations +
386 52.54% 61.82% 55.36% 56.57%
Word classes
Sentence structures + Relations +
386 79.66% 72.73% 71.43% 74.60%
Word classes + First verb
Table 5.4 (b): Results of Experiment Il in terms of recall rates of “Purpose”.
Number of Data Set Fold
Average
SVCs' Roles Unseen Test: Unseen Test: Unseen Test: Unseen
nd rd st rd st nd Reca”
Sentences Training: 2~ + 3 Training: 1~ + 3 Training: 17 + 2
Sentence structures + Relations +
144 52.38% 61.90% 52.39% 55.56%
Word classes
Sentence structures + Relations +
144 71.43% 71.43% 76.19% 73.02%

Word classes + First verb

v.



Table 5.5 (a): Results of Experiment Il in terms of precision rates of “Complement”.

Data Set Fold

Number of All . — pr Average
SVCs’ Roles Test: 1 Test: 2 Test: 3
Sentences o . « . « o Precision
Training: 2~ + 3 Training: 17 + 3 Training: 17 + 2
Sentence structures + Relations +
386 62.20% 64.21% 70.93% 65.78%
Word classes
Sentence structures + Relations +
386 84.42% 80.23% 79.07% 81.24%
Word classes + First verb
Table 5.5 (b): Results of Experiment Il in terms of precision rates of “Complement”.
Number of Data Set Fold
Average
SVCs’ Roles Unseen Test: Unseen Test: Unseen Test: Unseen o
nd rd st rd st nd PreC|Slon
Sentences Training: 2~ + 3 Training: 1~ + 3 Training: 17 + 2
Sentence structures + Relations +
144 78.26% 79.49% 77.78% 78.51%
Word classes
Sentence structures + Relations +
144 88.24% 87.50% 90.00% 88.58%

Word classes + First verb

G/



Table 5.6(a): Results of Experiment Il in terms of recall rates of “Complement”.

Data Set Fold

Number of All . — pr Average
SVCs’ Roles Test: 1 Test: 2 Test: 3
Sentences o . « . « o Recall
Training: 2~ + 3 Training: 17 + 3 Training: 17 + 2
Sentence structures + Relations +
386 72.86% 82.43% 84.72% 80.00%
Word classes
Sentence structures + Relations +
386 92.86% 93.24% 94.44% 93.51%
Word classes + First verb
Table 5.6(b): Results of Experiment Il in terms of recall rates of “Complement”.
Number of Data Set Fold
Average
SVCs' Roles Unseen Test: Unseen Test: Unseen Test: Unseen
nd rd st rd st nd Reca”
Sentences Training: 2~ + 3 Training: 1~ + 3 Training: 17 + 2
Sentence structures + Relations +
144 70.59% 60.78% 68.63% 66.67%
Word classes
Sentence structures + Relations +
144 88.24% 82.35% 88.24% 86.27%

Word classes + First verb

9/
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The accuracy rates in Tables 5.2(a) and 5.2(b) show that the average
accuracy of classifying semantic interpretations by the second feature set is about 80%,
while the average accuracy of using the first feature set is only 60%. This means that
the second feature set can determine semantic interpretations better than that of the first
feature set. Like the accuracy rate, the precision rates of classifying both semantic
interpretations by the second feature set are more than 80%, as shown in Tables 5.3
and 5.5. Those results show that both semantic interpretations of two consecutive SVCs
in this corpus can be determined by the sentence structures, relations, surrounding
word classes, and the first verb of two consecutive SVCs. Furthermore, the recall rates
of classifying both semantic interpretations are shown in Tables 54 and 5.6,

respectively.

5.3.3 Experiment llI

Experiment |l was designed to discover the meanings of semantic
binding patterns in sentences. Since there are such a large number of different
meanings when open class verbs are included, we chose to handle only some important
meanings that can be obviously classified using our selected features. These meaning
are described as follows:

1) The subject of an SVC can be called as an INSTRUMENT of an
action in some patterns. For example, the pattern “Subject[NP], Verb[SV], Object[NP]”
can express the semantic roles “Agent[subject], Action[SV], Patient[object],
Instrument[subject]”.

2) When the SVC expresses an action and its subject is the agent of
that action, the subject is most often a noun in the PERSON class. For example, the
pattern  “Subject[NP], Verb[SV], ObjectNP]” means “Agent[subject(person)],
Action[SV], Patient[object]”.

3) The various meanings of constructions Modifyv1[PP] can be
classified into two groups of PREPOSITION. In the first group the preposition phrase is
“Location or Place”, and “Source or Destination”. In the second group the preposition

phrase expresses “Coordination”, “Purpose”, and “Means”.
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4) The various meanings of Modifyv2[ADVP] can be classified into two
groups of ADVERB. In the first group the adverbial phrase is an adverb of “Manner”, and
“Quantity”. In the second group is “Time & Frequency”, and “Cooperating & Separating”

5) The subject of an SVC in a subordinate clause is typically the patient
in a relative clause, called as PASSIVE. For example, the pattern “Subject[NP],
Verb[SV], Modify2[ADVP]” can mean “Agent[-], Action[SV], Patient[subject],
Manner[Modify2]".

In this experiment, the feature set is composed of sentence structures,
relations and surrounding word classes as in Experiment Il. All data items are separated
into three folds. One fold was used as the test data set, as well as the remaining two
folds were used as the training data sets. The performance of the method in Experiment
[l was evaluated in two different ways. The first evaluation measured the accuracy rate;
and the second evaluation measured the precision rate. Different formulas were used to

evaluate each meaning as follows:

1) The accuracy rate and the precision rate of the classification of

INSTRUMENT.

Total number of sentences with correct identification of instruments*
Total number of all sentences

Accuracy = 100 — (5)

.. Total number of sentences with correct instruments
Precision = — — *100 — (6)
Total number of sentences with identified instruments

Total number of sentences with correct instruments .
Total number of sentences with instruments

Recall = 100 — (7)

2) The accuracy rate and the precision rate of the classification of

PERSON.
Accuracy = Total number of sentences with correct identification of persons £100 - (8)
Total number of all sentences
Precision = Total number of sentences with correct persons +100 - (9)

Total number of sentences with identified persons

Total number of sentences with correct persons .
Total number of sentences with persons

Recall = 100 — (10)
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3) The accuracy rate and the precision rate of PREPOSITION

classification.

Total number of sentences with correct identification of prepositions .

100 — (11)
Total number of all sentences

Accuracy =

Total number of sentences with correct prepositions
Total number of sentences with identified prepositions

Precision =

¥100 — (12)

Total number of sentences with correct prepositions .
Total number of sentences with prepositions

Recall = 100 — (13)

4) The accuracy rate and the precision rate of ADVERB classification.

Total number of sentences with correct identification of adverbs*
Total number of all sentences

Accuracy = 100 — (14)

. Total number of sentences with correct adverbs
Precision = —— — %100 — (15)
Total number of sentences with identified adverbs

Total number of sentences with correct adverbs .
Total number of sentences with adverbs

Recall = 100 — (16)

5) The accuracy rate and the precision rate of PASSIVE classification.

Total number of sentences with correct identification of passive .

Accuracy =
Total number of all sentences

100 — (17)

Total number of sentences with correct passive
Total number of sentences with identified passive

Precision = *100 — (18)

Total number of sentences with correct passive .
Total number of sentences with passive

Recall = 100 — (19)

The results of Experiment Il for the evaluation using accuracy rates are
shown in Table 5.7. Additionally, the results of Experiment I, which are evaluated by the

precision rates, are shown in Table 5.8 and with the recall rates are shown in Table 5.9.

According to Tables 5.7 and 5.8, it has shown that the average accuracy
and the average precision of classifying interesting semantic binding meaning are more
than 80% and 70%, respectively. In addition, the average recall rate is 100% as in Table
5.9. These means that this feature set can determine the interesting semantic binding

meaning effectively.



Table 5.7: Results of Experiment Il in terms of accuracy rates.

_ Number of All | Number of Interesting Data Set Fold Average

Meaning Sentences Meaning Sentences TrainTr?gT:t:Z?':I+ 3 Trairﬁﬁs‘f: 125:0+ 30 Train-li-r?gs:t: 1?s)tm+ o Accuracy
INSTRUMENT 386 117 81.40% 89.92% 90.63% 87.32%
PERSON 386 19 78.29% 86.82% 88.28% 84.46%
PREPOSITION 386 57 94.57% 97.67% 96.09% 96.11%
ADVERB 386 58 95.34% 96.12% 95.31% 95.60%
PASSIVE 124 57 93.48% 86.96% 89.13% 89.86%

Table 5.8: Results of Experiment Il in terms of precision rates.

_ Number of All | Number of Interesting Data Set Fold Average

Meaning Sentences Meaning Sentences Train-:-r?gs:t:215+ 3 Trairﬁﬁétz 12;: 30 Train-irr(?g:t: 1%:: o Precision
INSTRUMENT 386 117 62.90% 75.47% 76.92% 71.76%
PERSON 386 19 87.50% 83.33% 87.50% 86.11%
PREPOSITION 386 57 72.00% 87.50% 78.26% 79.25%
ADVERB 386 58 76.00% 80.00% 76.00% 77.30%
PASSIVE 124 57 86.36% 76.00% 89.17% 80.51%

08



Table 5.9: Results of Experiment Il in terms of recall rates.

_ Number of All | Number of Interesting Data Set Fold Average

Meaning Sentences Meaning Sentences TrainTr?gT:t:Z?':I+ 3 Trairﬁﬁs‘f: 125:0+ 30 Train-li-r?gs:t: 1?s)tm+ o Recall
INSTRUMENT 386 117 100.00% 100.00% 100.00% 100.00%
PERSON 386 19 100.00% 100.00% 100.00% 100.00%
PREPOSITION 386 57 100.00% 100.00% 100.00% 100.00%
ADVERB 386 58 100.00% 100.00% 100.00% 100.00%
PASSIVE 124 57 100.00% 100.00% 100.00% 100.00%

18
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5.4 Discussion

SVCs are composed of more than one verb and there are various
patterns of SVCs. So, to understand the meaning of SVCs is much complicated than the
understanding single verbs. Thus, syntactic analysis and semantic analysis of SVCs are
actually helpful to find the meaning of SVCs which, in turn, help understanding the
natural language statements. The results of this research have shown that finding the
syntactic patterns and analyzing related words of SVCs can both extract useful

information for the analysis of the semantics of SVCs.

According to the syntactic analysis process, SVCs are the verbs in the
main sentences or sometimes they are verbs of the clauses in the sentences. There are
various syntactic patterns of SVCs, not only in the main clauses, but also in the
subordinate clauses. In the linguistics researches (Thepkanjana, 1986) and (Sudmuk,
2005), SVCs are separated into an independent components, or called as a single
particle, before performing semantic and syntactic analysis. However, this method
leaves some gaps in the interpretation of words since the meaning also depends on
locations of a word and its surroundings. Therefore, this research considers one SVC as
one object although this object is composed of many words. Thus, the syntax of SVCs is
clearly defined. So, the syntactic patterns can be easily derived from the proposed

grammars.

With regards to experiments on semantic analysis, the relationships
between related words and SVCs can be found by the relation analysis theorem
(Appendix C). Note that these relations have never been proposed by any other
researchers as far as we know. Thus, the semantic binding patterns of the SVCs are well
analyzed by the syntactic patterns and the relations of related words of SVCs. The
relation analysis theorem found that the surrounding words, such as nouns, prepositions
or adverbs are related to SVCs and can be used to represent the semantics of SVCs.
Experiment | shows that all information from previous analysis can learn automatically for
semantic bindings patterns of SVCs. Additionally, it indicates that each syntactic pattern

and related words can be transformed into semantic binding patterns using rules.
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Therefore, these methods can be applied to other languages in the SVO language

family.

Experiment Il shows that with only the information about syntactic
patterns and related words we cannot determine the correct semantic interpretation as
well because there are various patterns in each semantic interpretation. However, the
semantic interpretation can be learned automatically after we acquire information about

syntactic patterns, related words and the first verb in series.

The results ofExperiment Il indicates that some specific meaning of
semantic binding patterns can be recognized by syntactic patterns and related words.
For the examples, the subject of SVCs “Ifi@an/chaison/” is the word “ganpLLIT/sopwae/”
that is a noun in the artifact class, so subjects can be agents and instruments of SVCs.
Moreover, the most frequent subjects of some SVCs are nouns in the person class, such

as “m°’1Lﬁum?mﬁuméu/damnoenkan—sanapsanun/”, “Wmmﬁ\lﬁﬂwﬁ/phayayam-sueksa /.



CHAPTER VI
CONCLUSION

This chapter provides a summary of the research and some constraints.

Some directions for future work are described at the end of this chapter.

6.1 Conclusion

This research presents a semantic analysis framework of two
consecutive Thai serial verbs. Our framework is separated into two parts: methods for
syntactic analysis of sentences, and methods for semantic analysis of serial verbs. The
syntactic analysis output by the syntactic analysis of sentence module produces
syntactic patterns of SVCs, while the results of the semantic analysis module are
semantic binding patterns of SVCs, the meaning of those semantic binding patterns and

the semantic interpretations.

Method for syntactic analysis of sentences analyzes the syntactic
information using a Thai segmentation tool and a Thai grammar. The grammar rules and
the parser are used to parse sentences and to produce syntactic representations of
sentences. The syntactic patterns of SVCs and the word information from syntactic

analysis provided essential information for analyzing semantics.

According to methods for semantic analysis of serial verbs, the semantic
binding patterns of SVCs, the semantic interpretations, and the meaning of semantic
binding patterns are defined by analyzing sentence structures, relations in sentences
and surrounding word classes. Moreover, the probabilistic neural network is applied to

classify semantics and patterns automatically.

Finally, all information about two consecutive Thai serial verbs, e.g.
patterns of serial verbs and the associated semantic interpretation are collected to
create our new lexicon. The lexicon provides basic information of serial verbs for other

researchers in the future.
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6.2 Future Work

Our research thus far has studied only those two consecutive serial
verbs whose first element is in the top ten most frequent serial verbs in the ORCHID
corpus. Since there are various SVCs in real Thai texts, these methods should be tested

on other consecutive SVCs in order to increase reliability of the algorithms.

This research, however, can be applied on raw data with no tags of
separated words, parts of speech and tags of individual phrases. So, it is much
complicated to segment words and to parse the sentence structure. There is also no
lexicon including useful information for semantic analysis. Therefore, the semantic
analysis cannot be immediately concentrated to analyze actual semantics. In the future
work, the semantic analysis should analyze data with functional tags, such as phrase
tags, relation tags, and word class tags. When this input is combined with tagged data

then the meaning of SVCs can be discovered by a fully automatic system.
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APPENDIX B
THAI PARTS OF SPEECH

B.1 Thai Parts of Speech (ORCHID, 2003)

NOUN: A word that is used to refer to people, animals, places, things or
abstractions.

PRONOUN: A word that may replace a noun or noun phrase.

VERB: A word that occurs as part of the predicate of a sentence, or that refers to
an action, state or attribute.

AUXILIARY: A word that is used with a verb of a sentence indicating a
grammatical function such as aspect, voice, mood or tense. An auxiliary has a rather
fixed position relating to the verb of the sentence.

DETERMINER: A word that is used with a noun restricting the meaning of the
noun in some way.

ADVERB: A word that describes or modifies the meaning of a verb, another
adverb or a sentence.

CLASSIFIER: A word that is used with a noun showing the subclass to which a
noun belongs. It was originally used to express the units of a noun in counting. The
classifier category is subcategorized into 5 subcategories.

CONJUNCTION: A word that joins words, phrases, or clauses together. The
conjunction category is subcategorized into 3 subcategories.

PREPOSITION: A word that is used preceding a noun or a pronoun to link it
grammatically to other words or phrases.

INTERJECTION: A word that indicates an emotional state or attitude such as
delight, surprise, shock, and disgust, but has no referential meaning.

PREFIX: A word that is added to the beginning of a word changing the meaning

or function of the word.
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SENTENCE PARTICLE: Ending for affirmative sentence (EAFF):- A word that is
added to the end of a sentence to indicate the mood of an utterance, such as
affirmation, interrogation, imperative, persuasion, threat and so on. Ending for
interrogative sentence particle (EITT):- A word which is added to the end of a sentence
to indicate the mood of interrogative, and yes-no question.

NEGATOR: A word that is used to negate a sentence.

PUNCTUATION: A mark or a sign (such as an opening/closing bracket,
opening/closing quote, comma, colon, semicolon, dash, exclamation mark, period, and
question mark)Our algorithm is composed of two main components, which are syntactic
analysis of sentences, semantic analysis of serial verbs. All components of algorithm are

shown in Figure 4.1.

Table B.1: Subcategories of Thai Parts of Speech from the ORCHID Corpus.

No. POS Description

1 NPRP Proper noun

2 NCNM Cardinal number

3 NONM Ordinal number

4 NLBL Label noun

5 NCMN Common noun

6 NTTL Title noun

7 PPRS Personal pronoun

8 PDMN Demonstrative pronoun

) PNTR Interrogative pronoun

10 PREL Relative pronoun

11 VACT Active verb

12 |VSTA Stative verb

13 |VATT Attributive verb

14 | XVBM Pre-verb auxiliary, before negator “lal (not)”
15 | XVAM Pre-verb auxiliary, after negator “lal (not)”
16 XVMM Pre-verb, before or after negator ] (not)”
17 | XVBB Pre-verb auxiliary, in imperative mood
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Table B.1: Subcategories of Thai Parts of Speech from the ORCHID Corpus (cont.).

No. POS Description

18 | XVAE Post-verb auxiliary

19 DDAN Definite determiner, after noun without classifier in
between

20 DDAC Definite determiner, allowing classifier in between

21 DDBQ Definite determiner, between noun and classifier or
preceding quantitative expression

22 DDAQ Definite determiner, following quantitative expression

23 DIAC Indefinite determiner, following noun; allowing classifier
in between

24 | DIBQ Indefinite determiner, between noun and classifier or
preceding quantitative expression

25 DIAQ Indefinite determiner, following quantitative expression

26 DCNM Determiner, cardinal number expression

27 DONM Determiner, ordinal number expression

28 | ADVN Adverb with normal form

29 |[ADVI Adverb with iterative form

30 ADVP Adverb with prefixed form

31 ADVS Sentential adverb

32 |CNIT Unit classifier

33 |CLTV Collective classifier

34 |CMTR Measurement classifier

35 CFQC Frequency classifier

36 |CVBL Verbal classifier

37 |JCRG Coordinating conjunction

38 | JCMP Comparative conjunction

39 |JSBR Subordinating conjunction

40 RPRE Preposition

41 INT Interjection
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Table B.1: Subcategories of Thai Parts of Speech from the ORCHID Corpus (cont.).

No. POS Description
42 FIXN Nominal prefix
43 FIXV Adverbial prefix
44 EAFF Ending for affirmative sentence
45 EITT Ending for interrogative sentence
46 NEG Negator
47 |PUNC Punctuation




APPENDIX C
SENTENCE THEOREMS

C.1 Sentence Theorems

Definition 1

Let D be the domain in the field of Computer and Engineering annual

reports and research proposals.

Definition 2
Definition 3

Definition 4

Definition 5

Let N be a set of noun words.
Let V be a set of verb words.
Let e be a set operations to concatenate sets.
AeB={abla€e A be&EeB}

Let and " Dbe a set operations to define recursively the set.

Let A= {a}

A = uo A = {7\,, a, aa, aaa, aaaa, ... )
i=

A= v, A = {a, aa, aaa, aaaa, ... }

Let ADJUNCT be a set of words or phrases that adds information to

another part of a sentence.

Definition 6 Let P be a set of prepositions.
PP = PON ; PP C ADJUNCT
NP =N ®PP =N ®(PON)
Definition 7 Let S be a set of sentences in D ; SebD
Definition 8  Let S,, S, be a set of sentences in different basic sentence patterns.
Let angular brackets “< >" is to denote ordered sequences.
S, = <NP,V, NP> ; S, C S
S, = <NP, V> ; S, C S
s,Ns, =
Definition 9 Let SUBJECT be a set of relations from NP to V
SUBJECT: NP =2 V ; NP occur before V in a sequence of the
sentence.

Let OBJECT be a set of relations from V to NP

OBJECT :V => NP ; NP occur after V in a sequence of the sentence.

96
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Definition 10 Let SV be set of two consecutive serial verbs.

SV=VeV={vyv,|v,v, EV}

Lemma 1 svCv
Proof Yv,v, (v,,v, EV—v,v, EV)
.. SvCV

Definition 11 Let S,/ be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 1 Sy = <NP, SV, NP> ; Sy C S
Relations of S,» are composed of SUBJECT, and OBJECT,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

OBJECT, : SV 2> NP, ; NP, occur after SV in a sequence of the

2
sentence and OBJECT, C OBJECT
Proof S,:= <NP,V,NP,> ; 5, C S from Definition 8
SVCvV from Lemma 1
Therefore Sy C S,
S Sy = <NP,SV,NP,> ;S,C S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
OBJECT : V= NP from Definition 9
.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
Definition 12 Let S, be a set of sentences in a sentence pattern.
Lemma 2 S, = <NP,V,ADJUNCT> ;S,C S
Proof S, = <NP, V> ; S, C S from Definition 8
V can be added information by ADJUNCT from Definition 5
Therefore S, C S

. S,:= <NP,V,ADJUNCT> ; S, C S



98

Definition 13 Let MODIFYV be a set of relations from V to ADJUNCT
MODIFYV : V = ADJUNCT ; ADJUNCT occur after V in a sequence of

the sentence.

Definition 14 Let S,,» be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem2 S, := <NP,SV,PP>; S5, C §
Relations of S, ,» are composed of SUBJECT, and MODIFYV ,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof S, = <NP,V, ADJUNCT> ; S, C S from Lemma 2
SsvCV from Lemma 1
PP C ADJUNCT from Definition 6

Therefore S, C S,
.S,y = <NP,SV,PP> ;S§5,,CS
SUBJECT : NP =2 V from Definition 9
.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYV : V = ADJUNCT from Definition 13
PP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Definition 15 Let ADV be a set of adverbs.
ADVP = ADV" ; ADVP C ADJUNCT
Definition 16 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem3 S, := <NP, SV, ADVP> ;) S, S

Relations of S, ,» are composed of SUBJECT, and MODIFYV,
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SUBJECT, : NP - SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof S, = <NP,V, ADJUNCT> , S, C S from Lemma 2
SsvVCV from Lemma 1
ADVP C ADJUNCT from Definition 15

Therefore S,y C S5,
.S,y = <NP,SV,ADVP> ; S,, C S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYV : V = ADJUNCT from Definition 13

ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the sentence and MODIFYV, C MODIFYV

Definition 17 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem4 S, := <NP, SV, ADVP, PP> ;) S,y TS
Relations of S, ,» are composed of SUBJECT,, MODIFYV, and MODIFYV,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
Proof S, = <NP,V, ADJUNCT> ; S, C S from Lemma 2
SsvCvV from Lemma 1

ADVP C ADJUNCT from Definition 15
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PP C ADJUNCT from Definition 6
Therefore S,y C S5,
. S,y = <NP, SV, ADV, PP> S,y C S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYV : V 9 ADJUNCT from Definition 13
ADVP can occur to add information to verb in a sentence.

PP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the sentence and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV
Definition 18 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem5 S, := <NP, SV, PP, ADVP> S RN G
Relations of S, ,» are composed of SUBJECT,, MODIFYV, and MODIFYV,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof S, = <NP,V, ADJUNCT> ;S,C S from Lemma 2
svCVv from Lemma 1
PP C ADJUNCT from Definition 6
ADVP C ADJUNCT from Definition 15

Therefore S,y C S,

. S,y = <NP,SV,PP, ADVP> ;S,, C S
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SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYV : V = ADJUNCT from Definition 13
PP can occur to add information to verb in a sentence.
ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the sentence and MODIFYV, C MODIFYV
Definition 19 Let S, be a set of sentences in a sentence pattern.
Lemma 3 S, = <NP,V, NP,, ADJUNCT> ; S, C S
Proof S,:= <NP,V,NP,> ;S, C S from Definition 8
V can be added information by ADJUNCT from Definition 5
Therefore S, C S
.S, = <NP,V,NP,, ADJUNCT> ; S, C S
Definition 20 Let S,,r be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 6 S,y = <NP, SV, NP,, ADVP> ; S, S
Relations of S, are composed of SUBJECT,, OBJECT, and MODIFYV,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV
Proof S, = <NP,V,NP,, ADJUNCT> ; S, C S fromLemma 3

SsvCV from Lemma 1

ADVP C ADJUNCT from Definition 15
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Therefore S,y C S,

.S,y = <NP,SV,NP,,ADVP> ; S, C S

41"

SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
OBJECT:V = NP from Definition 9

.. OBJECT, : SV > NP NP, occur after SV in a sequence of the

5
sentence and OBJECT, C OBJECT
MODIFYV : V = ADJUNCT from Definition 13

ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the sentence and MODIFYV, C MODIFYV
Definition 21 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem7 S, := <NP,SV,NP,, ADVP,PP> | §,,C S
Relations of S, are composed of SUBJECT,, OBJECT,, MODIFYV, and
MODIFYV,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

OBJECT, : SV 2> NP, ; NP, occur after SV in a sequence of the

2

sentence and OBJECT, C OBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof S, = <NP,V,NP,, ADJUNCT> ; S, C S fromLemma 3
svCvVv from Lemma 1
ADVP C ADJUNCT from Definition 15

PP C ADJUNCT from Definition 6
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Therefore S,y C S,

.S, = <NP,SV,NP,, ADVP_PP> ; S, C S

42'

SUBJECT : NP =2 V from Definition 9

.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

OBJECT:V = NP from Definition 9

.. OBJECT, : SV > NP NP, occur after SV in a sequence of the

5

sentence and OBJECT, C OBJECT
MODIFYV : V 9 ADJUNCT from Definition 13
ADVP can occur to add information to verb in a sentence.

PP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the sentence and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Definition 22 Let CL be a set of clauses in sentences.

Definition 23  Let C be a set of conjunctions

Let C_SUB be a set of subordinating conjunctions.

Let C_COR be a set of coordinating conjunctions.

Lemma 4 C_SuBCC

Proof

Vx (x € C_SUB—>x € Q)

..C_.SuBCC

Lemma 5 C CORCC

Proof

Vx (x € C.COR—>x € C)

. C_CORCC

Definition 24 Let CL_SUB be a set of subordinate clauses beginning with a

subordinating conjunction and functioning as a adverb.

Lemma 6 CL_SuB C CL

Proof

Vx (x € CL_SUB —> x € CL)

. CL.SuBCCL
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Let CL_COR be a set of coordinate clauses beginning with a

coordinating conjunction following another clause.

Lemma 7

Proof

Definition 26

Definition 27

CL_CORCCL
Vx (x € CL_.COR —> x € CL)
. CL.CORCCL
Let PR be a set of pronouns. PR C N

Let PR_REL be a set of relative pronouns. PR_REL C PR

Let CL_REL be a set of relative clauses beginning with a relative pronoun

and functioning as a adjective.

Lemma 8

Proof

Definition 28
Lemma 9

Proof

Definition 29

CL_RELC CL
Vx (x € CL_LREL = x € CL)

. CLLRELCCL
Let S, be a set of sentences in a sentence pattern.
S, = <NP,V,CL_SUB> ;S,C S
S, = <NP, V> ; S, C S from Definition 8
S, can be added information by CL_SUB from Definition 24
Therefore S, C S

. S,:= <NP,V,CL_SUB> ; S, C S
Let COMPLETE be a set of relations from V to CL_SUB
COMPLETE : V =2 CL_SUB ; CL_SUB occur after V in a sequence of

the sentence.

Definition 30

Let S.» be a set of sentences with two consecutive serial verbs in a

sentence pattern.

Theorem 8

Sy = <NP,SV,CL_SUB> ; §,C S
Relations of S, are composed of SUBJECT, and COMPLETE,
SUBJECT, : NP - SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT

COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a sequence

of the sentence and COMPLETE, C COMPLETE

Proof

S, = <NP,V, CL_SUB> ;S C S from Lemma 9
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svCvVv from Lemma 1
Therefore Sy C S,
S Sy = <NP,SV,CL_.SUB> ; S, C S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
COMPLETE : V = CL_SUB from Definition 29
CL_SUB can occur to complete information in a sentence.
.. COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a
sequence of the sentence and COMPLETE, C COMPLETE
Definition 31 Let S, be a set of sentences in a sentence pattern.
Lemma 10 S, := <NP,V,NP,, CL> ; S C S
Proof S, = <NP,V, NP> S, C S from Definition 8
S, can be added information by CL_SUB or CL_COR
NP, can be added information by CL_REL
Therefore S, C S
. S,:= <NP,V,NP,,CL> ; S, C S
Definition 32 Let JOIN be a set of relations from V to CL_COR
JOIN:V = CL_COR ; CL_COR occur after V in a sequence of the
sentence.
Let MODIFYN be a set of relations from NP to CL_REL
MODIFYN : NP = CL_REL ; CL_REL occur after NP in a sequence of
the sentence.
Definition 33 Let S;,» be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 9 S, := <NP, SV, NP,, CL_SUB> ; Ser TS
Relations of Sy, are composed of SUBJECT,, OBJECT, and
COMPLETE,

SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
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OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
COMPLETE, : SV, —> CL_SUB ; CL_SUB occur after SV in a

sequence of the sentence and COMPLETE, C COMPLETE

Proof S, = <NP,V,NP,, CL> ;S C S from Lemma 10
SsvVCV from Lemma 1
CL_SuUB C CL from Definition 24

Therefore Sg T S,
. S, = <NP,SV,NP,,CL SUB> ; S, C S

SUBJECT : NP > V from Definition 9

.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

OBJECT : V= NP from Definition 9

.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT

COMPLETE : V = CL_SUB from Definition 29

CL_SUB can occur to complete information in a sentence.

.. COMPLETE, : SV, —> CL_SUB ; CL_SUB occur after SV in a
sequence of the sentence and COMPLETE, C COMPLETE

Definition 34 Let S, be a set of sentences with two consecutive serial verbs in a

sentence pattern.

Theorem 10 S,y := <NP, SV, NP,, CL_COR> y Sey &S

62
Relations of S, » are composed of SUBJECT,, OBJECT, and JOIN,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
JOIN, : 8V —> CL_SUB ; CL_COR occur after SV in a sequence of the

sentence and JOIN, C JOIN
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Proof S, = <NP,V,NP,, CL> ;S C S from Lemma 10
SVCV from Lemma 1
CL_CORCCL from Lemma 5

Therefore Sg, T S
. S,y = <NP,SV,NP,,CL.COR> ; S, C S

SUBJECT : NP > V from Definition 9

.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

OBJECT : V= NP from Definition 9

.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT

JOIN:V —> CL_SUB from Definition 32

CL_COR can occur to join information to sentences.

.. JOIN, : 8V —> CL_SUB ; CL_COR occur after SV in a sequence of
the sentence and JOIN, C JOIN

Definition 35 Let S, be a set of sentences with two consecutive serial verbs in a

sentence pattern.

Theorem 11 S, := <NP, SV, NP,, CL_REL> ; Sea &S

63
Relations of S ;» are composed of SUBJECT,, OBJECT, and MODIFYN,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
MODIFYN, : NP, —> CL_REL ; CL_REL occur after NP, in a sequence

of the sentence and MODIFYN, C MODIFYN

Proof S, = <NP,V,NP,, CL> ;S C S from Lemma 10
SVCV from Lemma 1
CL_REL C CL from Lemma 6

Therefore Sgy T S
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. S,y = <NP,SV,NP,,CL REL> ; S,/ C S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
OBJECT : V= NP from Definition 9
.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
MODIFYN : NP = CL_REL from Definition 32
CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP, —> CL_REL ; CL_REL occur after NP, ina
sequence of the sentence and MODIFYN, C MODIFYN
Definition 36 Let S, be a set of sentences in a sentence pattern.
Lemma 11 S, = <NP,V, ADJUNCT, CL> ; S, C S
Proof S, = <NP,V, ADJUNCT> ; S, C S from Lemma 2
S, can be added information by CL_SUB
ADJUNCT can be PP added information by CL_REL
Therefore S,C S

.S, = <NP,V,ADJUNCT,CL> ; S, C S

7
Definition 37 Let S,,» be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 12 S,/ := <NP, SV, PP, CL_SUB> ;) S, C S
Relations of S, ;» are composed of SUBJECT,, MODIFYV, and
COMPLETE,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV
COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a sequence
of the sentence and COMPLETE, C COMPLETE

Proof S, = <NP,V, ADJUNCT, CL> ; S, C S from Lemma 11
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SsvCV from Lemma 1
PP C ADJUNCT from Definition 6
CL_SuB C CL from Lemma 4

Therefore S,y C S,

.S, := <NP,SV,PP,CL SUB> ; S, C S

SUBJECT : NP > V from Definition 9

.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

MODIFYV : V = ADJUNCT from Definition 13

PP can occur to add information to verb in a sentence.

. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

COMPLETE : V = CL_SUB from Definition 29

CL_SUB can occur to complete information in a sentence.

.. COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a
sequence of the sentence and COMPLETE, C COMPLETE

Definition 38 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 13 S, := <NP, SV, PP, CL_REL> ;) S,y C S

Relations of S, ,» are composed of SUBJECT,, MODIFYV, and
MODIFYN,

SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV

MODIFYN, : NP —> CL_REL ; CL_REL occur after PP in a sequence

in PP
of the sentence and MODIFYN, C MODIFYN
Proof S, = <NP,V, ADJUNCT, CL> ; S, C S from Lemma 11

SsvCV from Lemma 1



110

PP C ADJUNCT from Definition 6
CL_REL C CL from Lemma 6
Therefore S,y C S,

.S, = <NP,SV,PP,CL REL> ;S ,,C S

72

SUBJECT: NP =2 V from Definition 9

.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

MODIFYV : V = ADJUNCT from Definition 13

PP can occur to add information to verb in a sentence.

. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

MODIFYN : NP = CL_REL from Definition 32

PP =P®N and NP =N ®(P®N’) from Definition 6

PP canbe P ® NP when NP = N

CL_REL can occur to add information to a noun phrase in a prepositional
phrase.

. MODIFYN, : NP —> CL_REL ; CL_REL occur after PP in a

in PP
sequence of the sentence and MODIFYN, C MODIFYN
Definition 39 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 14 S, := <NP, SV, ADVP,CL_SUB> ; 5§,y C S
Relations of S, , are composed of SUBJECT,, MODIFYV, and
COMPLETE,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV
COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a sequence

of the sentence and COMPLETE, C COMPLETE
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Proof S, = <NP,V, ADJUNCT, CL> ;' S, C S from Lemma 11

SsvCV from Lemma 1
ADVP C ADJUNCT from Definition 15
CL_SuB C CL from Lemma 4

Therefore S,y C S,

. S, = <NP, SV, ADVP, CL_SUB> S,y C S

73
SUBJECT : NP 2 V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYV : V = ADJUNCT from Definition 13
ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the sentence and MODIFYV, C MODIFYV
COMPLETE : V = CL_SUB from Definition 29
CL_SUB can occur to complete information in a sentence.
.. COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a
sequence of the sentence and COMPLETE, C COMPLETE
Definition 40 Let S; be a set of sentences in a sentence pattern.
Lemma 12 S; = <NP,V,NP,, ADJUNCT, CL> ; S, C S
Proof S, = <NP,V, NP,, ADJUNCT> ; S, C S fromLemma 3
S, can be added information by CL_SUB
ADJUNCT can be PP added information by CL_REL
Therefore S, C S
. Sy = <NP,V, NP, ADJUNCT, CL> ; S, C S
Definition 41 Let S,,» be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 15 S,/ := <NP, SV, NP,, ADVP, CL_SUB> ; S,y C S
Relations of S, ,» are composed of SUBJECT,, OBJECT,, MODIFYV, and
COMPLETE,
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SUBJECT, : NP - SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
COMPLETE, : SV, —> CL_SUB ; CL_SUB occur after SV in a

sequence of the sentence and COMPLETE, C COMPLETE

S, = <NP,V,NP,, ADJUNCT,CL> ; S, C S from Lemma 12

SsvCV from Lemma 1
ADVP C ADJUNCT from Definition 15
CL_SuB C CL from Lemma 4

Therefore Sy C Sy

.S, = <NP, SV, NP, ADVP, CL_SUB> ; S, C S

8.1
SUBJECT : NP 2 V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
OBJECT:V = NP from Definition 9

.. OBJECT, : SV 2> NP, ; NP, occur after SV in a sequence of the

2
sentence and OBJECT, C OBJECT
MODIFYV : V = ADJUNCT from Definition 13
ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the sentence and MODIFYV, C MODIFYV
COMPLETE : V =2 CL_SUB from Definition 29

CL_SUB can occur to complete information in a sentence.

.. COMPLETE, : SV,, = CL_SUB ; CL_SUB occur after SV in a

sequence of the sentence and COMPLETE, C COMPLETE
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Definition 42 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 16 S, := <NP, SV, NP,, ADVP, PP, CL_REL> ; S, C §
Relations of S, ,» are composed of SUBJECT,, OBJECT,, MODIFYV,,
MODIFYV, and MODIFYN,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT

OBJECT, : SV 2> NP, ; NP, occur after SV in a sequence of the

2

sentence and OBJECT, C OBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

MODIFYN, : NP —> CL_REL ; CL_REL occur after PP in a sequence

in PP

of the sentence and MODIFYN, C MODIFYN

Proof S; = <NP,V,NP,, ADJUNCT,CL> ; S, C S from Lemma 12
svCV from Lemma 1
ADVP C ADJUNCT from Definition 15
PP C ADJUNCT from Definition 6
CL_RELC CL from Lemma 6

Therefore Sgy T Sy

. Sg, = <NP,SV,NP,, ADVP, PP, CL_.REL> ; S, C S
SUBJECT : NP 2 V from Definition 9

.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
OBJECT:V = NP from Definition 9

.. OBJECT, : SV 2> NP, ; NP, occur after SV in a sequence of the

2

sentence and OBJECT, C OBJECT
MODIFYV : V = ADJUNCT from Definition 13



114

ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the sentence and MODIFYV, C MODIFYV
MODIFYV : V = ADJUNCT from Definition 13

PP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
MODIFYN : NP = CL_REL from Definition 32

PP =P®N and NP =N ®(P®N) from Definition 6
PP canbe P® NP when NP = N’
CL_REL can occur to add information to a noun phrase in a prepositional
phrase.
. MODIFYN, : NP, ., —> CL_REL ; CL_REL occur after PP in a

seqguence of the sentence and MODIFYN, C MODIFYN

Definition 43 Let S, be a set of sentences in a sentence pattern.

Lemma 13 S, == <NP, CL_REL,V,NP,>; S, C S

Proof

S, = <NP,V,NP,> ;S, C S from Definition 8

1
NP can be added information by CL_REL
Therefore S, C S

. S, = <NP,CL_REL,V,NP,> ;S,C S

Definition 44 Let Sy be a set of sentences with two consecutive serial verbs in a

sentence pattern.

Theorem 17 Sy := <NP, CL_REL, SV, NP,> ; Sy C S

Relations of Sy are composed of SUBJECT,, MODIFYN, and OBJECT,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a sequence of

the sentence and MODIFYN, C MODIFYN
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
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Proof Sy = <NP,CL_REL,V,NP,>; 5§, C § from Lemma 13
SsvVCvV from Lemma 1
Therefore Sy C S,
.. Sy = <NP,CL_REL,SV,NP,> ; Sy C §
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

MODIFYN : NP = CL_REL from Definition 32

CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a
seqguence of the sentence and MODIFYN, C MODIFYN
OBJECT : V> NP from Definition 9
.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
Definition 45 Let S,, be a set of sentences in a sentence pattern.
Lemma 14  S,, := <NP, CL_REL, V, ADJUNCT> ; S,, C S
Proof S, = <NP,V,ADJUNCT> ; S, C S from Lemma 2
NP can be added information by CL_REL
Therefore S, C S

. S,, = <NP, CL_REL, V, ADJUNCT> ;) S, C S

10
Definition 46 Let S,/ be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 18 S, := <NP, CL_REL, SV, PP> ; S,y &S
Relations of S, ,» are composed of SUBJECT,, MODIFYN, and
MODIFYV,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a sequence of

the sentence and MODIFYN, C MODIFYN
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MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof S,, = <NP,CL_REL, V, ADJUNCT>; S,; C S from Lemma 14
SsvVCV from Lemma 1
PP C ADJUNCT from Definition 6

Therefore S, € Sy

. S, = <NP,CL_REL, SV, ADJUNCT> : S, C S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYN : NP 9 CL_REL from Definition 32

CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a

sequence of the sentence and MODIFYN, C MODIFYN
MODIFYV : V = ADJUNCT from Definition 13
PP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV
Definition 47 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 19 S, = <NP,CL_REL, SV,ADVP> ; §,,,C S
Relations of S, are composed of SUBJECT,, MODIFYN, and

MODIFYV,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYN, : NP 9 CL_REL ; CL_REL occur after NP in a sequence of

the sentence and MODIFYN, C MODIFYN
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
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Proof S,, = <NP,CL_REL, V, ADJUNCT>; S,; C S from Lemma 14
SsvVCvV from Lemma 1
ADVP C ADJUNCT from Definition 15
Therefore Sy € Sy
. S,y = <NP, CL_REL, SV, ADJUNCT> ; S,y C S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYN : NP = CL_REL from Definition 32
CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a
sequence of the sentence and MODIFYN, C MODIFYN
MODIFYV : V = ADJUNCT from Definition 13
ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the sentence and MODIFYV, C MODIFYV
Definition 48 Let S,, be a set of sentences in a sentence pattern.
Lemma 15 S,, = <NP, CL_REL, V,NP,,ADJUNCT> ; S,, C S
Proof S, = <NP,V, NP,, ADJUNCT> ; S, C S from Lemma 3
NP can be added information by CL_REL
Therefore S,C S

. S,, = <NP,CL_REL, V, NP,, ADJUNCT> ; S5, C S

"
Definition 49 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 20 S, »:= <NP, CL_REL, SV, NP, , ADVP> ; S, C S
Relations of S,,. are composed of MODIFYN,, SUBJECT, and OBJECT,

SUBJECT, : NP - SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
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MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a sequence of

the sentence and MODIFYN, C MODIFYN
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof S,; = <NP, CL_REL, V, NP,, ADJUNCT> ; S,, C S from Lemma 15
SVCV from Lemma 1
ADVP C ADJUNCT from Definition 15

Therefore S,y C S,
.+ = <NP, CL_REL, SV, NP,, ADVP> ; S,/ C S

SUBJECT : NP > V from Definition 9

.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

MODIFYN : NP 9 CL_REL from Definition 32

CL_REL can occur to add information to a noun phrase.

. MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a
sequence of the sentence and MODIFYN, C MODIFYN

OBJECT :V = NP from Definition 9

.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT

MODIFYV : V = ADJUNCT from Definition 13

ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the sentence and MODIFYV, C MODIFYV

Definition 50 Let S,, be a set of sentences in a sentence pattern.
Lemma 16 S,, = <NP,CL_REL,V,CL_SUB> ;S,CS
Proof S, = <NP,V, CL_SUB> ;S C S from Lemma 9

NP can be added information by CL_REL
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Therefore S,C S
. S,, = <NP,CL_REL, V, CL_SUB> ; S, C S
Definition 51 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 21 S, := <NP,CL_REL,SV,CL_SUB>; S, C S
Relations of S,,» are composed of SUBJECT,, MODIFYN, and
MODIFYV,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a sequence of
the sentence and MODIFYN, C MODIFYN
COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a sequence
of the sentence and COMPLETE, C COMPLETE
Proof S,, = <NP,CL_REL,V,CL_SUB>; S,,C S from
Lemma 16
SsvVCvV from Lemma 1
Therefore S, C S,
.. S,y = <NP,CL_REL, SV, CL_SUB> ; S,y C S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT
MODIFYN : NP = CL_REL from Definition 32
CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a
sequence of the sentence and MODIFYN, C MODIFYN
COMPLETE : V = CL_SUB from Definition 29
CL_SUB can occur to complete information in a sentence.
.. COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a
sequence of the sentence and COMPLETE, C COMPLETE

Definition 52 Let S,, be a set of sentences in a sentence pattern.



120

Lemma 17 S,; = <NP,CL_REL,V,NP,,CL> ; §5,C S
Proof S, = <NP,V,NP,, CL> ; S, C S from Lemma 10
NP can be added information by CL_REL
Therefore S, C S
". S, = <NP, CL_REL, V,NP,, CL> . 8,C S
Definition 53 Let S,,,» be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 22 S, := <NP,CL_REL, SV,NP,,CL_SUB>; S, C S
Relations of S,, ;» are composed of SUBJECT,, MODIFYN,, OBJECT,
and COMPLETE,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a sequence of

the sentence and MODIFYN, C MODIFYN
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
COMPLETE, : SV, —> CL_SUB ; CL_SUB occur after SV in a

sequence of the sentence and COMPLETE, C COMPLETE

Proof S,; = <NP,CL_REL,V,NP,,CL> ;S,CS from Lemma 17
SsvVCV from Lemma 1
CL_SuB C CL from Lemma 4

Therefore S C S,

. S,,, = <NP,CL_REL, SV, NP,, CL_SUB> ; Sy S
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYN : NP = CL_REL from Definition 32

CL_REL can occur to add information to a noun phrase.

. MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a
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sequence of the sentence and MODIFYN, C MODIFYN
OBJECT :V = NP from Definition 9

.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

2 7
sentence and OBJECT, C OBJECT
COMPLETE : V = CL_SUB from Definition 29

CL_SUB can occur to complete information in a sentence.
.. COMPLETE, : SV ; —> CL_SUB ; CL_SUB occur after SV in a
sequence of the sentence and COMPLETE, C COMPLETE

Definition 54 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 23 S, := <NP,CL_REL,SV,NP,,CL_.REL> ; S, C S
Relations of S, - are composed of SUBJECT,, MODIFYN,, OBJECT,
and MODIFYN,,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a sequence of

the sentence and MODIFYN, C MODIFYN

OBJECT, : SV 2> NP, ; NP, occur after SV in a sequence of the

2

sentence and OBJECT, C OBJECT
MODIFYN, : NP, —> CL_REL ; CL_REL occur after NP, in a sequence

of the sentence and MODIFYN, C MODIFYN

Proof S,; = <NP,CL_REL,V,NP,,CL> ; §,C S from Lemma 17
SsvCV from Lemma 1
CL_REL C CL from Lemma 6

Therefore S,y C S,

".'S,,, = <NP,CL_REL, SV, NP,, CL_REL> S,y C S

13.2
SUBJECT : NP > V from Definition 9
.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
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MODIFYN : NP = CL_REL from Definition 32

CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a

sequence of the sentence and MODIFYN, C MODIFYN
OBJECT:V = NP from Definition 9

.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
MODIFYN : NP = CL_REL from Definition 32
CL_REL can occur to add information to a noun phrase.

". MODIFYN, : NP, = CL_REL ; CL_REL occur after NP, in a

sequence of the sentence and MODIFYN, C MODIFYN

Definition 55 Let S,, be a set of sentences in a sentence pattern.
Lemma 18 S, := <NP, CL_REL, V, NP,, ADJUNCT, CL> .S, C S
Proof S; = <NP,V,NP,, ADJUNCT, CL> ; S, C S from Lemma 12
NP can be added information by CL_REL
Therefore S,C S
".'S,, = <NP, CL_REL, V, NP,, ADJUNCT, CL>; S, C S
Definition 56 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 24 S, := <NP, CL_REL, SV, NP,, ADVP, CL_SUB>; S,y C S
Relations of S, are composed of SUBJECT,, MODIFYN,, OBJECT,,

MODIFYV, and COMPLETE,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT
MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a sequence of

the sentence and MODIFYN, C MODIFYN
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV
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COMPLETE, : SV, —> CL_SUB ; CL_SUB occur after SV in a

sequence of the sentence and COMPLETE, C COMPLETE

Proof S,, = <NP, CL_REL, V, NP,, ADJUNCT, CL>; S,,C S from Lemma 18
svCV from Lemma 1
ADVP C ADJUNCT from Definition 15
CL_SuB C CL from Lemma 4

Therefore S, C S,

.. S,y = <NP,CL_REL, SV,NP,, ADVP, CL_SUB>; S, C S

SUBJECT : NP > V from Definition 9

.. SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the
sentence and SUBJECT, C SUBJECT

MODIFYN : NP = CL_REL from Definition 32

CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP —> CL_REL ; CL_REL occur after NP in a
sequence of the sentence and MODIFYN, C MODIFYN
OBJECT:V = NP from Definition 9
.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
MODIFYV : V = ADJUNCT from Definition 13

ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the sentence and MODIFYV, C MODIFYV
MODIFYV : V = ADJUNCT from Definition 13

ADVP can occur to add information to verb in a sentence.

. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the sentence and MODIFYV, C MODIFYV
COMPLETE : V = CL_SUB from Definition 29

CL_SUB can occur to complete information in a sentence.

.. COMPLETE, : SV,, = CL_SUB ; CL_SUB occur after SV in a
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sequence of the sentence and COMPLETE, C COMPLETE
Definition 57 Let CL_N be a set of noun clauses beginning with a noun and

functioning as a noun.
Lemma 19 CLNCCL
Proof Vx (x € CLLN—>x € CL)

" CLNCCL

Definition 58 Let S, be a set of sentences in a sentence pattern.

Lemma 20 S;s = <CL_N, V> ;S C S
Proof S, = <NP, V> ; S, C S from Definition 8
CL_N can function as NP from Definition 55

Therefore S, C S
.S, =<CLN,V>;S,CS
Definition 59 Let SUBJECT_CL be a set of relations from CL_N to V
SUBJECT_CL : CL_N 2>V ; CL_N occur before V in a sequence of the
sentence.

Definition 60 Let S, be a set of sentences with two consecutive serial verbs in a

sentence pattern.
Theorem 25 S, := <CL_N, SV> ;) Sy S
Relations of S, are composed of SUBJECT_CL,
SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of
the sentence and SUBJECT_CL, C SUBJECT_CL
Proof S, = <CL_N, V> ; S, C S from Lemma 20
svCvV from Lemma 1
Therefore S, C S,

.. S,y = <CL_N, Sv> S,y C S

15’
SUBJECT_CL:CL_N =2V from Definition 59
.. SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a

sequence of the sentence and SUBJECT_CL, C SUBJECT_CL

Lemma 21 S,s = <CL_N,V,NP,> ;S C S



125

Proof S, = <NP,V, NP> S, C S from Definition 8
CL_N can function as NP from Definition 55
Therefore S, C S

.S, = <CLN,V,NP,> ;S C S

16
Definition 61 Let S,y be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 26 S, = <CL_N, SV, NP,> ;S S
Relations of S,y are composed of SUBJECT_CL, and OBJECT,
SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of
the sentence and SUBJECT_CL, C SUBJECT_CL
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
Proof S = <CL_N,V, NP> ;S C S from Lemma 21
SsvCvV from Lemma 1
Therefore S, T S
S S,y = <CLN,SV,NP,>; Sy C S
SUBJECT_CL:CL_N =2V from Definition 59
.. SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a
sequence of the sentence and SUBJECT_CL, C SUBJECT_CL
OBJECT:V = NP from Definition 9
.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
Definition 62 Let S,, be a set of sentences in a sentence pattern.
Lemma 22 S,; = <CL_N, V, ADJUNCT> ; S, C S
Proof S;s = <CL_N, V> ;S C S from Lemma 20
V can be added information by ADJUNCT from Definition 5
Therefore S, C S

. S, = <NP,V, ADJUNCT> ; S, C S

17
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Definition 63 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 27 S, ,» == <CL_N, SV, PP> , S, C S
Relations of S, ,» are composed of SUBJECT_CL, and MODIFYV ,
SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of

the sentence and SUBJECT_CL, C SUBJECT_CL
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof S,; = <CL_N,V,ADJUNCT> ; S,, C S fromLemma 22
SsVCvV from Lemma 1
PP C ADJUNCT from Definition 6
Therefore Sy C Sy,
.S,y = <CLN,SV,PP>; S, CS
SUBJECT_CL:CL_N 2V from Definition 59

.. SUBJECT_CL, : CL_N = SV ; CL_N occur before SV in a

sequence of the sentence and SUBJECT_CL, C SUBJECT_CL
MODIFYV : V = ADJUNCT from Definition 13

PP can occur to add information to verb in a sentence.
. MODIFYV, : 8V —> PP ; PP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV
Definition 64 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 28 S,, = <CL_N, SV,ADVP> ; S, C S
Relations of S, » are composed of SUBJECT_CL, and MODIFYV,
SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of
the sentence and SUBJECT_CL, C SUBJECT_CL
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the
sentence and MODIFYV, C MODIFYV

Proof S,; = <NP,V,ADJUNCT> ; §,C S from Lemma 22



127

SVCV from Lemma 1
ADVP C ADJUNCT from Definition 15
Therefore S, C S,

.S,y = <CL_N,SV,ADVP> ;S ,C S

17.2'

SUBJECT CL: CL_N 9 V from Definition 59

.. SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a

sequence of the sentence and SUBJECT_CL, C SUBJECT_CL

MODIFYV : V = ADJUNCT from Definition 13

ADVP can occur to add information to verb in a sentence.

. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the sentence and MODIFYV, C MODIFYV

Definition 65 Let S,; be a set of sentences in a sentence pattern.

Lemma 23

Proof

S,; = <CL_N,V,NP,, ADJUNCT> ; S, C S

S,s = <CL_N,V, NP,> ; S C S from Lemma 21

16
V can be added information by ADJUNCT from Definition 5
Therefore S, C S

. S, = <CL_N,V, NP,, ADJUNCT> S, C S

Definition 64 Let S, be a set of sentences with two consecutive serial verbs in a

sentence pattern.

Theorem 29 S, := <CL_N, V, NP,, ADVP> ; S C©°°S
Relations of S, are composed of SUBJECT_CL,, OBJECT, and
MODIFYV,

SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of

the sentence and SUBJECT_CL, C SUBJECT_CL

OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT

MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof

S;s = <CL_N,V,NP,, ADJUNCT>; §,, C S from Lemma 23
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SsVCV from Lemma 1
ADVP C ADJUNCT from Definition 15
Therefore S, T S,

.o S,y = <CL_N,V,NP,, ADVP> ; S, C S
SUBJECT_CL:CL_N =2V from Definition 59
.. SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a

sequence of the sentence and SUBJECT_CL, C SUBJECT_CL

OBJECT : V=2 NP from Definition 9
.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
MODIFYV : V = ADJUNCT from Definition 13

ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the sentence and MODIFYV, C MODIFYV

Definition 67 Let S,; be a set of sentences in a sentence pattern.

Lemma24 S, = <CLN,V,NP, CL> ;S,C S

Proof

S,s = <CL_N,V, NP,> ;S C S from Lemma 21
S,¢ can be added information by CL_SUB

NP, can be added information by CL_REL

Therefore S, C S

. S, = <CL_N,V,NP,, CL> S, C S

Definition 68 Let S,y be a set of sentences with two consecutive serial verbs in a

sentence pattern.

Theorem 30 S,y := <CL_N, SV, NP,,CL_SUB> ; S,; C S

Relations of S,y are composed of SUBJECT_CL,, OBJECT, and
COMPLETE,
SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of

the sentence and SUBJECT_CL, C SUBJECT_CL
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OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT
COMPLETE, : SV, —> CL_SUB ; CL_SUB occur after SV in a

sequence of the sentence and COMPLETE, C COMPLETE

Proof S,y = <CL_N,V,NP,,CL> ; §,;,C S from Lemma 24
SsvVCV from Lemma 1
CL_SuUB C CL from Definition 24

Therefore S,y C Sy
. S,y = <CL_N, SV, NP,, CL_SUB> ; S,y S
SUBJECT_CL:CL_N 2V from Definition 59
.. SUBJECT_CL, : CL_N = SV ; CL_N occur before SV in a
sequence of the sentence and SUBJECT_CL, C SUBJECT_CL
OBJECT :V = NP from Definition 9
.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
COMPLETE : V = CL_SUB from Definition 29
CL_SUB can occur to complete information in a sentence.
.. COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a
sequence of the sentence and COMPLETE, C COMPLETE
Definition 69 Let S,, be a set of sentences in a sentence pattern.
Lemma 25 S, = <CL_N,CL_REL,V,NP,> ;S, C S
Proof S, = <CL_N,V, NP> ;S C S from Lemma 21
NP in CL_N can be added information by CL_REL
Therefore S, C S
". S,y = <CL_N,CL_REL,V,NP,> ; S,  C S
Definition 70 Let MODIFYN_CL be a set of relations from NP in CL_N to CL_REL

MODIFYN_CL : NP 9 CL_REL ; CL_REL occur after CL_Nin a

in CL_LN

sequence of the sentence.

Definition 71 Let S,y be a set of sentences with two consecutive serial verbs in a

sentence pattern.
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Theorem 31 S,y := <CL_N, CL_REL,SV,NP,> ; S, C S
Relations of S, are composed of SUBJECT_CL, MODIFYN_CL,, and

OBJECT,
SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of

the sentence and SUBJECT_CL, C SUBJECT_CL
MODIFYN_CL, : NP, . = CL_REL ; CL_REL occur after CL_N in a
sequence of the sentence and MODIFYN_CL, C MODIFYN_CL
OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
Proof S,, = <CL_N, CL_REL, V, NP,> ; S, S fromLemma 25
svCv from Lemma 1
Therefore S,y C S,
. S,y = <CL_N, CL_REL, SV, NP,> S,y C S
SUBJECT_CL:CL_N 2V from Definition 59
.. SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a
sequence of the sentence and SUBJECT_CL, C SUBJECT_CL
MODIFYN_CL : NP, ¢ —> CL_REL from Definition 70
CL_REL can occur to add information to a noun phrase in a noun clause.
. MODIFYN_CL, : NP, —> CL_REL ; CL_REL occur after CL_N in
a sequence of the sentence and MODIFYN_CL, C MODIFYN_CL
OBJECT : V> NP from Definition 9
.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
Definition 72 Let S,, be a set of sentences in a sentence pattern.
Lemma 26 S, := <CL_N, CL_REL, V, ADJUNCT> . S,,C S
Proof S,; = <CL_N, V, ADJUNCT> ; S, C S from Lemma 22
CL_N can be added information by CL_REL
Therefore S, C S

. S, = <CL_N, CL_REL, V, ADJUNCT>; S,, C S
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Definition 73  Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 32 S, := <CL_N, CL_REL,SV,PP> ; S,,rC S
Relations of S, are composed of SUBJECT_CL,, MODIFYN_CL, and
MODIFYV,
SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of
the sentence and SUBJECT_CL, C SUBJECT_CL
MODIFYN_CL, : NP, . = CL_REL ; CL_REL occur after CL_N in a
sequence of the sentence and MODIFYN_CL, C MODIFYN_CL
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Proof S,, = <CL_N, CL_REL, V, ADJUNCT>; S,, C S from Lemma 26
SsvCV from Lemma 1
PP C ADJUNCT from Definition 6

Therefore S,y C S,1

.. S,y = <CL_N,CL_REL,S8V,PP>; S,y C S
SUBJECT_CL:CL.N =2V from Definition 59
.. SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a

sequence of the sentence and SUBJECT_CL, C SUBJECT_CL
MODIFYN_CL : NP, . —> CL_REL from Definition 70

CL_REL can occur to add information to a noun phrase in a noun clause.
. MODIFYN_CL, : NP, \ - CL_REL ; CL_REL occur after CL_N in

a sequence of the sentence and MODIFYN_CL, C MODIFYN_CL
MODIFYV : V = ADJUNCT from Definition 13

PP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

sentence and MODIFYV, C MODIFYV

Definition 74 Let S,, be a set of sentences in a sentence pattern.

Lemma 27 S,, = <CL_N, CL_REL, V,NP,,CL>; S,, C S
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Proof S, = <CL_N,V, NP, CL> ;S C S from Lemma 24
CL_N can be added information by CL_REL

Therefore S, C S
. S,, = <CL.N,CL_REL,V,NP,,CL> ;S,C S
Definition 75 Let S, be a set of sentences with two consecutive serial verbs in a
sentence pattern.
Theorem 33 S, := <CL_N, CL_REL, SV, NP,, CL_SUB>; S, C S
Relations of S,,» are composed of SUBJECT_CL,, MODIFYN_CL,,
OBJECT, and COMPLETE,
SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a sequence of

the sentence and SUBJECT_CL, C SUBJECT_CL

MODIFYN_CL, : NP > CL_REL ; CL_REL occur after CL_N in a

in CL_LN
sequence of the sentence and MODIFYN_CL, C MODIFYN_CL

OBJECT, : SV 2> NP, ; NP, occur after SV in a sequence of the

2

sentence and OBJECT, C OBJECT
COMPLETE, : SV,, 2 CL_SUB ; CL_SUB occur after SV in a

sequence of the sentence and COMPLETE, C COMPLETE

Proof S,, = <CL_N, CL_REL, V,NP,,CL>; S,,C S from Lemma 27
SsvCV from Lemma 1
CL_SuB C CL from Lemma 4

Therefore S, C S,

.. S,y = <CL_N, CL_REL, SV, NP,, CL_SUB>; S, C S
SUBJECT_CL:CL.N =2V from Definition 59
.. SUBJECT_CL, : CL_N —> SV ; CL_N occur before SV in a

sequence of the sentence and SUBJECT_CL, C SUBJECT_CL
MODIFYN_CL : NP, . —> CL_REL from Definition 70

CL_REL can occur to add information to a noun phrase in a noun clause.
. MODIFYN_CL, : NP, \ - CL_REL ; CL_REL occur after CL_N in

a sequence of the sentence and MODIFYN_CL, C MODIFYN_CL
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OBJECT:V = NP from Definition 9
.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT
COMPLETE : V =2 CL_SUB from Definition 29
CL_SUB can occur to complete information in a sentence.
.. COMPLETE, : SV,; — CL_SUB ; CL_SUB occur after SV in a
sequence of the sentence and COMPLETE, C COMPLETE
Definition 76  Let AUX s a set of auxiliaries.
AUXP = AUX"
AUXP occur before V in a sentence

Theorem 34  AUXP can occur before SV in all sentence patterns with two consecutive

serial verbs.
Proof SVCV from Lemma 1
AUXP occur before V in a sentence from Definition 76

.". AUXP can occur before SV in all sentence patterns with two
consecutive serial verbs.
Definition 77  Let NP, be a set of noun phrases which occur before relative clauses
in sentences.
Definition 78 Let NCL_REL,, NCL_REL, be a set of relative clauses and noun

phrases which occur before relative clauses in different clause patterns.

NCL_REL, = <NP.,, PR_REL, V, NP>

REL?’

NCL_REL, = < NP, , PR_REL, V>

REL?

Definition 79 Let SUBJECT_REL be a set of relations from NP, to V

REL

SUBJECT_REL : NP, >V NP .., occur before the relative clause in

a sentence.

Definition 80 Let NCL_REL " be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause

pattern.

Theorem 35 NCL_REL, := <NP.,, PR_REL, SV, NP>

REL?

Relations of NCL_REL,’ are composed of SUBJECT_REL, and OBJECT,
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SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative clause
with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
relative clause and OBJECT, C OBJECT
Proof NCL_REL, := < NP, PR_REL, V,NP,>  from Definition 78
SsvVCvV from Lemma 1
Therefore NCL_REL,» C NCL_REL,
. NCL_REL, := <NP., PR_REL, SV, NP,>
SUBJECT_REL : NP, >V from Definition 79
.. SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C

SUBJECT_REL
OBJECT:V = NP from Definition 9

.. OBJECT, : SV > NP, ; NP, occur after SV in occur after SVin a
sequence of the relative clause and OBJECT, C OBJECT
Definition 81 Let NCL_REL,' be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.
Theorem 36 NCL_REL, := <NP_, PR_REL, SV>
Relations of NCL_REL s are composed of SUBJECT_REL,
SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative clause

with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
Proof NCL_REL, := <NP.., PR_REL, V> from Definition 78
SsVCvV from Lemma 1
Therefore NCL_REL,, C NCL_REL,
. NCL_REL, := < NP, PR_REL, SV>
SUBJECT_REL : NP, >V from Definition 79
.. SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative

clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
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Definition 82 Let NCL_REL, be a set of relative clauses and noun phrases which
occur before relative clause in a clause pattern.
Lemma 28 NCL_REL, := <NP.,, PR_REL, V, ADJUNCT>
Proof NCL_REL, := < NP, PR_REL, V> from Definition 78
V can be added information by ADJUNCT from Definition 5
". NCL_REL, := <NP., PR_REL, V, ADJUNCT>
Definition 84 Let NCL_REL,,» be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.
Theorem 37 NCL_REL,, = <NP.,, PR_REL, SV, PP>
Relations of NCL_REL, ,» are composed of SUBJECT_REL, and
MODIFYV ,
SUBJECT_REL, : NP, > sV ; NP .., occur before the relative clause
with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL

MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the relative

clause and MODIFYV, C MODIFYV

Proof NCL_REL, := <NP.., PR_REL, V, ADJUNCT> from Lemma 28
SsvCV from Lemma 1
PP C ADJUNCT from Definition 6

Therefore NCL_REL,,» C NCL_REL,
. NCL_REL,, = <NP.,, PR_REL, SV, PP>
SUBJECT_REL : NP, v from Definition 79
.. SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative

clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
MODIFYV : V = ADJUNCT from Definition 13

PP can occur to add information to verb in a relative clause.
. MODIFYV, : SV —> PP ; PP occur after SVin a sequence of the

relative clause and MODIFYV, C MODIFYV
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Definition 85 Let NCL_REL,, be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.

Theorem 38 NCL_REL,, = <NP.,, PR_REL, SV, ADVP>

Relations of NCL_REL, ,» are composed of SUBJECT_REL, and
MODIFYV,

SUBJECT_REL, : NP, sV ; NP.., occur before the relative clause
with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL

MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

relative clause and MODIFYV, C MODIFYV

Proof NCL_REL, := <NP.. , PR_REL, V, ADJUNCT> from Lemma 28
SsvCV from Lemma 1
ADVP C ADJUNCT from Definition 15

Therefore NCL_REL,,, C NCL_REL,
. NCL_REL,, = <NP.,, PR_REL, SV, ADVP>
SUBJECT_REL : NP, >V from Definition 79
.. SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
MODIFYV : V = ADJUNCT from Definition 13
ADVP can occur to add information to verb in a relative clause.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the relative clause and MODIFYV, C MODIFYV
Definition 86 Let NCL_REL,, be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.
Theorem 39 NCL_REL,, = <NP.,, PR_REL, SV, ADVP, PP>
Relations of NCL_REL, ,» are composed of SUBJECT_REL,, MODIFYV,
and MODIFYV,
SUBJECT_REL, : NP, —> SV ; NP occur before SV in a sequence of

the relative clause and SUBJECT_REL, C SUBJECT_REL
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MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

relative clause and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the relative

clause and MODIFYV, C MODIFYV

Proof NCL_REL, := <NP_,, PR_REL, V, ADJUNCT> from Lemma 28
SsvCV from Lemma 1
ADVP C ADJUNCT from Definition 15
PP C ADJUNCT from Definition 6

Therefore NCL_REL,, C NCL_REL,
. NCL_REL,, = <NP,.,, PR_REL, SV, ADVP, PP>
SUBJECT_REL : NP, v from Definition 79
.. SUBJECT_REL, : NP, 2 sV ; NP.., occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
MODIFYV : V = ADJUNCT from Definition 13
ADVP can occur to add information to verb in a relative clause.
PP can occur to add information to verb in a relative clause.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the relative clause and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
relative clause and MODIFYV, C MODIFYV
Definition 87 Let NCL_REL,, be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.
Theorem 40 NCL_REL,, = <NP.,, PR_REL, SV, PP, ADVP>
Relations of NCL_REL, ,» are composed of SUBJECT_REL,, MODIFYV,

and MODIFYV,
SUBJECT_REL, : NP 2 sV ; NP .., occur before the relative clause

with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL

MODIFYV, : SV —> PP ; PP occur after SVin a sequence of the relative

clause and MODIFYV, C MODIFYV
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MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

relative clause and MODIFYV, C MODIFYV

Proof NCL_REL, := <NP_,, PR_REL, V, ADJUNCT> from Lemma 28
svCV from Lemma 1
PP C ADJUNCT from Definition 6
ADVP C ADJUNCT from Definition 15

Therefore NCL_REL,,, C NCL_REL,
. NCL_REL,, := <NP.,, PR_REL, SV, PP, ADVP>
SUBJECT_REL : NP, v from Definition 79
.. SUBJECT_REL, : NP4, sV ; NP.., occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
MODIFYV : V = ADJUNCT from Definition 13
PP can occur to add information to verb in a relative clause.
ADVP can occur to add information to verb in a relative clause.
. MODIFYV, : SV —> PP ; PP occur after SVin a sequence of the
relative clause and MODIFYV, C MODIFYV
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the relative clause and MODIFYV, C MODIFYV
Definition 88 Let NCL_REL, be a set of relative clauses and noun phrases which
occur before relative clause in a clause pattern.
Lemma 29  NCL REL, := <NP.,, PR_REL,V, NP,, ADJUNCT>
Proof NCL_REL, := < NP, PR_REL,V,NP,>  from Definition 78
V can be added information by ADJUNCT from Definition 5

. NCL_REL, := <NP,, PR_REL, V, NP,, ADJUNCT>

REL’
Definition 89 Let NCL_REL,,» be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.
Theorem 41  NCL_REL,,» := <NP.,, PR_REL, SV, NP,, ADVP>
Relations of NCL_REL, ,» are composed of SUBJECT_REL,, OBJECT,

and MODIFYV,
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SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative clause

with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

relative clause and OBJECT, C OBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

relative clause and MODIFYV, C MODIFYV

Proof NCL_REL, = <NP.., PR_REL, V, NP,, ADJUNCT> from Lemma 29
SsvCV from Lemma 1
ADVP C ADJUNCT from Definition 15

Therefore NCL_REL,,» C NCL_REL,

. NCL_REL,, = < NP, PR_REL, SV, NP,, ADVP>

REL’
SUBJECT_REL : NP, >V from Definition 79
.. SUBJECT_REL, : NP, 2> sV ; NP, occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
OBJECT :V = NP from Definition 9
.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
relative clause and OBJECT, C OBJECT
MODIFYV : V = ADJUNCT from Definition 13
ADVP can occur to add information to verb in a relative clause.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the relative clause and MODIFYV, C MODIFYV
Definition 90 Let NCL_REL,, be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.
Theorem 42 NCL_REL,, := < NP, , PR_REL, SV, NP,, ADVP, PP>
Relations of NCL_REL, ,» are composed of SUBJECT_REL,, OBJECT,,
MODIFYV, and MODIFYV,
SUBJECT_REL, : NP, > sV ; NP .., occur before the relative clause

with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
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OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
relative clause and OBJECT, C OBJECT

MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the
relative clause and MODIFYV, C MODIFYV

MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the relative

clause and MODIFYV, C MODIFYV

Proof NCL_REL, = <NP., PR_REL, V, NP,, ADJUNCT> from Lemma 29
SsvCV from Lemma 1
ADVP C ADJUNCT from Definition 15
PP C ADJUNCT from Definition 6

Therefore NCL_REL,,, C NCL_REL,
. NCL_REL,, :=<NP_., PR_REL, SV, NP,, ADVP, PP>
SUBJECT_REL : NP, >V from Definition 79
.. SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
OBJECT : V= NP from Definition 9
.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
relative clause and OBJECT, C OBJECT
MODIFYV : V = ADJUNCT from Definition 13
ADVP can occur to add information to verb in a relative clause.
PP can occur to add information to verb in a relative clause.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the relative clause and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
relative clause and MODIFYV, C MODIFYV
Definition 91  Let NCL_REL, be a set of relative clauses and noun phrases which
occur before relative clause in a clause pattern.
Lemma 30 NCL_REL, := <NP_,, PR_REL, V, CL_SUB>
Proof NCL_REL, := <NP.., PR_REL, V> from Definition 78
CL_REL can be added information by CL_SUB
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. NCL_REL, = <NP.,, PR_REL,V, CL_SUB>
Definition 92 Let NCL_REL,’ be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.
Theorem 43 NCL_REL., := <NP.,, PR_REL, SV, CL_SUB>
Relations of NCL_REL,’ are composed of SUBJECT_REL, and

COMPLETE,
SUBJECT_REL, : NP, sV ; NP, occur before the relative clause

with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a sequence
of the sentence and COMPLETE, C COMPLETE
Proof NCL_REL, = <NP.., PR_REL, V, CL_SUB> from Lemma 30
SsVCvV from Lemma 1
Therefore NCL_REL,, C NCL_REL,
. NCL_REL, = <NP.,, PR_REL, SV, CL_SUB>
SUBJECT_REL : NP, >V from Definition 79
.. SUBJECT_REL, : NP, 2> sV ; NP, occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL
COMPLETE : V = CL_SUB from Definition 29
CL_SUB can occur to complete information in a sentence.
.. COMPLETE, : SV —> CL_SUB ; CL_SUB occur after SV in a
sequence of the relative clause and COMPLETE, C COMPLETE
Definition 93 Let NCL_REL, be a set of relative clauses and noun phrases which
occur before relative clause in a clause pattern.
Lemma 31 NCL_REL, := <NP.,, PR_REL, V,NP,, CL>
Proof NCL_REL, := < NP, PR_REL,V,NP,>  from Definition 78
CL_REL can be added information by CL_SUB

. NCL_REL, := <NP,., PR_REL, V, NP,, CL>
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Definition 94 Let NCL_REL,,» be a set of relative clauses and noun phrases which
occur before the relative clause with two consecutive serial verbs in a clause
pattern.

Theorem 44 NCL_REL,, := <NP., PR_REL, SV, NP,, CL_SUB>

Relations of NCL_REL ,» are composed of SUBJECT_REL,, OBJECT,
and COMPLETE,

SUBJECT_REL, : NP, sV ; NP, occur before the relative clause
with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL

OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
sentence and OBJECT, C OBJECT

COMPLETE, : SV, —> CL_SUB ; CL_SUB occur after SV in a

sequence of the relative clause and COMPLETE, C COMPLETE

Proof NCL_REL, = <NPg.,PR_REL, V, NP,, CL> from Lemma 31
SsvCV from Lemma 1
CL_SuB CCL from Definition 24

Therefore NCL_REL,,» C NCL_REL{

. NCL_RELy, := <NP.,, PR_REL, SV, NP,, CL_SUB>

SUBJECT_REL : NP, >V from Definition 79

.. SUBJECT_REL, : NP, 2> sV ; NP, occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL

OBJECT :V =2 NP from Definition 9

.. OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
relative clause and OBJECT, C OBJECT

COMPLETE : V = CL_SUB from Definition 29

CL_SUB can occur to complete information in a relative clause.

.. COMPLETE, : SV, —> CL_SUB ; CL_SUB occur after SV in a
sequence of the relative clause and COMPLETE, C COMPLETE

Definition 95 Let NCL_REL,, be a set of relative clauses and noun phrases which

occur before the relative clause with two consecutive serial verbs in a clause

pattern.
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Theorem 45 NCL_REL,, := <NP., PR_REL, SV, NP,, CL_REL>
Relations of NCL_REL > are composed of SUBJECT_REL,, OBJECT,
and MODIFYN,
SUBJECT_REL, : NP, > sV ; NP .., occur before the relative clause
with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL

OBJECT, : SV 2> NP, ; NP, occur after SV in a sequence of the

2

relative clause and OBJECT, C OBJECT
MODIFYN, : NP, —> CL_REL ; CL_REL occur after NP, in a sequence

of the relative clause and MODIFYN, C MODIFYN

Proof NCL_REL, = <NP.., PR_REL, V, NP,, CL>from Lemma 31
SsvCV from Lemma 1
CL_REL C CL from Lemma 6

Therefore NCL_RELg,» C NCL_REL,

. NCL_RELg, := < NP, PR_REL, SV, NP,, CL_REL>

SUBJECT_REL : NP, >V from Definition 79

.. SUBJECT_REL, : NP, 2 sV ; NP, occur before the relative
clause with two consecutive serial verbs and SUBJECT_REL, C SUBJECT_REL

OBJECT : V=2 NP from Definition 9

.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
relative clause and OBJECT, C OBJECT

MODIFYN : NP = CL_REL from Definition 32

CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP, —> CL_REL ; CL_REL occur after NP, in a
sequence of the relative clause and MODIFYN, C MODIFYN
Definition 96 Let CL_SUB,, CL_SUB, be a set of subordinate clauses in different
clause patterns.
CL_SUB, := <C_SUB, V, NP> ; CL_.SUB, C CL_SUB

CL_SUB, = <C_SUB, V> ; CL_.SUB, C CL_SUB
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Definition 97 Let CL_SUB," be a set of subordinate clauses with two consecutive
serial verbs in a clause pattern.
Theorem 46 CL_SUB, := <C_SUB, SV,NP,> ;CL_SUB,, C CL_SUB
Relations of CL_SUB, are composed of OBJECT,
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
subordinate clause and OBJECT, C OBJECT
Proof CL_SUB, = <C_SUB, V, NP,> from Definition 96
SsvVCvV from Lemma 1
Therefore CL_SuB,» C CL_SUB,
.. CL_SUB, := <C_SUB, SV, NP,>; CL_SUB,» C CL_SUB
OBJECT :V = NP from Definition 9
.. OBJECT, : SV > NP, ; NP, occur after SV in occur after SVin a
sequence of the subordinate clause and OBJECT, C OBJECT
Definition 98 Let CL_SUB, be a set of subordinate clauses in a clause pattern.
Lemma 32 CL_SUB, := <C_SUB, V, ADJUNCT> ; CL_.SUB, C CL_SUB
Proof CL_SUB, := <C_SUB, V> from Definition 96
V can be added information by ADJUNCT from Definition 5
Therefore CL_SUB, C CL_SUB
.. CL_SUB, := <C_SUB, V, ADJUNCT>; CL_SUB, C CL_SUB
Definition 99 Let CL_SUB,,» be a set of subordinate clauses with two consecutive
serial verbs in a clause pattern.
Theorem 47 CL_SUB,, := <C_SUB, SV,PP> ;CL_SUB, C CL_SUB
Relations of CL_SUB, ,» are composed of MODIFYV ,
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

subordinate clause and MODIFYV, C MODIFYV

Proof CL_SUB, := <C_SUB, V, ADJUNCT> from Lemma 32
SsvCV from Lemma 1
PP C ADJUNCT from Definition 6

Therefore CL_SuB,, C CL_SUB,
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CL_SUB,, := <C_SUB, SV, PP>  ;CL_SUB,, C CL_SUB
MODIFYV : V = ADJUNCT from Definition 13
PP can occur to add information to verb in a subordinate clause.
. MODIFYV, : SV —> PP ; PP occur after SVin a sequence of the
subordinate clause and MODIFYV, C MODIFYV

Definition 100 Let CL_SUB,, be a set of subordinate clauses with two consecutive

serial verbs in a clause pattern.
Theorem 48 CL_SUB,, := <C_SUB, SV, ADVP, PP> ; CL_.SUB,,» C CL_SUB

Relations of NCL_REL, ,» are composed of MODIFYV, and MODIFYV,
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

subordinate clause and MODIFYV, C MODIFYV

MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

subordinate clause and MODIFYV, C MODIFYV

Proof CL_SUB, := <C_SUB, V, ADJUNCT> from Lemma 33
svCVv from Lemma 1
ADVP C ADJUNCT from Definition 15
PP C ADJUNCT from Definition 6

Therefore CL_SUB,, C CL_SUB,

.. CL_SUB,, = <C_SUB, SV, ADVP, PP> ; CL_SUB,» C CL_SUB
MODIFYV : V = ADJUNCT from Definition 13

ADVP can occur to add information to verb in a subordinate clause.

PP can occur to add information to verb in a subordinate clause.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the subordinate clause and MODIFYV, C MODIFYV
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
subordinate clause and MODIFYV, C MODIFYV
Definition 101 Let CL_SUB, be a set of subordinate clauses in a clause pattern.
Lemma 33 CL_SUB, := <C_SUB, V, NP,, ADJUNCT> ; CL_SUB, C CL_SUB
Proof CL_SUB, = <C_SUB, V, NP,> from Definition 96

V can be added information by ADJUNCT from Definition 5
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Therefore CL_SuB, C CL_SUB
.. CL_SUB, := <C_SUB, V, NP,, ADJUNCT>; CL_SUB, C CL_SUB

Definition 102 Let CL_SUB,’ be a set of subordinate clauses with two consecutive

serial verbs in a clause pattern.
Theorem 49 CL_SUB, := <C_SUB, SV, NP,, ADVP> ; CL_SUB, C CL_SUB
Relations of CL_SUB," are composed of OBJECT, and MODIFYV,
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the
subordinate clause and OBJECT, C OBJECT
MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

subordinate clause and MODIFYV, C MODIFYV

Proof CL_SuUB, = <C_SUB, V, NP,, ADJUNCT> from Lemma 33
SsvCV from Lemma 1
ADVP C ADJUNCT from Definition 15

Therefore CL_SUB, C CL_SUB,
.. CL_SUB, = <C_SUB, SV, NP,, ADVP> ; CL_SUB, C CL_SUB
OBJECT : V= NP from Definition 9
.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
subordinate clause and OBJECT, C OBJECT
MODIFYV : V = ADJUNCT from Definition 13
ADVP can occur to add information to verb in a subordinate clause.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of
the subordinate clause and MODIFYV, C MODIFYV
Definition 103 Let CL_SUB, be a set of subordinate clauses in a clause pattern.
Lemma 34  CL_SUB, := <C_SUB, V,NP,, CL> ;CL_SUB, C CL_SUB
Proof CL_SUB, = <C_SUB, V, NP,> from Definition 96
NP, can be added information by CL_REL
Therefore CL_SuUB, C CL_SUB

.. CL_SUB, := <C_SUB,V,NP,, CL> , CL_SUB, C CL_SUB
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Definition 104 Let CL_SUB. be a set of subordinate clauses with two consecutive

serial verbs in a clause pattern.
Theorem 50 CL_SUB, := <C_SUB, SV, NP,, CL_REL>; CL_SUB,» C CL_SUB
Relations of CL_SUB,' are composed of OBJECT, and MODIFYN,,
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

subordinate clause and OBJECT, C OBJECT
MODIFYN, : NP, —> CL_REL ; CL_REL occur after NP, in a sequence

of the subordinate clause and MODIFYN, C MODIFYN

Proof CL_SUB, = <C_SUB, V, NP,, CL> from Lemma 34
SsvVCV from Lemma 1
CL_REL C CL from Lemma 6

Therefore CL_SUB, C CL_SUB,
.. CL_SUB, = <C_SUB, SV, NP, CL_REL> ; CL_SUB, C CL_SUB
OBJECT : V= NP from Definition 9
.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
subordinate clause and OBJECT, C OBJECT
MODIFYN : NP = CL_REL from Definition 32
CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP, —> CL_REL ; CL_REL occur after NP, in a
sequence of the subordinate clause and MODIFYN, C MODIFYN
Definition 105 Let CL_SUB, be a set of subordinate clauses in a clause pattern.
Lemma 35  CL_SUB, := <C_SUB, V, ADJUNCT, CL> ; CL_SUB, C CL_SUB
Proof CL_SUB, = <C_SUB, V, ADJUNCT> from Lemma 32
ADJUNCT can be PP added information by CL_REL
Therefore CL_SUB, C CL_SUB
.. CL_SUB, := <C_SUB, V, ADJUNCT, CL> ; CL_SUB, C CL_SUB
Definition 106 Let CL_SUB, be a set of subordinate clauses with two consecutive
serial verbs in a clause pattern.

Theorem 51 CL_SUBy := <C_SUB, SV, PP, CL_REL> ; CL_.SUBy C CL_SUB
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Relations of S are composed of MODIFYV, and MODIFYN,

MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

subordinate clause and MODIFYV, C MODIFYV

MODIFYN, : NP, ., —> CL_REL ; CL_REL occur after PP in a sequence

of the subordinate clause and MODIFYN, C MODIFYN

Proof CL_SUB, := <C_SUB, V, ADJUNCT, CL> from Lemma 35
svCV from Lemma 1
PP C ADJUNCT from Definition 6
CL_REL C CL from Lemma 6

Therefore CL_SUBy C CL_SUB,
.. CL_SUB, := <C_SUB, SV, PP, CL_REL> ; CL_SUBy C CL_SUB
MODIFYV : V = ADJUNCT from Definition 13
PP can occur to add information to verb in a subordinate clause.
. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the
subordinate clause and MODIFYV, C MODIFYV
MODIFYN : NP = CL_REL from Definition 32
PP=P®N and NP =N ®(P®N’) from Definition 6
PP canbe P ® NP when NP = N’
CL_REL can occur to add information to a noun phrase in a prepositional
phrase.
. MODIFYN, : NP, . —> CL_REL ; CL_REL occur after PP in a
sequence of the subordinate clause and MODIFYN, C MODIFYN
Definition 107 Let CL_N,, CL_N, be a set of noun clauses in different clause patterns.
CL_N, := <NP,V, NP,> ; CLLN, C CL_N
CL.N, = <NP,V> ;CL_.N, C CL_N
Definition 108 Let CL_N,s be a set of noun clauses with two consecutive serial verps in
a clause pattern.
Theorem 52 CL_N, := <NP,SV,NP,> ;CL_N;, C CL.N

Relations of CL_N,» are composed of SUBJECT, and OBJECT,
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SUBJECT, : NP - SV ; NP occur before SV in a sequence of the noun

clause and SUBJECT, C SUBJECT
OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the noun

clause and OBJECT, C OBJECT
Proof CL_N, = <NP,V, NP> from Definition 107
SsvCvV from Lemma 1
Therefore CL_N,, C CL_N,
.. CL_N,» := <NP, SV, NP> ; CLLN,» C CL_N
SUBJECT: NP > V from Definition 9
.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the

noun clause and SUBJECT, C SUBJECT
OBJECT :V =2 NP from Definition 9

.. OBJECT, : SV 2> NP, ; NP, occur after SV in occur after SV in a

2
sequence of the subordinate clause and OBJECT, C OBJECT
Definition 109 Let CL_N, be a set of noun clauses in a clause pattern.
Lemma 36 CL_N, = <NP,V, ADJUNCT> ; CLLN, C CL_N
Proof CL_N, := <NP, V> from Definition 107
V can be added information by ADJUNCT from Definition 5
Therefore CL_N, C CL-N
.. CL_N, := <NP,V, ADJUNCT> ; CL_Ny C CL_N
Definition 110 Let CL_N, be a set of noun clauses with two consecutive serial verbs
in a clause pattern.
Theorem 53 CL_N, = <NP, SV, PP> ; CL_LN,, C CL_N
Relations of CL_N," are composed of SUBJECT, and MODIFYV ,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the noun
clause and SUBJECT, C SUBJECT
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the noun
clause and MODIFYV, C MODIFYV
Proof CL_N, := <NP, V, ADJUNCT> from Lemma 36
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svCV from Lemma 1
PP C ADJUNCT from Definition 6
Therefore CL_N, C CL_N,

.. CL_N, := <NP, SV, PP>; CL_.N,y C CL_N
SUBJECT:NP =2 V from Definition 9

.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the

noun clause and SUBJECT, C SUBJECT

MODIFYV : V = ADJUNCT from Definition 13

PP can occur to add information to verb in a subordinate clause.

. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

noun clause and MODIFYV, C MODIFYV

Definition 111 Let CL_N, be a set of noun clauses in a clause pattern.

Lemma 37

Proof

CL_N, := <NP,V, NP,, ADJUNCT>; CL_N, C CL_N

CL_N, = <NP,V, NP,> from Definition 107
V can be added information by ADJUNCT from Definition 5
Therefore CL_N, C CL_N

. CL_N, := <NP,V, NP,, ADJUNCT> ;CL_N, C CL_N

Definition 112 Let CL_N, be a set of noun clauses with two consecutive serial verbs

in a clause pattern.

Theorem 54 CL_N, = <NP, SV, NP,, ADVP> ; CLLN, C CL_N

Relations of CL_N,r are composed of SUBJECT,, OBJECT, and

MODIFYV,

SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the noun

clause and SUBJECT, C SUBJECT

OBJECT, : SV > NP, ; NP, occur after SV in a sequence of the

sentence and OBJECT, C OBJECT

MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of the

noun clause and MODIFYV, C MODIFYV

Proof

CL_N, := <NP,V, NP,, ADJUNCT> from Lemma 37
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SsVCV from Lemma 1

ADVP C ADJUNCT from Definition 15

Therefore CL_N, C CL_N,

.. CLLN, = <NP, SV, NP,, ADVP>; CL_.N,, C CL_N

SUBJECT : NP > V from Definition 9

.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the
noun clause and SUBJECT, C SUBJECT

OBJECT : V= NP from Definition 9

.. OBJECT, : SV - NP, ; NP, occur after SV in a sequence of the
noun clause and OBJECT, C OBJECT

MODIFYV : V 9 ADJUNCT from Definition 13

ADVP can occur to add information to verb in a sentence.
. MODIFYV, : SV —> ADVP ; ADVP occur after SV in a sequence of

the noun clause and MODIFYV, C MODIFYV

Definition 113 Let CL_N. be a set of noun clauses in a clause pattern.

Lemma 38 CL_N,; := <NP, V, ADJUNCT, CL_REL> ; CLLN, C CL_N

Proof

CL_N, := <NP, V, ADJUNCT> from Lemma 36
ADJUNCT can be PP added information by CL_REL
Therefore CL_N, C CLN

.. CL_N, := <NP,V, ADJUNCT, CL_REL>; CL_N, C CL_N

Definition 114 Let CL_N. be a set of noun clauses with two consecutive serial verbs

in a clause pattern.

Theorem 55 CL_N., = <NP, SV, PP, CL_REL> ;CL_N, C CL_N

Relations of CL_N, are composed of SUBJECT,, MODIFYV, and

MODIFYN,
SUBJECT, : NP —> SV ; NP occur before SV in a sequence of the noun

clause and SUBJECT, C SUBJECT
MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the noun

clause and MODIFYV, C MODIFYV
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MODIFYN, : NP, o —> CL_REL ; CL_REL occur after PP in a sequence

of the noun clause and MODIFYN, C MODIFYN

Proof

CL_N, := <NP,V, NP,, CL_REL> from Lemma 38
SsVvCV from Lemma 1
Therefore CL_Ny C CL_N,

.. CL_Ny := <NP, SV, NP,, CL_REL> ; CLLN,, C CL_N
SUBJECT: NP =2 V from Definition 9

.. SUBJECT, : NP —> SV; NP occur before SV in a sequence of the

sentence and SUBJECT, C SUBJECT

noun cl

phrase.

sequen

MODIFYV : V = ADJUNCT from Definition 13
. MODIFYV, : SV —> PP ; PP occur after SV in a sequence of the

ause and MODIFYV, C MODIFYV
MODIFYN : NP 9 CL_REL from Definition 32

PP =P®N and NP =N ®((P®N") from Definition 6
PP canbe P® NP when NP = N’

CL_REL can occur to add information to a noun phrase in a prepositional

CL_REL can occur to add information to a noun phrase.
. MODIFYN, : NP, ., —> CL_REL ; CL_REL occur after PP in a

ce of the noun clause and MODIFYN, C MODIFYN

Theorem 56 AUXP can occur before SV in all clause patterns with two consecutive

serial verbs.
Proof svCvV from Lemma 1
AUXP occur before V in a clause from Definition 76

AUXP can occur before SV in all clause patterns with two

consecutive serial verbs.
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MEANING OF SEMANTIC BINDING PATTERNS

D.1 Meaning of Semantic Binding Patterns.

Subject: IP
Vet 3V
Chject NP

Subject: HP
Vet 5V
Ilodifys2: ADVE

Subject: MP

Vet 5V

Chject NP
Wlodifisd: KDV E

Agent: subject
dction 5V
Fatient: ohject

Agent: subject{FER)
dction 5V
Fatient: ohject

dgent subject
detion 5V
Fatient: ahject
Instroreent subject

Lgent subject
Letior SV
Nlanrer: modifisd

Lgent subject
Letiow SV

Cooperating or Sepatating mod ifys2

Lgent subject
Letior SV
Time or Frecuency modifind

Lgent subject
&etior SV
Chuantitsy rnodifiyn2

Lgent subject
Letion 5V
Patient: object
hanner modifirs2

Lzent subject

Lition 5V

Patient: ahiject

Coopetating orSeparating modifyed

Lzent subject

Letion 5V

Patient: ohject

Tirne orFreguency: modifind

Lzent subject
Lefion 5V

Patient: ahject
Cantity roodifm

Subject HF
Vet 5V
Mlodify1: PF

Subject: MP

Verh: 5V
Wlodifssd : PP
Wodifind: ADYE

Lgent subject
Letion SV
Location raodifysl

Lgent subject
Letion SV
Coordination rmodifi]

Logent subject
Letion SV
Purpose: mwodifird

Lgent subject
Letion 5V
Dleans: modifinel

Lgent subject
Lection 5V
Sonrce or Destination modifirel

Lgent subject

Aection 5V

Locatior modifysel

Tirne or Frequency, modifind

Agent subject

Action SV
Coodination rmodifid
Manrer modifipd

Agent subject
detion SV
Parpoge: modifisl

Agent subject

Aetion SV

Mleans: modifiel

Tire or Frequency modifind

Lgent subject

dction SV

Sorce or Destination: modifipd
Tire or Frequency, modifind

Figure D.1: Meaning of semantic binding patterns.



Subject: NP

Verh: 3W
Modifyns: ADVE
Modifyd : FP

& gent subject Subject HP
Achon 5V Veth: 5V
Manner: modifind Cihject: HP
Location modifyr]l

Modifi-rl: FP
A zent subject
Aotion 5V
Manner modifind

Source or D estination modifinel

A gent subject

Aotion 3V

Cooperating or 5 eparating: modifyvi
Location modifiyvl

A zent subject
Aotiom BV

Coopertng or b eparating: modify
Source or Destination modifyrel

A zent subject

Aeotion 5V

Time or Frequency: modifrv
Purpose: modifirel

A zent subject

Aoetiom 3V

Time or Frequency: modifyr2
Coorinaton mod ifi-l

A zent subject
Action 3V

Quantity modify?
Location modifiyvl

A zent subject

Aeoton 5V

Quantity modifyd

Source or Destination modifyrel

Modifired: ADYE

A zent: mbject

A& et 5V

Patient chject

M anner modifire2
Location modifyrl

A zent: mbject

A ction 5V

Patient chject

M anner modifie2

Source orDestination modifirel

& zent: mbject

Action 5V

Patient chject

Cooperating or b eparating modifird
Location modifyrl

& gent: mbject

& otiom 5V

Patient ohject

Cooperaing or S eparating modifired
Sonree orDestnation modifirel

A zent: mbject

A etiom 5V

Patient ohject

Time or Frequency: modifyndid
Purpose: modifivl

A zent: mbject

A etiom 5V

Patient object

Time or Frequency: modifyndid
Coor mation modifirvl

A zent: mbject

A& ctiomn 5V

Patient object
Ciantity: modifyrvd
Location modifyrl

A zent: mbject

A& ctiom 5V

Patient object

Ciantity: modifyrvd

Source orD estination modifirel

Figure D.1: Meaning of semantic binding patterns (cont.).
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Subject: P

Vet 3¥

Chiject NP
Ilodifyal: LDVE

Subject HP

Verk: 5V

Chject HP
Wobdifysd: ADVE
b difyel : PP

Agent subject
dction 3V
lanmer: rmodifis
Instmment :subject

Agent subject
Action 3V

Subject WP

Werh: 3V

Chject MNP
Modifyid: LDVE

Cooperating or Separating modifiys

Instmment :subject

Agent subject
Action 3V
Fatient object

Tirne or Fregueney: modifisd

Instmment :subject

Agent subject
etion SV

Fatient object
Cluantity modifi
Instmment :subject

Agent subject
betion 5V

Fatient object
Instmment :subject
hlanmer: modifis
Locatiow rmodifsyl

Agent subject
dction 5V

Fatient object
Instmment :subject

Subject WP

Vet 5¥

Chject NP
Wodifyid: ADVE
Ilodifyd: PP

Cooperating or Separating modifis

Locatior raodifyd

Agent subject
dction 5V

Fatient object
Instmment :subject

Cooperating or Separating modifis
Sonmwe or Destination modifyed

Lgent subject
etion 5V

Patient object
Instment :subject
Cuantitsy modifimd
Locatior modifyrd
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Lgent subject( person)
Letion SV
hlanner modifys2

Lgent subject( person)
Letion 5V

Fatient: abject

Tirne orFreguency: modifyr2

Lgent subject( person)
Letion SV

Fatient: abject
Chantity rodifisd

Lgent subject( person)
Lotion 5V

Fatient: abject
hlanner modifyma
Location raodifyd

Lzent subject( person)

Letion SV

Fatient: abject

Ilanner modifysd

Souwrce or Destivation modifirl

Lzent mibject( person)
Letion 5V

Fatient: abject

Tirne orFreguenc v modified
Purpose: modifyel

Lzent mibject( person)
Letion SV

Fatient: abject
Cuantity rodifisd
Laocatior raodifysd

Figure D.1: Meaning of semantic binding patterns (cont.).



Subject NP &gent subject( person) Subject: NP

Veth: 5V detion SV Vet SV

Iibdifysd - FP Locatior modified
&gent mbiject( person) S s>
Aetion 5V B
Coorination oo difysl Wb difyd : FE
Agent mibiject(peraon)
Boton 5V .
Wans rwodifyvl Subject: HE

Vet : 5V

Lgent subject{person) Wbdify2: ADVE
Aeotion SV
Soume or Destinatiomn raodifisd

Subject NP &gent subject( person)

Veth: 5V detion SV

Wibdifysil: ATVE  Dianmer modified
Lgent mubiject(peraon)
Aetion SV
Cooperating or Separting modifine

Subject NP &gent subject( person)

Veth: 5V detion SV

Ivbdifysil: FP Locatior modified

Wbdifyed : ATVE  Tire or Frequency modifir2
Lgent mibiject(peraon) Subect: HP
Aeotion SV Ted: SV
Wleans roodifyl _ Midify2: ADVE
Tire or Frequenc v modifind Wbdifyvl : FP

Subject NP Lgent: subject person)

Veth: 5V Setion SV

Completel : Subordinating Clanse
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Lgent -
Letion 5V

Patient subject

bzent -

Lction SV

Patient subject

Source or Destina tion raodified

Lgent: -

Letion 5V
Patient subject
Llanner. raodifir2

Lzent: -

Letion 5Y

Patient subject

Cooperating or Separting: modifid

Lgent: -

Letion 5V

Patient subject

Tirne or Freguency: modifisd

Lgent: -

Letion 5V

Patient subject
Cantity rodifsnd

Lgent -

Letion 5V

Patient subject
Cuantity mo difysd
Location raodifyd

Figure D.1: Meaning of semantic binding patterns (cont.).
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APPENDIX E
TWO CONSECUTIVE THAI SERIAL VERBS

E.1 Two Consecutive Thai Serial Verbs
Some two consecutive Thai SVCs,which its first element is the top ten most

found serial verbs in the ORCHID corpus, are shown in Table E.1.

Table E.1: Two consecutive Thai serial verbs in the ORCHID corpus.

1%verb | 2" verb 1%tverb | 2" verb 1%'verb | 2" verb
1 e ONLUY 39 | 4 AN 77 | vnwinii | (fewsie
2 eif AR 40 | 14 Ancia 78 | v | 8
3 |l A 41 |4 Uszanana 79 | vhwiit | Uszanana
4 |4 a5un 42 | 4 funNen 80 | vhwinii | waa
5 |4 qOU 43 | 4 FUUFUY 81 | vhwiiil | neavvin
6 |4 AT 44 | 4 "5195U 82 | vhwiihl | Waisan
7 |4 AMUAN 45 | 14 RRCEIN 83 | vl | Usew
8 |l fiufin 46 | 4 waniauu 84 | vnwihit | 3a
9 |4 UM 47 | 4 M 85 | yhwiiil | usena
10 | 4 50 48 | i wapu 86 | vhwinil | used
11 | a 49 | 4 U3 87 | vhwiinhil | unu
12 | 14 WA b 50 |4 Usuifiuna 88 | vl | Janed
13 | 14 Qi 51 | 1 1360 89 | vhwihit | &uanzid
14 | 4 ANW 52 | 1 \ian 90 | vhwihit | 9
15 | 4 /4 53 | 14 ) 91 | vhwihd | udilw
16 | 14 SUg4 54 |4 NALNU 92 | vl | an
17 | 14 R 55 | 4 Mrua 93 | vl | AuwW
18 | 14 RPN 56 | vhwiinil | Ysemuau 94 | vnwihit | Gass
19 | 14 R 57 | vnwihit | flneusn 95 | yhwiihil | 1feulog
20 | 1 fMviue 58 | vhwiinii | 1Au 96 | vhwiihil | &wu
21 |4 lau 59 | viwiiil | 1fen 97 | vnwil | Saned
22 | i Foms 60 | vhwiit | m 98 | deam3 | 1384
23 | i VAL 61 | vhwihit | Gaso 99 | desm3 | Wiu
24 | 14 CRPELCT 62 | vhwihil | ams 100 | ¢ioems | M
25 | 14 Fams 63 | vhwiini | s 101 | dloams | unidn
26 | 4 avda 64 | v | 1anu 102 | deams | dumn
27 | i U 65 | vhwihil | uiaq 103 | doems | @
28 | i NAsaU 66 | vhwinhit | uen 104 | doems | Y3uueia
29 | i ez 67 | vhwihdl | s 105 | diosms | 9@
30 | 1 q54 68 | vhwihdl | USu 106 | doam3 | muan
31 |4 LN 69 | v | uda 107 | deams | Wenun
32 | i S 70 | vhwihil | ewen 108 | dioems | udila
33 | i uan 71 | v | 5u 109 | dioem3 | 1
34 |4 W 72 | vnwinii | @ameu 110 | dloams | Auw
35 | 4 Uan 73 | vnwiiii | Genw 111 | dosms | 851
36 | 4 8 74 | v | o 112 | doams | ane
37 |l Sip 75 | vinwiit | s 113 | dloams | &9
38 | i 2 76 | vnwinhil | i§en 114 | dloem3 | in
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Table E.1: Two consecutive Thai serial verbs in the ORCHID corpus (cont.).

1%verb | 2" verb 1%'verb | 2" verb 1%'verb | 2" verb
115 | diodms | t@deu 155 | naaoq T 195 | wenenw | vl
116 | diosms | Mau 156 | naaaq fada 196 | weonew | Aada
117 | dony k! 157 | naaas U 197 | wenenu GRRLG
118 | doems | \ia 158 | naaaq fado 198 | wenew | i l¥iiAa
119 | oM | Giadia 159 | naaa4 waniauu 199 | wenenw | 18e
120 | ¢i99n3 1Ay 160 | nanas tau 200 | wenenu DALY
121 | o Uanun 161 | naaas 130N 201 | wenow 0
122 | dony FUNU 162 | naaa if 202 | wonpu w3pufisy
123 | 943 1Ng 163 | 1d aIuaN 203 | PILRD
124 | dosms | wanidou 164 | 1d U 204 | . e
125 | ¢ia9ns Fnin 165 | 1J 1Ay 205 | s 0]
126 | dioany NITAU 166 | 1J ®9799U 206 | 3" gt
127 | doams | viin 167 | 1u ADUAUDY 207 | s b
128 | 2w 2DNLLUL 168 | 14 FUMU 208 | 11 AUUAUL
129 | 2w af 169 | 1J UNan 209 | a1 bl
130 | 2w RUURUU 170 | 1J N 210 | 30 YENE
131 | 2w AT 171 | 1d il 211 | an 5y
132 | 2w qoU 172 | 1y Ry 212 | VAU
133 | 10w Usznifia 173 | 1d A5INDU 213 | n Tl
134 | 10w SRl 174 | 1d fnua 214 | 0 Wi
135 | 2w LEEN 175 | 1d FUUAUU 215 | Uz
136 | 1w il 176 | eniiiums | 8514 216 | 1" U
137 | 1w (SIN[S IR 177 | efiuns | Welun 217 | a0 N
138 | 1w GRAN 178 | eiiuns | ALl 218 | an e
139 | 11w ez 179 | éiiuns | iienlus 219 | ifen 120
140 | 2w MUUA 180 | entiiuns | 3@ 220 | \Ron GEAN
141 | 1w witlaym 181 | duiiuns | Jamn 221 | \8@n Ly
142 | 1w 1Jaznm 182 | eniiuna | aauRUD 222 | \§9n AN
143 | 1 WeNUN 183 | eiiums | na 223 | 1§9n LA
144 | a7 e 184 | eiiuns | a6 224 | \§9an Q
145 | % fada 185 | @iiuns | Iada 225 | idan Qi
146 | 1w uilag 186 | duiiums | Gac 226 | 1Ron U
147 | 12w WANAL 187 | enwiiuna | Uszune 227 | \&9an &4
148 | 1w AUMm 188 | Wi AMUUA 228 | \dan IR
149 | a7 e 189 | wenenw fAnn 229 | 1§9an U
150 | nanas GEAN 190 | wenenu e 230 | 18N Weln
151 | naaad 194 191 | weneu AU
152 | nanad ¥ 192 | wenenu m
153 | nanas TIufin 193 | wenenu ¥
154 | nanay BRI 194 | wenenu WelL




E.2 Semantic Interpretations

The semantic interpretation of some two consecutive SVCs which its first element is the top ten most found serial verbs in the

ORCHID corpus are shown in Table E.1, including types of these two consecutive SVCs from related research.

Table E.2: The first verb in SVCs and semantic interpretations.

No. | First Verbs Semantic Interpretation | (Thepkanjana,1986) (Sudmuk, 2005)

1 4/chail Purpose Purpose simultaneous serial verbs | Use-SVCs, Purposive

2 |dag/chui/ Complement Complements of modality verbs Open class SVCs, Simultaneous
3 ANLHWN13/dam-noen-kan/ Complement Complements of modality verbs Open class SVCs, Simultaneous
4 ﬁ@ﬁﬂﬂﬁ?/tong—kan/ Complement Complement of modality verbs Open class SVCs, Simultaneous
5 NAand/thot-long/ Complement Complement of modality verbs Open class SVCs, Simultaneous
6 ﬁ’mﬁ’]ﬁ/tham—na—thi/ Complement Complements of modality verbs Open class SVCs, Simultaneous
7 1‘1J/pai/ Purpose Purpose simultaneous serial verbs | Motion SVCs, Purposive

8 | wanad/pha-ya-yam/ Complement Complement of modality verb Open class SVCs, Simultaneous
9 1 /ma/ Purpose Purpose simultaneous serial verbs s | Motion SVCs, Purposive

10 | @en/leuak/ Purpose Purpose simultaneous serial verbs | Open class SVCs, Purposive

6G1
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E.3 Tag definitions in Thai consecutive SVCs lexicon

Table E.3: Tag definitions in Thai consecutive SVCs lexicon

Tag Definition
<item></item> No. of words
<wd></wd> Word
<syn></syn> Syntactic pattern
<cat></cat> Word’s category
<scat></scat> Particle word’s category
<vp></vp> Syntactic verb pattern
<sem></sem> Semantic pattern

<intpt></intpt>

Semantic Interpretation

<rel></rel> Relation pattern

<agt></agt> Agent of action

<pat></pat> Patient of action

<ins></ins> Instrument of action
<manner></manner> | Adverb of manner

<coop></coop> Adverb of cooperating or separating

<time></time>

Adverb of time or frequency

<deg></deg>

Adverb of degree

<loc></loc>

Preposition for location

<coor></coor> Preposition for coordination
<pur></pur> Preposition for purpose
<mean></mean> Preposition for mean
<sorc></sorc> Preposition for source or destination
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