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การพิมพส์ามมิติเป็นตวัเลือกหน่ึงท่ีมีการใชอ้ย่างแพร่หลายส าหรับการผลิตผลิตภณัฑ์

ตามความตอ้งการเชิงรูปทรงของผูบ้ริโภค โดยทัว่ไปต าแหน่งของการพิมพส์ามมิตินิยามอา้งอิง
กับระบบพิกัดของเคร่ืองพิมพ์สามมิติ  ดังนั้ นการพิมพ์สามมิติจึงไม่สามารถประยุกต์ใช้ได้
โดยสะดวกในบางกรณีซ่ึงผลิตภัณฑ์ตอ้งผลิต  ณ ต าแหน่งท่ีอ้างอิงกับวตัถุกายภาพ  เช่น การ
ก่อสร้างสถาปัตยกรรม  การซ่อมแซมพื้นผิว และการตกแต่งอาหาร  เป็นต้น  การวิจัยน้ีมี
จุดประสงค์เพื่อบูรณาการการพิมพ์สามมิติเขา้กบัแมชชีนวิชั่นท าให้การพิมพ์สามมิติสามารถ
ประยุกต์ใช้ได้โดยสะดวกในกรณีดังกล่าว โดยระบบพิมพส์ามมิติแบบบูรณาการแมชชีนวิชั่น
ประกอบดว้ย เคร่ืองพิมพส์ามมิติ กลอ้งเวบ็แคม และเคร่ืองคอมพิวเตอร์ ในการวิจยัน้ีกลอ้งเว็บ
แคมถูกติดตั้ งเข้ากับหัวพิมพ์ของเคร่ืองพิมพ์สามมิติและโปรแกรมคอมพิวเตอร์ท่ีจ าเป็นถูก
พฒันาขึ้น จากนั้นทดลองพิมพส์ามมิติบนวตัถุกายภาพเพื่อประเมิณความสามารถของระบบพิมพ์
สามมิติแบบบูรณาการแมชชีนวิชั่น เน่ืองด้วยการพิมพ์สามมิติประสบความส าเร็จด้วยดี  ณ 
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ABSTRACT (ENGLISH) # # 6070421721 : MAJOR MECHANICAL ENGINEERING 

KEYWORD: DIGITAL FABRICATION, 3D PRINTING, MACHINE VISION 
 Chaiwuth Sithiwichankit : Machine vision integrated three-dimensional printing 

system. Advisor: Assoc. Prof. RATCHATIN CHANCHAROEN, Ph.D. 
  

Three-dimensional printing has been a widespread solution of fabricating geometrical 
customized products. Any 3D printed product is normally fabricated at a position defined with 
respect to the coordinate system of the corresponding 3D printer. So, the 3D printing cannot be 
conveniently implemented in some fabricating applications in which fabricating positions are 
commonly constrained to some physical references, e.g., architecture construction, surface 
restoration, food decoration, etc. This research aimed to integrate the 3D printing with machine 
vision, which is vastly used for guiding robotic systems to operate at desirable positions 
constrained to physical objects. Hence, the 3D printing can be conveniently and affordably 
implemented at any position constrained to any physical reference. The proposed machine 
vision integrated 3D printing system comprises a 3D printer, which is originally constructed in 
this research, a commercial web camera, and a commercial computer. The web camera was 
equipped to the printhead of the 3D printer, and necessary computer programs were developed. 
Then, evaluating products were fabricated on evaluating physical reference, in order to evaluate 
the machine vision integrated 3D printing system. From the successfully fabricated results of 
the evaluating products, the machine vision integrated 3D printing system gives promise 
of conveniently, affordably, and accurately, implementing the 3D printing in the mentioned 
applications. 
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CHAPTER 1 
INTRODUCTION 

This chapter introduces the motivation, objective, scope, and approach, of this research. 
In addition, the outline of this thesis is also informed in this chapter. Accordingly, these topics are 
separately mentioned in five parts of this chapter. 

1.1 Motivation 
Since customers accepted paying reasonably higher cost for products achieving their 

particular requirements, product variety has been a critical issue of business. Because the growth 
of the product variety raises both opportunity and risk, product customization became a key to 
success in business competition [1, 2]. Due to the capability of fabricating products of various 
geometries using any same facility, three-dimensional (3D) printing has been a widespread 
solution of fabricating geometrically customized products. Furthermore, the 3D printing also 
enable many fabricating applications, unworthy to be automated with any inflexible automation 
system, to be automated at affordable cost [3, 4]. 

In some fabricating applications, any fabricated product is difficult to be manipulated, 
while geometrical product customization is preferable, e.g., architecture construction, structure 
restoration, food decoration, etc. In these applications, any product must be fabricated at the 
corresponding functional position, which is normally constrained to a physical reference [5]. For 
any 3D printed product, the fabricated position is generally specified with respect to the 
coordinate system of the corresponding 3D printer [6]. So, the position of any physical reference 
in these applications must be determined with respect to the coordinate system any 3D printer, in 
order to enable the 3D printing in these applications. While regular 3D printers cannot observe 
any physical object, effortful measurement is necessary for determining the position, with respect 
to the coordinate system of any 3D printer, of any physical reference. Therefore, the 3D printing 
could not be conveniently implemented in these applications [7]. 

Recently, few published researches mentioned the idea of integrating a guiding system of 
laser scanning to a 3D printer, as a solution of conveniently implementing the 3D printing for 
fabricating any product at any desirable position constrained to any physical reference [5, 8]. The 
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laser scanning is complicated in implementation, and commonly requires instruments of costly 
and unwieldy [9]. In order to popularize the 3D printing in the mentioned applications, any 
guiding system integrated to any 3D printer should be affordable, compact, and simple in 
implementation. These characteristics match to most of guiding systems of machine vision. For 
decades, the machine vision has been used for guiding many robotic system to desirable operating 
positions [10, 11]. Therefore, integrating a guiding system of the machine vision to a 3D printer is 
an attractive solution of conveniently and affordably implementing the 3D printing for fabricating 
any product at any position constrained to any physical reference. 

1.2 Objective 
The objective of this research is proposing machine vision integrated 3D printing system, 

in which the machine vision is integrated to the 3D printing. Consequently, the 3D printing can be 
conveniently and affordably implemented for fabricating any product at any position constrained 
to any physical reference. 

1.3 Scope 
The scope of this research covers designing and constructing a 3D printer, capable of 

achieving the research objective, integrating a machine vision system to the designed and 
constructed 3D printer, and evaluating the machine vision integrated 3D printing system, on 
fabricating any product at any position constrained to any physical reference. 

1.4 Approach 
In order to achieve the research objective, the 3D printer, the cartesian motion of which is 

specifically provided to the printhead, was firstly designed and constructed. Then, the machine 
vision system was integrated to the 3D printer, by equipping a web camera to the floating end of 
the 3D printer, and developing necessary computer programs. Finally, evaluated products were 
fabricated at positions constrained to evaluated physical references using the machine vision 
integrated 3D printing system. 
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1.5 Outline 
Excluding the introduction, this thesis was organized into four chapters. The result of 

reviewing on the 3D printing and the machine vision is addressed in Chapter 2. Next, the design 
of the machine vision integrated 3D printing system is expressed in Chapter 3. Later, the process 
and result of evaluating the machine vision integrated 3D printing system, on fabricating any 
product at any position constrained to any physical reference, is mentioned in Chapter 4. Finally, 
this research is concluded in Chapter 5. 
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CHAPTER 2 
LITERATURE REVIEW 

This chapter expresses the result of reviewing on the 3D printing and the machine vision. 
Therefore, this chapter comprises two main parts, including the 3D printing and the machine 
vision. The background of the 3D printing, and fabricating any product at any position 
constrained to any physical reference, are included in the earlier part. In the later part, the 
background of the machine vision, guiding robotic systems to desirable operating positions, 
image projection of any digital image, and estimating the position of any physical point via any 
two-view image pair, are involved. 

2.1 Three-dimensional printing 

2.1.1 Background 
The 3D printing is commonly referred to digital fabrication using additive manufacturing 

operation [4, 12]. Specifically, the digital fabrication is the process of fabricating any physical 
product from the corresponding digital information model using fully automated manufacturing, 
while any manufacturing system of the digital fabrication must be capable of fabricating various 
product types without any modification on the manufacturing system [13]. In addition, the 
additive manufacturing operation is the processing operation of shaping any product by adding 
and solidifying material without any mold [14, 15]. As a flexible manufacturing process, the 3D 
printing consumes consistent unit cost of production [16]. Thus, the 3D printing is widely used 
for fabricating geometrically customized products. Moreover, the 3D printing also enable many 
fabricating applications, products of which are required in small quantity, and unworthy to be 
fabricated by any inflexible automation system, to be automated at affordable cost [3, 4]. The 
main strength of the 3D printing is giving consistent unit cost of production due to product 
quantity. The unit cost of production due to product quantity of the 3D printing is compared with 
the unit cost of production due to product quantity of typical molding in Figure 1. Meanwhile, the 
prevalence of the 3D printing can be perceived with the sold quantity of 3D printing systems 
during 1988 to 2006 reported by Wohlers Associates, Inc., as demonstrated in Figure 2. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 5 

 
Figure 1 The unit cost of production due to product quantity of the 3D printing and the 
typical molding. 

 
Figure 2 Sold quantity of 3D printing systems reported by Wohlers Associates, Inc. [3]. 
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In order to fabricate any product using the 3D printing, many printing techniques are 
available for various printing materials and conditions, e.g., fused deposition material (FDM), 
liquid deposition material (LDM), laminate object manufacturing (LOM), stereolithography 
(SLA), selective laser sintering (SLS), etc. [15, 17]. Consequently, the 3D printing can be 
operated at dissimilar conditions with various materials, using different printing techniques. 
Furthermore, most of printing techniques are layer-by-layer techniques, in which any product is 
divided into layers, and all layers are created with the same process for any particular printing 
technique [15]. The mentioned printing techniques are briefly described in Table 1. 

Table 1 Basic characteristics of widespread techniques of the 3D printing. 

Technique Available material Process of each layer 

FDM Polymer filament 

Fusing a material filament with heat, 
extruding the fused material through a 
small hollow at desirable positions, and 
cooling the extruded material for the 
solidification 

LDM Liquid of polymer and ceramic 
Extruding material liquid through a 
small hollow at desirable positions, and 
solidifying the extruded material with 
various kinds of mechanism 

LOM Sheet of polymer and metal 
Cutting a material sheet into a desirable 
shape, and joining the cut material with 
various kinds of mechanism 

SLA Polymer liquid 
Pouring material liquid into a container, 
and exposing the curable frequency 
laser onto the poured material at 
desirable positions for solidification 

SLS Powder of polymer and metal 
Feeding material powder into a 
container, and exposing the absorbable 
frequency laser of on to the fed material 
at desirable positions for heat joining  
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In order to fabricate any product using the 3D printing, the starting step is designing and 
creating the corresponding digital information model of the product. Next, the printing 
configuration of the product is customized, and related constraints of the corresponding 3D 
printer are identified. Then, the printing description of the product is generated. Later, the 
generated printing description is transferred to the controller of the corresponding 3D printer. 
Finally, the corresponding 3D printer fabricates the product until the fabrication is finished [6]. 
The process flow of fabricating any product using the 3D printing is illustrated in Figure 3. 

 

Figure 3 The process flow of fabricating any product using the 3D printing. 

2.1.2 Fabricating any product at any position constrained to any physical reference 
In some fabricating applications, manipulation on any fabricated product consumes 

massive effort and endurance. So, any product in these must be fabricated at the corresponding 
functional position, which is commonly constrained to a physical reference. Moreover, any 
product in these applications is also normally fabricated at small quantity. Hence, the geometrical 
product customization is preferable in these applications. Examples of these applications are 
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architecture construction, structure restoration, food decoration, etc. Recently, the 3D printing 
became an interesting solution of the geometrical product customization in these applications [5]. 
Generally, the fabricated position of any 3D printed product is specified with respect to the 
coordinate system of the corresponding 3D printer [6]. In order to fabricate any product in these 
applications at any position using the 3D printing, the position of any physical reference in these 
applications must be determined with respect to the coordinate system of any 3D printer. 
Therefore, the fabricated position of any product in these applications can be determined with 
respect to the coordinate system of the corresponding 3D printer. However, regular 3D printers 
are uncapable of observing any physical object, while hardworking measurement is necessary for 
determining the position, with respect to the coordinate system of any 3D printer, of any physical 
object. Consequently, the 3D printing was unable to be conveniently implemented in these 
applications [7]. An example of implementing the 3D printing for fabricating a position 
constrained a physical reference is demonstrated in Figure 4. 

 
(a) The referencing base 

 
(b) The printing result 

Figure 4 An example of implementing the 3D printing for fabricating a product at a position 
constrained to a physical reference [7]. 
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Over last few years, the idea of integrating the laser scanning to the 3D printing for 
fabricating any product at any desirable position constrained to any physical reference using the 
3D printing appeared in few published researches. [5, 8]. However, most of laser scanners are 
normally expensive and unwieldy, while the laser scanning is sophisticated in implementation [9]. 
Contrastively, any guiding system integrated to any 3D printer should be affordable, compact, and 
effortless in implementation, in order to make the 3D printing widespread in the mentioned 
applications. These characteristics match to most of guiding systems of machine vision since 
guiding systems of the machine vision are commonly inexpensive and compact, and the machine 
vision can be easily and flexibly implemented [10]. Furthermore, guiding the systems of assembly 
and welding to accurately operate at desirable positions using the machine vision, was previously 
introduced in published researches [9, 18]. Consequently, integrating a machine vision system to 
a 3D printer is an interesting solution of conveniently affordably implementing the 3D printing 
for fabricating any product at any desirable position constrained to any physical reference. 

2.2 Machine Vision 

2.2.1 Background 
The machine vision is vastly referred to the process of giving physical perception to any 

automation system via some digital images. In addition, digital images employed in the machine 
vision can be captured using various camera types. Basically, the physical perception provided by 
the machine vision is applicable for three main functions, including classifying, locating, and 
inspecting, physical objects [10]. These three main functions of applicable of the machine vision 
cover several tasks, in many applications of various industries, so the machine vision has been 
widely applied in numerous applications, e.g., robotic-system guidance, vehicle-driving 
assistance, human-activity recognition, etc. [18-20]. An example of classifying agricultural 
products using the machine vision is demonstrated in Figure 5.  

In order to observe any physical object using the machine vision, the beginning step is 
acquiring some digital images of the observing physical object. Later, the acquired digital images 
are processed into any preferable format. Then, image regions containing the observing physical 
object are segmented from the processed images. Next, informative features of the observing 
physical object are extracted from the segmented image regions. Finally, the extracted 
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informative features are interpreted, for achieving the observing purpose [21]. The process flow 
of observing any physical object using the machine vision, is illustrated in Figure 6. 

 
Figure 5 An example of classifying agricultural products using the machine vision [22]. 

 
Figure 6 The process flow of observing any physical object using the machine vision. 

2.2.2 Guiding robotic systems to desirable operating positions 
According to continuous and impactful development of robotics, many manufacturing 

operations are presently expected to be accurately completed at desirable positions using robotic 
systems, e.g., assembly, welding, etc. In order to accurately achieve these manufacturing 
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operations at desirable positions using robotic systems, the robotic systems must be positionally 
guided [9, 18]. Since the machine vision is capable of three-dimensionally locates various 
physical objects, manufacturing operations can be accurately completed at desirable positions 
using robotic systems guided by the machine vision [10]. Compared with competitive guiding 
processes, e.g., laser scanning, magnetic resonating, ultrasound echoing, etc., the machine vision 
is simpler in implementation. In addition, necessary instruments for the machine vision are 
relatively low-cost and compact [9, 23, 24]. The machine vision consequently has been a widely 
used solution of guiding robotic systems to desirable operating positions for decades [10, 11]. 

2.2.3 Image projection of any digital image 
Basically, image projection is referred to the process of acquiring image by projecting 

light onto some corresponding sensing elements. The most usual geometrical model used for 
describing the image projection is called central projection. Let  C  be the cartesian coordinate 
system of any camera, Î  be the image plane of the camera,  I  be the image coordinate system of 
the camera, f  be the focal length of the camera, and Px  be the center of Î . In the central 
projection, the light from any point source X  is projected through Î  to the origin of  C , which 
is usually called center of projection. The point at which the light projected from X  pass through 
Î  is the corresponding image point x of X . Ideally, Px , usually called principal point, is at the 
distance of f  from the origin of  C  along the Z-axis of  C . Meanwhile,  I  is parallel to the 
XY-plane of  C  [25]. The central projection of any single image is illustrated in Figure 7. 

 
Figure 7 The central projection of any single image. 
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In expression, X  is characterized by the corresponding position, with respect to  C , as 
 

T
1X Y Z=X , while x  is characterized by the corresponding position, with respect to  I , 

as  
T

1x y=x . Furthermore, Px  is expressed with the corresponding position, with respect to 
 I , as T

P p p 1x y =  x . Mathematically, the correlation between X  and x  is able to be 
written as follows, 

 
p

p

0

0 0 .

0 0 1 0

f s x

w f y

 
 

= =  
 
 

x KX X  (1) 

The matrix K , usually called camera matrix, is consistent for any camera, and s  is known as 
skew factor. Furthermore, w  is an arbitrary scale factor. Normally,  I  is defined in pixel unit, 
instead of any physical unit. Let u  be the corresponding position in the pixel unit of x . 
Meanwhile, u  is expressed with the corresponding position, with respect to  I , as 

 
T

1u v=u . The mathematical correlation between u  and x  can be written as follows, 

 
0 0

0 0 .

0 0 1

u

v

d

d

 
 

=
 
  

u x  (2) 

The variables of ud  and vd , which respectively represent the ratios of u  to x  , and v  to y , are 
also invariant for any camera [25].  

Practically, the image projection may be distorted by camera lenses. The distortion 
caused by of camera lenses is commonly called lens distortion. The lens distortion can be 
categorized into two types, including radial distortion and tangential distortion. Let ( )

radial
x x  and 

( )
tangential

x x  be respective the radial distortion and the tangential distortion at x . Meanwhile, 

( )
radial

x x  is expressed as ( ) ( ) ( )
T

radial radial radial
0x y  =   x x x x , and ( )

tangential
x x is expressed 

as ( ) ( ) ( )
T

tangential tangential tangential
0x y  =  

 
x x x x . Mathematically, ( )

radial
x x  and ( )

tangential
x x  

can be sequentially resolved as follows, 

 ( ) 2

radial
1

1

0

n
i

i

i

x

k r y
=

 
   

 = +   
    

x x  (3) 

, and 

 ( )
( )( ) ( )

( ) ( )( )

22
P P P

tangential 22
P P P

2 2 0
.

2 2 0
0

x

y

p
x x y y r x x

p
r y y x x y y

  − − + −    =
  + − − −    

x x  (4) 
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The variable r  is defined as ( ) ( )
2 2

P Pr x x y y= − + − . Meanwhile, ik  is the radial-distortion 
coefficient of thi  order, and n  is the largest estimation order of the radial distortion. Furthermore, 

xp  and yp  are the tangential-distortion coefficients. In order resolve (3) and (4), nonlinear 
optimization is necessary. After ( )

radial
x x  and ( )

tangential
x x  are determined, the lens distortion at 

x  can be corrected as follows, 
 ( ) ( )Corrected radial tangential

= +  + x x x x x x  (5) 
, where Correctedx  represents the corrected point of x  [26]. 

2.2.4 Estimating the position of any physical point via any two-view image pair 
In the image projection, any 3D point X  is transformed into the corresponding two-

dimensional (2D) point x . Therefore, X  is obviously unable to be determined from any single 
image. In order to uniquely determine X , multiple-view images of X  are required. Minimally, X  
can be uniquely determined from any two-view image pair of X  [27]. The central projection of 
any two-view image pair is illustrated in Figure 8. 

 
Figure 8 The central projection of any two-view image pair. 

Let T

1i i i iX Y Z =  X  be the position, with respect to  Ci , of X , 1i i ix y =  x  
be the position, with respect to  Ii , of x , and iw  be any arbitrary scale factor of i

x . In order to 
uniquely determine 1

X  or 2
X  from any two-view image pair of X , 1

x  and 2
x  must be 

accurately extracted from the two-view images [28]. If the two-view images are acquired with the 
same camera, 1 1 1w =x K X  and 2 2 2 1

1w =x K H X  can be obtained by extending (1), where the 
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matrix 2
1H  is the homogeneous transformation matrix from  1C  to  2C . Thus, these obtained 

equations can be transformed as follows, 
 1 1 1w− =K X x 0  (6) 
, and 
 2 1 2 2

1 .w− =K H X x 0  (7) 
By combining (6) and (7), six independent scalar equations are acquired. Clearly, 1

X , 1w , and 
2w , which totally consist of five scalar variables, are resolvable from the acquired scalar 
equations. The acquired scalar equations can be transformed into a matrix equation as follows, 

 

1 1

p
1 1

p

1
1

2 2
11 21 P 31 12 22 P 32 13 23 P 33 14 24 P 34

2 221 P 31 22 P 32 23 P 33 24 P 34

231 32 33 34

0

0 0

0 0 1 0

w xf s x

w yf y

w

fh sh x h fh sh x h fh sh x h fh sh x h w x

fh y h fh y h fh y h fh y h w y
h h h h

w

 
 

 
 

 
 

 
 

 = 
 + + + + + + + + 
 

 + + + +  
 

 
     

X  (8) 

, where abh  is the element of row a  and column b  of 2
1H . Geometrically, 1Z  is greater than f . 

Consequently, 1
X  can be uniquely resolved as the linear solution of (8) [27].  
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CHAPTER 3 
SYSTEM DESIGN  

The design of the machine vision integrated 3D printing system is expressed in this 
chapter. In composition, the design was classified into three main parts, including the 3D printing, 
the machine vision, and the system integration. In the first part, acceptable printing organizations 
of applicable printing techniques, and the hardware and software of the 3D printing, are involved. 
Meanwhile, the second part includes printer-camera calibration, and the hardware and software of 
the machine vision. Lastly, the third part mentions new expression of Gcode motion commands, 
and the hardware and software of the system integration. 

3.1 Three-dimensional printing 

3.1.1 Acceptable printing organizations of applicable printing techniques 
In this research, the 3D printing is originally expected to be implemented for fabricating 

any product at the corresponding functional position, which is vastly constrained to a physical 
reference. The corresponding functional position of any physical reference may be laid on any 
sensitive platform, which is able to be easily destructed by some handling. Therefore, any 
handling on printing platform fundamentally must be unnecessary for the 3D printing in this 
research. Among many available printing techniques, some printing techniques fabricate any 
product in some printing material containers, e.g., SLA, SLS, etc. Somehow, printing material 
containers, as the printing platform, need to be handled in these printing techniques. Hence, these 
printing techniques is inapplicable in this research. Alternatively, some other printing techniques 
are capable of fabricating any product without any handling on the printing platform, e.g., FDM, 
LDM, LOM, etc. Additionally, only some printing organizations of these printing techniques, 
which are able to three-dimensionally deliver printing material without any handling on the 
printing platform, are acceptable in this research. The acceptable printing organization of the 
LDM printing is illustrated in Figure 9. 
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Figure 9 The acceptable printing organization of the LDM printing. 

3.1.2 Hardware 
Excluding a computer, the hardware of the 3D printing, is entirely included in the 3D 

printer originally designed and constructed in this research. Basically, the 3D printer is an LDM 
printer, the 3D motion of which is provided at the printhead of the 3D printer. Meanwhile, the 
printing platform is not included in the 3D printer. In addition, the hardware of the 3D printer 
comprises three components, including a printing material extruder, a three-axis manipulator, and 
a 3D-printer controller. The designed and constructed 3D printer is demonstrated in Figure 10. 

The printing material extruder can be classified as a ram extruder [29], while the role of 
the printing material extruder is delivering the printing material. So, the printing material can be 
extruded and retracted at preferable amount. For handling the printing material, a 10-ml plastic 
medical syringe [30] is instantaneously used. If any equipped syringe is run out of the printing 
material, the syringe is disposed and replaced, by another fully filled syringe. In order to actuate 
and transmit extrusion and retraction of the printing material, a stepper motor [31] and a ball-
screw drive [32] are respectively used. The barrel and the plunger of the equipped syringe are 
respectively mounted to the fixed side and the floating side of the ball-screw drive. In order to 
vary venting diameter of the printing material, plastic dispenser needles of various sizes are used. 
The printing material extruder of the designed and constructed 3D printer is shown in Figure 11. 
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Figure 10 The designed and constructed 3D printer. 

 
Figure 11 The printing material extruder of the designed and constructed 3D printer. 

The three-axes manipulator can be classified as a three-axes cartesian manipulator [33], 

while the responsibility of the three-axis manipulator is three-dimensionally moving the printing 

material extruder, which was mounted to the floating end of the three-axes manipulator. In order 
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to actuate the three-axis manipulator, a stepper motor and a ball-screw drive are employed in each 

axis, while the axes of any three-axis cartesian manipulator are usually called as X-axis, Y-axis, 

and Z-axis. In arrangement, the fixed side of the Y-axis ball-screw drive was mounted to an 

aluminium extrusion frame, the floating side of the Y-axis ball-screw drive was mounted to the 

fixed side of the X-axis ball-screw drive, and the floating side of the X-axis ball-screw drive was 

mounted to the floating side of the Z-axis ball-screw drive. For perceiving the absolute position of 

each stepper motor of the three-axis manipulator, two optical proximity sensors [31] were fixed to 

the X-axis ball-screw drive and the Y-axis ball-screw drive, and a magnetical proximity sensor 

[31] was fixed to the Z-axis ball-screw drive. 

The 3D-printer controller can be classified as a microcontroller board [31], specifically 

designed to be an FDM printer controller. Meanwhile, the charge of the 3D-printer controller is 

providing executional signals to the stepper motors of the printing material extruder and the three-

axis manipulator, and responding signals from the proximity sensors of the three-axis 

manipulator. Meanwhile, the 3D-printer controller is perfectly compatible with stepper motors 

and proximity sensors. In order to cooperate each stepper motor with the 3D-printer controller, a 

stepper motor driver [31] is employed. For power supply, an electrical AC to DC adapter is used. 

The electrical connection of the designed and constructed 3D printer is illustrated in Figure 12. 

 
Figure 12 The electrical connection of the designed and constructed 3D printer. 
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3.1.3 Software 
The software of the 3D printing comprises three computer programs, including a digital-

model generating program, a printing-description generating program, a printing-description 
transferring program, and an 3D-printer operating program. The 3D-printer operating program is 
run on the 3D-printer controller, while the other programs are processed on the computer. The 
collaboration of the software of the 3D printing is illustrated in Figure 13. 

 
Figure 13 The collaboration of the software of the 3D printing. 
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The digital-model generating program is primarily accountable of generating the 
corresponding digital model of any product. In this research, a commercial computer-aided design 
(CAD) program is used as the digital-model generating program. In the CAD program, the digital 
model of any product is manually designed, following the specification of the product, and then 
generated as a stereolithography (STL) model [34]. 

The printing-description generating program is mainly responsible of generating the 
printing description of any product, following the STL model of the product. In this research, an 
open-source program, specifically developed for generating printing descriptions following any 
STL model, is used as the printing-description generating program. Before the printing 
description of any product is generated, the printing configuration of the product must be 
specifically customized, and related constraints of the 3D printer must be accurately identified, in 
the printing-description generating program. Specifically, any printing description in this case is 
generated as a command list of Gcode [35]. Command types of Gcode frequently used in the 3D 
printing are briefly summarized in Table 2. 

The printing-description transferring program is principally accountable of transferring 
Gcode commands from the computer to the 3D-printer controller. In this research, the printing-
description transferring program was originally developed. Via serial communication [31], the 
printing-description transferring program sends Gcode commands to the 3D-printer operating 
program, synchronously with working of the 3D printer, and also receives and displays printing 
information returned from the 3D-printer operating program. 

The 3D-printer operating program is responsible of managing execution of the 3D-printer 
controller. In this research, an open-source program, particularly developed to be an FDM printer 
operating program, is used as the 3D-printer operating program. Since the 3D-printer controller 
and the 3D-printer operating program are perfectly compatible, the 3D-printer operating program 
was directly embedded into the 3D-printer controller, via the serial communication. After any 
Gcode command is acquired into the 3D-printer operating program, via the serial communication, 
the 3D-printer controller executes the corresponding execution of the Gcode command. 
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Table 2 Command types of Gcode frequently used in the 3D printing. 
Command 

type Example Description 

G1 G1 X100 Y150 Z10 E0.5 F3000 
Moving the corresponding 3D printer 
from the current position to the 
expressed target position at the specified 
speed, with linear trajectory planning 

G4 G4 P3000 
Pausing the operation of the 
corresponding 3D printer for the 
specified period of time 

G20 G20 Setting the positioning unit of the 
corresponding 3D printer to inch 

G21 G21 Setting the positioning unit of the 
corresponding 3D printer to millimeter 

G28 G28 X Y 
Moving the corresponding 3D printer 
from the current position to the position 
at which the proximity sensors operate 

G90 G90 
Setting the positioning definition of the 
manipulator axes of the corresponding 
3D printer to be absolute 

G91 G91 
Setting the positioning definition of the 
manipulator axes of the corresponding 
3D printer to be relative 

G92 G92 X0 Y0 Z0 E0 
Setting the current position of the 
corresponding 3D printer to be defined 
as the specified position 

M82 M82 
Setting the positioning definition of the 
extruder axis of the corresponding 3D 
printer to be absolute 

M83 M83 
Setting the positioning definition of the 
extruder axis of the corresponding 3D 
printer to be relative 

M84 M84 Disabling idle hold of all the stepper 
motors of the corresponding 3D printer 

M114 M114 Getting the current position of the 
corresponding 3D printer 
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3.2 Machine vision 

3.2.1 Printer-camera calibration 
Fundamentally, several constant parameters must to be calibrated in order to estimate the 

position of any physical object via any two-view image pair. By considering (8), K  in (1), ud  
and vd  in (2), ik  in (3), xp  and yp  in (4), and 2

1H  in (7), are the parameters necessary to be 
calibrated. In this research, K , ud , vd , and 2

1H , were determined following the algorithm 
proposed by Z. Zhang [36], while ik , xp , and yp , were resolved following the procedures 
presented by J. Heikkila and O. Silven [26]. 

In order to guide the 3D printer to any position constrained to any physical reference, the 
correlation between the web-camera coordinate system, denoted by  C , and the 3D-printer 
coordinate system, denoted by  P , also need to be calibrated. Thus, the homogeneous 
transformation matrix from  C  to  P , denoted with P

C H , was calibrated in this research. 
Because the web camera was equipped to the printhead of the 3D printer, P

C H  can be split as 
P P T
C T C=H H H , where P

T H  and T
C H  sequentially represent the homogeneous transformation matrix 

from the imaginary coordinate system attached at the printhead tip, denoted by  T , to  P , and 
the homogeneous transformation matrix from  C  to  T . The coordinate systems of the machine 
vision integrated 3D printing system are demonstrated in Figure 14. 

 
Figure 14 The coordinate systems of the machine vision integrated 3D printing system. 
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Let C
X  be the position, with respect to  C , of X , and P

X  be the position, with respect 
to  P , of X . The mathematical correlation between C

X  and P
X  can be written as follows, 

 T C T P
C P .− =H X H X 0  (9) 

Specifically,  T was defined with the same orientation as  P . Hence, T
P H  is pure translation, 

and can be acquired from the 3D-printer controller. For resolving T
C H , the nonlinear least-square 

optimization proposed by T. F. Coleman and Y. Li [37, 38] was applied on the left side of (9), 
while C

X  and P
X  in (9) were turned into the multiple-column matrices of calibration points. 

Additionally, T
C H  was predefined with Z-Y-X Euler angles [33] and a translation vector as 

follows, 

 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1 2 1 2 3 1 3 1 3 1 2 3

T 1 2 1 3 1 2 3 1 2 3 1 3
C

2 2 3 2 3

cθ cθ cθ sθ sθ sθ cθ sθ sθ cθ sθ cθ

sθ cθ cθ cθ sθ sθ sθ sθ sθ cθ cθ sθ
.

sθ cθ sθ cθ cθ

0 0 0 1

x

y

z

t

t

t

 − +
 

+ − =
 −
 
 

H  (10) 

3.2.2 Hardware 
The hardware of the machine vision consists of three parts, including the web camera, the 

3D printer, and the computer. In this research, the web camera is a commercial web camera, 

capable of capturing images at full high definition (FHD) [39] resolution. As shown in Figure 10, 

the web camera was equipped to the printhead of the 3D printer. The web camera is accountable 

of acquiring images of any physical reference, while the 3D printer is responsible of moving the 

web camera. In addition, the charge of the computer is processing and analysing on acquired 

images, and communicating with the 3D-printer controller. 

3.2.3 Software 
The software of the machine vision comprises three computer programs, including an 

image-acquisition program, a feature-extraction program, and a pose-estimation program. 
Instantaneously, these programs are sequentially run on the computer, for estimating the position, 
with respect to the 3D-printer coordinate system, of any physical reference. Additionally, these 
programs were developed in this research. The collaboration of the software of the machine 
vision is illustrated in Figure 15. 
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Figure 15 The collaboration of the software of the machine vision. 

The image-acquisition program is accountable of acquiring any two-view image pair of 
any physical reference. Before the image-acquisition program is started, the computer must be 
connected to the 3D printer and the web camera, and the position of capturing the primary image 
of any two-view image pair need to be specified. Initially, some Gcode commands are sent to the 
3D-printer operating program, in order to move the web camera to the specified position of 
capturing the primary image of the two-view image pair, after the image-acquisition program is 
begun. Then, the primary image of the two-view image pair is captured by the web camera, and 
acquired into the computer, via the serial communication. Next, some Gcode commands are sent 
to the 3D-printer operating program, in order to move the web camera to the position of capturing 
the secondary image of the two-view image pair. In addition, the position of capturing the 
secondary image of the two-view image pair must be predefined relative to the specified position 
of capturing the primary image of the two-view image pair. In this research, the relative position 
of where the secondary image of the two-view image pair is captured to where the primary image 
of the two-view image pair is captured was particularly predefined as 30 mm along the negative 
direction of the Y-axis of the 3D-printer coordinate system. Finally, the secondary image is 
captured by the web camera, and acquired into the computer, via the serial communication. 
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The feature-extraction program is responsible of extracting characteristic features of any 
physical reference, from any two-view image pair of the physical reference acquired using the 
image-acquisition program. In this research, the extractable features are only the corners of any 
rectangular-plate physical reference. Before the feature-extraction program is started, any point in 
the region of any considering physical reference must be marked in the primary image of any 
two-view image pair of the physical reference, and any 8-bit RGB color threshold need to be 
defined. Initially, color thresholding [40] is applied, with the defined 8-bit RGB color threshold, 
to the primary image of the two-view image pair, in order to segment the image region of the 
physical reference, after the feature-extraction program is begun. Thus, the resulting binary 
image, in which the foreground is white, and the background is black, is obtained. Next, the white 
region of the physical reference in the obtained binary image is programmatically recognized, 
using blob detection [41] together with the position of the marked point. Later, the corners of the 
physical-reference region are extracted from the obtained binary image, following the algorithm 
proposed by J. Shi and C. Tomasi [42], while the corresponding region of interest is given by the 
blob detection. In this step, Gaussian filtering [43] may be applied to the obtained binary image, 
in order to minimize error results of the corner extraction, before the corner extraction is 
commenced. If the corners of the physical reference are rounded, the corner extraction is likely to 
provide unfilterable error results, around each corner of the physical-reference region. Hence, all 
extracted results given by the corner extraction are categorized into four groups, using k-means 
clustering [44]. Accordingly, the average point of each clustered group is defined as a corner of 
the physical reference in the primary image of the two-view image pair. Finally, the corners of the 
physical reference in the secondary image of the two-view image pair are tracked, following 
Kanade–Lucas–Tomasi (KLT) algorithm [45, 46]. Specifically, the KLT algorithm is processed 
following pyramidal implementation [47] in this research. 

The pose-estimation program is in charge of estimating the position, with respect to the 
3D-printer coordinate system denoted by  P , of any physical reference, from the corners of the 
physical reference extracted using the feature-extraction program. In this research, only the 
position of any rectangular-plate physical reference is able to be estimated. Firstly, the effect of 
the lens distortion is corrected, following (3) to (5). Next, the position, with respect to the web-
camera coordinate system denoted by  C , of each extracted corner of the physical reference is 
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three-dimensionally estimated, following (8). Then, the estimated position, with respect to  C , 
of each extracted corner of the physical reference is transformed into with respect to  P , 
following (9). The average position of the extracted corners of the physical reference is 
considered as the origin position of the coordinate system of the physical reference, denoted by 
 R . Later, the Z-axis of  R is estimated with respect to  P , using the linear least-square 
optimization proposed by T. F. Coleman and Y. Li [48]. Let P

C1X , P
C2X , P

C3X , and P
C4X  be the 

transformed position, with respect to  P , of the extracted corners of the physical reference, 
which are descendingly sorted due to the first component of each extracted corner, P

RO  be the 
origin of  R , with respect to  P , and P

RẐ  be the unit vector of the Z-axis of  R , with respect 
to  P . The optimization function of P

RẐ  can be defined as follows, 

 ( )

( )

( )

( )

( )

T
P P

C1 R

T
P P

C2 R
P P

R RT
P P

C3 R

T
P P

C4 R

ˆ ˆ

 −
 
 

− 
=  
 −
 
 

−  

X O

X O
F Z Z

X O

X O

 (11) 

, while the fourth component of P
RẐ  empirically equals zero. If P

RO  and P
RẐ  are resolved, the 

XY-plane of  R is also determined. After that, P
C3X  and P

C4X  are rotated about P
RẐ  through 

180°. Next, the rotated points together with P
C1X  and P

C2X  are categorized into two groups, 
using the k-means clustering. Later, the points in each group are averaged, and the average point 
of each group is projected onto the XY-plane of  R . Then, two unit vectors with the directions 
from P

RO  to the projected points, and two unit vectors with the directions from the projected 
points to P

RO , are defined. Let P
1N̂ , P

2N̂ , P
3N̂ , and P

4N̂  be the defined unit vectors with 
respect to  P , which are descendingly sorted by the first component of each unit vector, P

RX̂  be 
the unit vector of the X-axis of  R , with respect to  P , and P

RŶ  be the unit vector of the Y-
axis of  R , with respect to  P . If the angle between P

1N̂  and P
2N̂  is less than or equal to 90°, 

P
RX̂  is resolved as follows, 

 ( )
1

P P P P P
R 1 2 1 2

ˆ ˆ ˆ ˆ ˆ .
−

= + +X N N N N  (12) 
Otherwise, the angle between P

1N̂  and P
2N̂  is greater than 90°, P

RX̂  is determined as follows, 
 ( )

1
P P P P P

R 1 3 1 3
ˆ ˆ ˆ ˆ ˆ .

−

= + +X N N N N  (13) 
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By rotating P
RX̂  about P

RẐ  through 90°, P
RŶ  is obtained. Finally, the position, with respect to 

 P , of the physical reference is determined with the homogeneous transformation matrix from 
 R to  P , denoted by P

R H , as follows, 
 P P P P P

R R R R R
ˆ ˆ ˆ . =

 
H X Y Z O  (14) 

3.3 System integration 

3.3.1 New expression of Gcode motion commands 
Normally, any Gcode motion command of the 3D printing expresses the corresponding 

motion with the target position, with respect to the coordinate system of any 3D printer denoted 
by  P , as demonstrated in Table 2. However, the 3D printing is expected to be performed at any 
position constrained to any physical reference in this research, while the position of the physical 
references is initially unrecognized. Hence, any Gcode motion command in this research must 
originally express the corresponding motion with the target position with respect to the coordinate 
system of any physical reference, denoted by  R , instead of with respect to  P . After the 
homogeneous transformation matrix from  R to  P , denoted by P

R H , is estimated using the 
machine vision, the target position of the Gcode motion command is able to be transformed into 
with respect to  P . Let R

X  be the target position, with respect to  R  of any Gcode motion 
command, and P

X  be the target position, with respect to  P  of the Gcode motion command. 
Mathematically, R

X  is transformed into R
X  as follows, 

 P P R
R .=X H X  (15) 

If the Gcode command list of any product is modified by transforming R
X  into P

X  following 
(15), any applicable 3D printer is capable of fabricating the product at a desirable position 
constrained to the physical reference, which is specified in the Gcode command list of the 
product, with the modified Gcode command list of the product. The process flow of fabricating 
any product at any position constrained to any physical reference using the machine vision 
integrated 3D printing system is briefly demonstrated in Figure 16. 
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Figure 16 The process flow of fabricating any product at any position constrained to any 
physical reference using the machine vision integrated 3D printing system. 

3.3.2 Hardware  
The hardware of the system integration consists of only the computer. On the computer, 

the Gcode motion command list of any product, generated by the printing-description generating 

program of the 3D printing, is modified. 

3.3.3 Software 
The software of the system integration comprises only a system-integration program, 

which is run on the computer, and was originally developed in this research. The main 
responsibility of the system integration program is modifying the Gcode command list of any 
product. So, the target position, with respect to the coordinate system of any physical reference 
denoted by  R , of any Gcode motion command in the Gcode command list of the product is 
transformed into with respect to the 3D-printer coordinate system, denoted by  P  with and the 
homogeneous transformation matrix from  R  to  P , denoted by P

R H . Before the system-
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integration program is started, the Gcode command list of any product must be generated 
following the new expression of Gcode motion commands, and P

R H  must be estimated. Firstly, 
the generated Gcode motion command list of the product and P

R H  are acquired into the system-
integration program. Then, the target position, with rest to  R , of any Gcode motion command 
in the generated Gcode command list of the product is transformed into with respect  P , 
following (15). The collaboration of the software of the system integration is shown in Figure 17. 

 
Figure 17 The collaboration of the software of the system integration.  
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CHAPTER 4 
EVALUATION 

This chapter mentions the process and result of evaluating the machine vision integrated 
3D printing system, on fabricating any product at any position constrained to any physical 
reference. There are two parts in this chapter. The earlier part involves proving printing capability 
of the machine vision integrated 3D printing system, while the later part includes determining 
printing inaccuracy of the machine vision integrated 3D printing system. Moreover, plastic 
dispenser needles of gauge 18, which have the venting diameter of 0.838 mm, had been equipped 
to the evaluating plastic syringes evaluation. Additionally, the necessary calibration mentioned in 
Chapter 3.2.1 was entirely processed, before the evaluation was begun. 

4.1 Printing capability 
For proving the printing capability of the machine vision integrated 3D printing system, 

an evaluating product was fabricated, with chocolate frosting, on a rectangular cracker, as an 
evaluating physical reference, using the machine vision integrated 3D printing system. The 
process of proving fabrication comprises four steps, including creating the STL model of the 
evaluating product, generating the Gcode command list of the evaluating product, estimating the 
position of the evaluating physical reference, and fabricating the evaluating product. 

4.1.1 Creating the STL model of the printing-capability evaluating product 
In the digital-model generating program, the evaluating product was manually designed, 

as a 3D smiley shown in Figure 18, then the STL model of the evaluating product was generated. 
The thickness and outer diameter of the evaluating product are respective 4 mm and 40 mm. 

 
Figure 18 The design of the printing-capability evaluating product. 
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4.1.2 Generating the Gcode command list of the printing-capability evaluating product 
Initially, the printing configuration of the evaluating product was defined in the printing-

description generating program, with the extruding factor of 1.2, the layer height of 0.8 mm, the 
extrusion width of 1 mm, the scanning speed of 5 mm/s, no infill, no horizontal shell, and a single 
vertical shell. After the STL model of the evaluating product was generated, the STL model was 
imported into the printing-description generating program. Next, the position, with respect to the 
coordinate system of the evaluating physical reference, of the evaluating product, was graphically 
specified, as demonstrated in Figure 19(a). Afterwards, the Gcode command list of the evaluating 
product was generated, from the printing-description generating program. Following the 
generated Gcode command list, the evaluating product is supposed to be fabricated as illustrated 
in Figure 19(b). In addition, the Z-axis of the coordinate system of the evaluating physical 
reference is denoted by the blue line in Figure 19. 

 
(a) The determined printing position 

 
(b) The expectation model 

Figure 19 The printing-capability evaluating product in the printing-description generating 
program. 
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4.1.3 Estimating the position of the printing-capability evaluating physical reference 
Initially, the evaluating physical reference was randomly positioned in the workspace of 

the 3D printer. Then, the image-acquisition program was processed. A two-view image pair of the 
evaluating physical reference was successfully acquired into the computer, as shown in Figure 20. 

 
(a) The primary image 

 
(b) The secondary image 

Figure 20 The acquired two-view image pair of the printing-capability evaluating physical 
reference. 

After the two-view image pair of the evaluating physical reference was acquired into the 
computer, the feature-extraction program was processed. For the color thresholding on the 
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primary image of the two-view image pair, the applied 8-bit RGB threshold has the crossing color 
value of 0 to 125 for blue, and 0 to 255 for red and green. In order to extract the corners of the 
evaluating physical reference in the primary image of the two-view image pair from the obtained 
binary image, the minimum corner quality was specified with the predefined threshold [42] of 0.5 
Meanwhile, the Gaussian filtering was done with the filter size [43] of 201 by 201 pixels, and the 
filter standard deviation [43] of 67. The corners of the evaluating physical reference in the 
primary image of the two-view image pair were successfully extracted, as demonstrated with the 
obtained binary image in Figure 21. For tracking the corners of the evaluating physical reference 
in the secondary image of the two-view image pair, the pyramidal implementation of the KLT 
algorithm was calculated with the deepest pyramid level [47] of 3, and the integration window 
size [47] of 101 by 101 pixels. Additionally, the forward-backward error [49] was limited at 0.5 
pixels. Meanwhile, the maximum iteration steps [47] was marked at 200 times. The corners of the 
evaluating physical reference in the secondary image of the two-view image pair were effectively 
tracked, as illustrated in Figure 22. 

After the corners of the evaluating physical reference were completely extracted from the 
acquired two-view image pair, the pose-estimation program was processed. The position, with 
respect to the 3D-printer coordinate system, of the evaluating physical reference was completely 
estimated, as illustrated by the coordinate system in Figure 23. 

 
Figure 21 The corners of the printing-capability evaluating physical reference extracted from 
the primary image of the acquired two-view image pair of the evaluating physical reference. 
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Figure 22 The corners of the printing-capability evaluating physical reference physical 
reference tracked in the secondary image of the acquired two-view image pair of the evaluating 
physical reference. 

 
Figure 23 The estimated coordinate system of the printing-capability evaluating physical 
reference. 

4.1.4 Fabricating the printing-capability evaluating product 
Initially, the system-integration program was processed. Hence, the generated Gcode 

command list of the evaluating product was modified. Later, the modified Gcode command list of 
the evaluating product was transferred into the 3D-printer controller, synchronously with working 
of the 3D printer, using the printing-description transferring program. Meanwhile, the 3D-printer 
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operating program was processed, in order to manage execution of the 3D-printer controller 
following transferred Gcode commands. Thus, the 3D printer accurately fabricated the evaluating 
product on the evaluating physical reference. Finally, the evaluating product was successfully 
fabricated on the evaluating physical reference, and the fabricated result of the evaluating product 
is demonstrated in Figure 24. 

 

(a) The comparable view 

 
(b) The top view 

Figure 24 The fabricated result of the printing-capability evaluating product. 

4.2 Printing inaccuracy 
In order to determine the printing inaccuracy of the machine vision integrated 3D 

printing system, evaluating products were fabricated, with silicone sealant, on rectangular acrylic 
plates, as evaluating physical references, using the machine vision integrated 3D printing system. 
The process of determining the printing inaccuracy of the machine vision integrated 3D printing 
system comprises two steps, including fabricating the evaluating products, and estimating the 
deviated positions of the evaluating products. In addition, the deviated positions of the evaluating 
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products, which were estimated in this research, are combinedly caused by the system parts of the 
3D printing and the machine vision of the machine vision integrated 3D printing system. 

4.2.1 Fabricating the printing-inaccuracy evaluating products 

Initially, all of the evaluating products were fabricated following the process mentioned 
in Chapter 4.1. Meanwhile, the evaluating products were redesigned, as thin square plates shown 
in Figure 25(a). Moreover, the printing configuration of the evaluating products was adjusted, 
with the extruding factor of 1, the layer height of 0.8 mm, the extrusion width of 1.5 mm, the 
scanning speed of 5mm/s, no infill, no horizontal shell, and a single vertical shell. Following the 
generated Gcode command list of the evaluating products, the evaluating products are single-line 
squares, as illustrated in Figure 25(b). Finally, the evaluating products were successfully 
fabricated on the evaluating physical references, and the fabricated results of the evaluating 
products are entirely demonstrated in Figure 26. 

 
(a) The determined printing position 

 
(b) The expectation model 

Figure 25 The printing-inaccuracy evaluating products in the printing-description generating 
program. 
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(a) First product (b) Second product (c) Third product 

   

(d) Fourth product (e) Fifth product (f) Sixth product 
Figure 26 The fabricated results of the printing-inaccuracy evaluating products. 

4.2.2 Estimating the deviated positions of the printing-inaccuracy evaluating products 

After all of the evaluating products were completely fabricated, the deviated positions of 
the evaluating products, with respect to the coordinate systems of the evaluating products, were 
estimated by comparing the position of each evaluating product with the position of the 
corresponding evaluating physical reference. The process of estimating the position of each 
evaluating product, and each physical system, is similar to the process mentioned in Chapter 
3.2.3, but any position was defined with respect to the web-camera coordinate system instead of 
the 3D-printer coordinate system. Particularly, the deviated position of each evaluating product is 
described with a set of Z-Y-X Euler angles, and a translation vector, in this research. Finally, the 
deviated positions of the evaluating products were successfully estimated, as shown in Table 3. 
The largest sizes of the individual estimated Z-Y-X Euler angles are respective 0.3236°, 0.9153°, 
and 2.7450°. Furthermore, the largest sizes of the individual components of the estimated 
translation vectors, in order of X-axis, Y-axis, and Z-axis, are respective 0.3419 mm, 0.3388 mm, 
and 0.5769 mm. 
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Table 3 The deviated positions of the printing-inaccuracy evaluating products. 

Product 
no. 

Z-Y-X Euler angles (°) Translation vector (mm) 

Z Y X X Y Z 

1 -0.0822 -0.9083 1.3467 0.0336 0.1908 0.0872 

2 -0.2844 -0.8301 -0.2310 0.2999 0.0436 -0.4932 

3 -0.2888 -0.2020 0.1812 0.1690 0.1170 -0.4975 

4 0.2918 -0.9153 2.7450 0.3419 0.3190 -0.3049 

5 0.3236 -0.7831 0.7241 0.1146 0.3388 -0.5769 

6 -0.0470 -0.6684 0.4170 0.1924 0.1674 -0.4442 
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CHAPTER 5 
CONCLUSION 

In this chapter, principal points of this research are wrapped up, and recommendation for 
related future works of this research is presented. Accordingly, these topics are separately 
expressed in two parts of this chapter. 

5.1 Research conclusion 
Normally, the 3D printing could not be conveniently and affordably implemented many 

fabricating applications, in which any product is expected to be fabricated at any position 
constrained to any physical reference. Hence, this research aimed to resolve this limitation by 
proposing the machine vision integrated 3D printing system, which physically comprises the 
designed and constructed 3D printer, the web camera, and the computer. Specifically, any 
printing description is a Gcode command list in this research. For integrating the machine vision 
to the 3D printing, the target position of any Gcode motion command is initially defined with 
respect to the coordinate system of any physical reference. After the position, with respect to the 
3D-printer coordinate system, of the physical reference is estimated using the machine vision, the 
target position of any Gcode motion command is transformed into with respect to the 3D-printer 
coordinate system. From the successfully fabricated results of the evaluating products, the 
machine vision integrated 3D printing system is empirically capable of fabricating any product at 
any desirable position constrained to any physical reference, with fair printing accuracy. In the 
process flow of fabricating the evaluating products, the position, with respect to the 3D-printer 
coordinate system, of each evaluating physical reference was conveniently estimated. Moreover, 
the machine vision integrated 3D printing system costs a budget of the same scale as the 3D 
printer. Consequently, the machine vision integrated 3D printing system gives promise of 
conveniently, affordably, and accurately, implementing the 3D printing in many fabricating 
applications, in which any products is expected to be geometrically customized, and fabricated at 
the corresponding functional position constrained to a physical reference. 
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5.2 Recommendation 
In this research, some limitations of using the machine vision integrated 3D printing 

system have not resolved yet. Firstly, the image capturing position of the primary image of any 
two-view image pair was manually specified in this research. In order to process the image-
acquisition program without manually specifying any image capturing position, panoramic image 
stitching [50] is interesting to be employed in the image-acquisition program. Furthermore, the 
feature-extraction program and the-pose estimation program were particularly developed for any 
physical reference of rectangular plate in this research. In order to fabricate products on physical 
references of various shapes using the machine vision integrated 3D printing system, 3D-shape 
recognition [51] is attractive to be used in the feature-extraction program. Accordingly, the 
position of any physical reference of any recognizable shape is able to be automatedly estimated, 
although the definition of the coordinate system of any shape of referencing objects is still 
necessary to be predefined in the pose-estimation program. 
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