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Chapter 1 

Introduction

1.1 Literatures Review

เท 1991, John Platt p roposed the resource-a llocating  ne tw ork (RAN), one kind of 
radial basis function  (RBF) neural netw ork [1], [2], fo r the prob lem  of function  

in terpolation, His netw ork has two layers consisting o f one h idden layer and one output 

layer. Each h idden neuron uses a G aussian d is tribu tion  func tion  as its ac tiva tion  
function . The tra in ing  season starts w ith a b lank node in the h idden layer. A t the 
beg inn ing , the firs t h idden neuron is p laced at the location  o f the firs t tra in ing  input. Platt 

used Least M ean Square (LMS) g rad ien t descent ru ie and Extended  Kaim an Filtering 

(EKF) param eters fo r variab le ad justing  w h ich are height, cen te rs  and w id ths  o f the 
nearest h idden nodes [3], [4],

เท 1999, Q. Zhu, Y. Cai and L. บน proposed a genera l s tra teg y  o f the learn ing  
p rocess by starting  w ith a near-m in im al netw ork and add ing  nodes until the ne tw ork has 
the desired size or is “good enoug h” fo r the task at hand. The g row th  process uses the 

local sta tistica l quantities to guide the insertion and deletion o f h idden nodes with 

m u ltivaria te  G aussian function [5].

The s ta tis tica l charapteristic  is not only useful fo r the learn ing , but a lso usefu l for 
the  pruning o f the redundant hidden node (for decreasing  the num b er o f h idden nodes). 
เท 1993, Russell Reed and his s tudent m em ber d iscussed  about the  pruning a lgorithm

[6],
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Various neural netw ork-pruning  techn iques have been d eve loped  in the aim  to 
find the neural netw orks o f su itab le sizes for a g ive certa in  p rob lem . The m ultitude of 
techn iques and the ongoing research can be exp la ined by the d ifficu lties to find a 
m in im al neural netw ork for a specific  application. The pruning can be perform ed on 

e ither the connections between neurons or the neuron itself. For the  connection  pruning, 
the m ost fam ous am ong these m ethods are the sm a llest w e ig h t rem oval, the sm allest 
variance, and the optim al brain dam age m ethod [1],

M ore recent approaches are also aim ed at the estim ation  o f the best m om ent for 
rem oving nodes and how m any nodes to be pruned, as w e ll as to op tim ize the 

perform ance o f the resulting network, as well as its size, and the tra in ing  tim e. Hence, a 
setting of any variab le  in the netw ork was found to be good fo r one data set m ight be 
unsuitab le fo r another. เท the sam e way, the tra in ing  p aram eters are sub ject to changes 

w hen they are app lied  to new neural netw ork arch itec tures. A  log ica l w ay to a adap t 
such a m ethod to new netw ork architecture is to perform  the experim ents w ith  the 

orig ina l neural ne tw ork arch itecture to find the su itab le p aram eter se ttings and to gain 
experience w ith  these m ethods.

S tatis tica l analysis o f Bootstrap M ethod for es tim ating  the sta tistica l 
characteris tics o f the tra in ing  data is a com puter-in tens ive  m ethod w id e ly  used in signal 

processing  ap p lica tions [8]. The idea of Bootstrap is to es tim a te  the variab ility  o f a 

sta tistica l variab le  across the sam ples by looking at each ob serva tion  o f the variab le  

across the genera ted  sam ples set [7], [9], This m ethod is su itab le  for achieving  

genera liza tion  o f a neural netw ork w hose the a ll-actua l tra in ing  data are not availab le. 

The genera liza tion  is a w ay of preparing netw ork fo r a new incom ing  data set, w h ich 
m ay occur w h ile  the tra ined netw ork is used. A  new incom ing data set is a set o f data 

vec to r tha t is in the sam e class as the tra in ing data c lass but they  w ill be experim ented  
la ter near the tra in ing  data in the future. Then, in som e part o f the genera liza tion , the 
sta tistica l m ethod is used to be a w ay  o f preparing netw ork fo r tha t data set by looking 
at the population characteris tic  o f the data [1], [10].
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1.2 Problem Identification

This thesis presents a m ethod fo r eva luating  a g enera liza tion  o f the c lassification 
prob lem  in a Radial Basis Function Neural N etw ork (RBF NN). เท the genera liza tion , the 
goal is to correctly  c lassify  all the incom ing untra ined  data vec to rs . On the trad itional 
RBF NN, an a lgorithm  perform ed a M ultivaria te  G aussian func tion  as the activation 
function o f the h idden nodes. The learning a lgorithm  needs the ca lcu la tion  o f the 
inversion o f the covariance m atrix เท every step o f the learn ing  [5]. Thus, the w ay to 
reduce th is cost is by the rep lacem ent o f a trad itiona l m u ltivaria te  G aussian function w ith 
a new e llip tic  radial basis function. The genera liza tion  o f th is new  kind o f RBF is also 
considered.

1.3 Objectives of The Research

The ob jectives are (1) to develop  a new e llip tic  radial bas is  function  to increase 

the learn ing genera liza tion  and (2) to app ly Bootstrap  M ethod to estim ate  the size o f the 
e llip tic  radial basis function  so tha t it can cover m ost o f the new  incom ing  data, w h ich do 
not exist in the tra in ing  and testing sets.

1.4 Scope of The Research
Th is research p resent an enhancing  RBF N eural N e tw ork เท the w ay o f fo llow ing 

cond itions.
(1) O n ly  c lassifica tion  prob lem  is considered .
(2) The data in each problem  are in a 2 -d im entiona l space.
(3) เท the tra in ing , w e ights are ad justed by the  g rad ien t d escen t a lgorithm .
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