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The future of wireless networks points towards an integration of multi-hop ad hoc

connections. The flexibility of the scheme enables a wide range of applications. The imple-

mentations, however, are still very limited, as many technical issues remain unsolved. There

have been many research works addressing those challenging issues of the wireless multi-

hop ad hoc networks, including mobility, connectivity, routing, scheduling, and media access

control. Nevertheless, the inherit problems of wireless networks is radio frequency resource

scarcity. One of the tools that could improve the resource usage is directional antenna. It

can lead to better resource-usage and capacity. The overall effects, however, have not been

entirely discovered.

The aim of this dissertation is to disclose the physical constraints that govern the capac-

ity of the multi-hop ad hoc communications equipped with directional antenna. The results

shed the light on the capacity maximization of multi-hop ad hoc access networks. The pro-

posed analytical framework integrates the ability to reduce spatial interference of directional

antenna. The novelty of the proposed formula is in the usage of the vector representations.

Enabled by the cone-plus-ball antenna model, the cumulative interference is found to be

conveniently expressed by the concept of equivalent interferers. For verification purpose,

the derived formula is also numerically compared to Monte Carlo simulations of realistic

antenna patterns, which shows good agreements. Based on the polar coordinate system,

the optimal conditions for each dimension are herein derived. The optimal condition for the

angle dimension is described as the minimum separable condition around a gateway. The op-

timal condition for the distance dimension is found as the optimal relay selection condition.

The results provide valuable insights to the protocol design.
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CHAPTER I

INTRODUCTION

There is no denying that the future of the Internet is pointing towards ubiquity. One of

the key components that drives that trend is wireless networks, including cellular networks,

Wi-Fi, or the upcoming WiMAX. Nevertheless, even with relative ease of deployment com-

pared to the wired networks, each base station, access point, or generically, gateway, still

needs a wire to connect to the Internet, and it is not cost-effective to provide such a connec-

tivity. Many research works have been trying to address the problem, and a widely-accepted

solution is involving multi-hop ad hoc networks where wired intermediate connections are

replaced by wireless multi-hop relaying [1]. This scheme has been recognized as an efficient

way to provide connections for networks of the future [2], including vehicular networks,

wireless mesh networks, and wireless sensor networks. However, one of the inherit problems

of wireless networks is radio frequency resource scarcity. Various techniques have been pro-

posed to improve the bits per second per hertz ratio, notably the MIMO technique [3]. Still,

the root of the problem is due to the poor frequency reuse caused by unnecessary interfer-

ence of omnidirectional antenna. Thanks to the advances in antenna technology and signal

processing, it is now possible to employ directional antenna that, potentially, can increase

frequency reuse, and, consequently, increase the overall capacity of networks [4].

This dissertation aims to address the capacity of wireless multi-hop ad hoc access net-

works with directional antenna from an analytical point of view. Although there have been

other works that describe the capacity of wireless networks, they are assuming uniformly-

distributed node-to-node traffic pattern, and pessimistic, i.e., random relay node location [5].

Their results then are usually given as a lower bound. Contrasting to them, this work as-

sumes that traffic patterns are in fact either from the Internet, or to the Internet, which can be

easily justified. Moreover, a criterion in choosing relay nodes that maximize the capacity is

proposed. Hence, the capacity is now bounded by the throughput at a gateway. The result is

insightful in protocol designing especially in the multi-hop scenarios.
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1.1 Literature Review

This dissertation focuses on three research areas, namely, capacity of wireless net-

works, wireless ad hoc access networks, and effects of directional antenna. This section

reviews the relevant research works.

1.1.1 Capacity of Wireless Networks

The capacity of wireless networks has been widely investigated since the seminal work

of P. Gupta and P. R. Kumar [5]. For general wireless networks with adjustable transmis-

sion range, the work describes the relationship between the number of nodes in an area

and the upper bound of transport capacity, in the unit of bit-meter per second. In particu-

lar, the relationship, using the Bachmann-Landau notation, is shown as the scaling laws [6]

where per-node throughput varies with the number of nodes in the network n and channel

capacity W . In the random node-placement scenario, the per-node throughput is Θ( W√
n logn

),

where Θ(.) is defined as the asymptotic bound of exact order [7]. In the best-case scenario,

the per-node throughput is Θ( W√
n
) and the resulting total capacity is Θ(W

√
n). Comparing

with a common wireless channel with the total capacity of Θ(W ), these results suggest that

spatial reuse can occur. One of the important notions from [6] is a concept of exclusion disk,

which is defined as an area of a circle with radius ∆
2

times the transmission range, centered at

each receiver. What that notion, concurrent transmissions are possible only when the respec-

tive exclusion disks are disjoint. This can be viewed as a receiver-based interference model.

Note that the concept of exclusion disks is not directly applicable for half duplex transmis-

sions protocols, such as IEEE 802.11. In half duplex communications, each receiving node

also acts as a transmitter node, and vice versa. The definition of receiver-based exclusion

zone then becomes invalid.

The groundbreaking work in [5] inspires many follow-up works. J. Li, C. Blake,

D. S. J. D. Couto, H. I. Lee, and R. Morris [8] considered the effect of different traffic

patterns on the scalability of per node capacity. They showed that the random traffic pattern

from [5] offers the pessimistic view, and introduced a power-law traffic pattern that is more

scalable. The result implies that, while multi-hop ad hoc networks provide better cover-

age, there should be a limit of the maximum number of hops that does not degrade the total
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network throughput.

K. Jain, J. Padhye, V. N. Padmanabhan, and L. Qiu [9] formulated a conflict graph

to represent link-pair interference and used it as a constraint for scheduling, which reflects

the throughput. They claimed that it is NP-hard to approximate the optimal throughput and

proposed heuristic approaches to find the lower and upper bounds on the optimal throughput.

They also suggested that, by reducing sending rate while maintaining connectivity, it is

possible to improve the scalability of the per-node throughput.

T.-S. Kim, H. Lim, and J. C. Hou [10] focused on reducing unnecessary interference

and maximizing spatial reuse of omnidirectional multi-hop wireless networks with a power

control method that adjusts transmission power and carrier sense threshold. Their proposed

algorithm is verified by simulations.

A. Zemlianov and G. de Veciana [11] inserted additional infrastructure nodes, which

are interconnected by uninterfered alternative links. The traffic are node-to-node based. The

additional nodes do not generate any traffic themselves and are used purely for relaying.

Their result demonstrates the effect of the number of infrastructure nodes m on the number

of ad hoc nodes n. In particular, when m is less than
√

n
logn

, there is no capacity improve-

ment. J.-W. Cho, S.-L. Kim, and S. Chong [12] extended the work of [11] by replacing the

simplified protocol interference model with a more complicated physical interference model.

The throughput of a data-gathering wireless sensor network, which is architecturally

similar to single-access-point wireless ad hoc access networks, with omnidirectional trans-

missions, has been derived by E. J. Duarte-Melo and M. Liu [13]. The approaches from [5]

and [13] have been used by C. P. Chan and S. C. Liew [14] with additional constraints of

IEEE 802.11-like MAC protocol and a fixed topology. The result is found as a bound of

capacity experienced at the sink node.

P. C. Ng, S. C. Liew, and L. B. Jiang [15], [16], and [17] described the impact of IEEE

802.11 physical and protocol interferences on capacity, and showed that the total network

capacity does not scale with the node density, which reflects the need for better technique in

dealing with unnecessary interferences.

P. C. Ng and S. C. Liew [18] extended the analysis of IEEE 802.11 interferences to a

specific case of single-flow evenly-spaced multi-hop network with basic access mode. They

concluded that hidden-node effect dominates the sustainable throughput, and the more the

potential hidden nodes, the smaller the achievable throughput.
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1.1.2 Wireless Multi-hop Ad Hoc Access Networks

With the rise in popularity of wireless LANs, a natural progress of the technology

is to provide a better coverage while maintaining its unlicensed status. Y.-C. Tseng, C.-

C. Shen, and W.-T. Chen [1] suggested an architecture of multi-hop ad hoc networks that

could provide better coverage for Internet connections, possibly with multiple gateways, and

integrated mobile ad hoc networks to the existing mobile IP scheme. U. Jönsson, F. Alriks-

son, T. Larsson, P. Johansson, and G. Q. Maguire [2] proposed MIPMANET that extends the

normal mobile IP to allow ad hoc connectivity. T.-C. Huang and S.-Y. Wu [19] incorporated

a gateway discovery algorithm to the mobile IP scheme, while E. Nordström, P. Gunning-

berg, and C. Tschudin [20] concentrated on the forwarding mechanism of IP in ad hoc ac-

cess networks. As a comparison, H. M. Ammari [21] used simulations with several settings

and scenarios to study the effectiveness of the ad hoc access network scheme. P. M. Ruiz,

F. J. Ros, and A. Gomez-Skarmeta [22] also applied several network-layer schemes over ad

hoc access networks to simulations, and the results are shown in terms of overhead, delay,

and packet delivery ratio.

Specific routing techniques have also been discussed. J. H. Song, V. W. S. Wong,

and V. C. M. Leung [23] proposed a routing protocol for mobile multi-hop ad hoc access

networks by logical partitioning based on the assumption that traffic is either going to or

coming from the gateway. C.-F. Huang, H.-W. Lee, and Y.-C. Tseng [24] extended the

concept of load balancing in routing for the case of multiple gateways.

C.-Y. Hsu, J.-L. C. Wu, and S.-T. Wang [25] argued that the multi-hop ad hoc access

networks could suffer from a downstream congestion because of extensive contentions of

CSMA/CA, and proposed a modification of the CSMA-based MAC protocol to improve the

capacity of multi-hop ad hoc access networks.

Gateway placement has been considered by P. Zhou, X. Wang, and R. Rao [26], and

asymptotic capacity of infrastructure wireless mesh networks has been derived. Omnidirec-

tional mesh nodes, with and without gateway capability, are placed according to a square-grid

formation, and the proper mixture of the number of gateways and the number of relay nodes

are derived to maximize the per-node throughput.
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1.1.3 Directional Antenna

Due to advancement in antenna technology and scarcity of wireless resources, there

have been many studies on the topic of directional antenna that potentially could provide

better spatial reuse, ranging from protocol design, implementations, and capacity analysis.

Many researchers have been paying attention to the redesign of MAC protocols to sup-

port the new physical layer specification, as it can be seen in a survey work by R. Vilzmann

and C. Bettstetter [4]. One of the aspects that must be carefully considered is the notion of

deafness [27], where improper protocol may cause nodes to be unaware of the situation be-

cause they are directionally concentrating on their own communications. R. R. Choudhury

and N. H. Vaidya [28] also observed the impacts of directional antenna on routing protocols.

R. Ramanathan, J. Redi, C. Santivanez, D. Wiggins, and S. Polit [29] performed experiments

of mobile ad hoc networks with directional antenna, which show promising results. Note

that all these works use improvements as a key result, while the bounds of performance are

still to be studied.

Y. Hua, Y. Huang, and J. Garcia-Luna-Aceves [30] studied wireless networks on a

square grid, with directional antenna capability. The work uses a simplified directional

antenna model since all nodes are aligning on a grid. The optimal scheduling that yields

maximum capacity is numerically obtained.

To mimic the technique of calculating maximum throughput of wire-line networks by

using min-cut/max-flow theorem, C. Peraki and S. D. Servetto [31] formed a special case of

wireless networks with directional antenna by placing source nodes on one side of an area,

destination nodes on the other non-overlapping side of the same area. By counting how many

cross-the-border edges can be constructed simultaneously between sources and destinations,

the number of concurrent transmissions can be determined.

R. Ramanathan [32] proposed a hybrid antenna model, which is often referred to as

cone-plus-ball model, to capture the side-lobe effect in a tractable fashion.

O. Bazan and M. Jaseemuddin [33] considered the more realistic antenna models and

used the corresponding conflict graph to formulate a linear programming problem. Numeri-

cal results show that the effect of side lobes cannot be neglected, but the impact has not been

analytically explained.

A direct extension of [5] with directional antenna has been done by A. Spyropoulos and
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C. S. Raghavendra [34], [35], and later more extensively by S. Yi, Y. Pei, S. Kalyanaraman,

and B. Azimi-Sadjadi [36]. The works follow the same steps as [5], though the results are

purely theoretical and do not consider the half-duplex nature of MAC protocols.

1.2 Objective of Dissertation

The objective of this dissertation is to propose a general analytical framework for

wireless multi-hop ad hoc access networks with directional antenna capability. Maximum

throughput obtained from the proposed method is applicable even with the random node

placement, overcoming the usual problem of numerical methods. The results can give in-

sights to the design of MAC protocol, routing, and scheduling.

1.3 Scope of Dissertation

The scope of this dissertation in investigating the capacity of wireless ad hoc access

networks with directional antenna is described as follows.

1. Study the wireless network capacity analysis techniques.

2. Generalizing the fundamental constraints of wireless networks to include the effect of

directional antenna.

3. Study the effects of the proposed method and provide a comparative study with the

other omnidirectional and directional schemes.

4. Develop a computer program to numerically analyze the method.

5. Propose criteria that maximize the overall capacity of wireless multi-hop ad hoc access

networks.
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1.4 Synopsis of Dissertation

After the introduction in this chapter, the general background of the analytical frame-

work is explained in Chapter II. Capacity analysis of wireless networks are shown both for

the condition-based throughput and the Shanon capacity. The basic of analytically tractable

directional antenna model is also covered here and to be used throughout the dissertation.

The combination of the reception conditions and directional antenna is explored in

Chapter III. Here, the Protocol Model becomes complicated, as there is an extra dimension

of direction to consider. Uniquely, the vector representation of the conditions is proposed,

resulting in a unified constraint for simultaneous communications using directional antenna.

Those conditions are applied to a structure of homogeneous ad hoc access network with sym-

metrical node placement around a gateway. The other contribution from this chapter is the

notion of minimum separation angle, defined as the minimum angle around a single gateway

that each concurrent communicating pairs can coexist. Based on the polar coordinate sys-

tem, this is the optimal condition for the angle dimension. Maximum throughput can then be

achieved by optimal scheduling that fully utilizes the gateway.

To fully reach the limitation of capacity, the reception conditions are relaxed and con-

centration is on the maximum-possible capacity. Capacity bound based on Shannon capacity

for networks of nodes equipped with directional antenna is investigated in Chapter IV.

Specifically, the emphasis is on a single hop communication in a homogeneous environment

that has other concurrent transmissions uniformly distributed on 2-dimensional plane. Those

concurrent transmitters act as interferers from the intended receiver’s point of view. The con-

tribution is found in terms of equivalent interferers as a function of node activity ratio. The

analytical result is verified by comparing with simulations of nodes with realistic antenna

pattern. The effect of varying node activity ratio and beamwidth are also shown.

Extension of Chapter IV to include the possibility of multi-hop communications is

considered in Chapter V. A special case of multi-hop ad hoc access networks, namely, a

1-dimensional network, is considered. The results are shown in terms of end-to-end capacity

and network capacity. Interestingly, the maximum capacity can be obtained by selecting the

best distance for each hop of relaying, regardless of the distance of the destination. The only

factor is the loss exponent of the environment. Based on the polar coordinate system, this is

the optimal condition for the distance dimension. The contributions from this chapter then
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complements the contributions obtained from Chapter III. The results here give insights to

the protocol design.

The dissertation is finally concluded in Chapter VI, together with suggestion for pos-

sible future work.



CHAPTER II

FUNDAMENTAL CONCEPT OF CAPACITY ANALYSIS

AND DIRECTIONAL ANTENNA

This chapter describes the basic concept of wireless network capacity analysis. Two

kinds of capacity are considered in this dissertation: throughput based on reception condi-

tions for a given data rate in Section 2.1 and Shannon capacity in Section 2.2. The basic

of directional antenna considered in networking context is also covered in Section 2.3. In

the following derivations, a homogeneous transmission power level P , noise power level N ,

bandwidth BW , and path loss exponent α are assumed unless specified.

2.1 Reception Conditions for a Constant Data Rate

The concept of capacity in this scheme is directly based on the maximum throughput,

which measures the successful transmissions. Whether a transmission is successful is com-

monly indicated by constraints. The two models used to govern these constraints are called

the Physical Model and the Protocol Model [5].

In the Physical Model, a common requirement of successful communications, stemmed

from the receiver design, is a minimum Signal-to-Interference Ratio, or SIR, denoted by ξ.

Following the notation used in [5], let Xi denote a node and its position, HXiXj denote an

antenna gain between Xi and Xj , and T denote a set of simultaneously transmitting nodes.

Then, Xj can successfully receive a transmission from Xi, when other nodes Xk ∈ T are

also transmitting, if

HXiXjP

|Xi −Xj|α

N +
∑

k∈T,k 6=i

HXkXjP

|Xk −Xj|α

≥ ξ. (2.1)

On the other hand, a successful wireless communication can also be viewed as de-

pending on a transmission range r, which represents the maximum value of |Xi −Xj| that
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satisfies (2.1) in a case where T = {Xi}. With omnidirectional antenna, r is usually consid-

ered to be a fixed value. In this case, simplified from (2.1), Xi may communicate with Xj

if

|Xi −Xj| ≤ r. (2.2)

However, whether a transmission is successful also depends on interference. From

(2.1), Xk does not interfere the reception at Xj from the transmission of Xi if

HXiXjP

|Xi −Xj|α

N +
HXkXjP

|Xk −Xj|α

≥ ξ. (2.3)

Assuming that N is relatively negligible [14], [18], [30], [37], with omnidirectional

antenna normalized gain HXiXj = 1, (2.3) becomes

|Xk −Xj|
|Xi −Xj|

≥ α
√
ξ. (2.4)

Inequality (2.4) then can be expressed as

|Xk −Xj| ≥ (1 + ∆)|Xi −Xj|, (2.5)

where ∆ is called guard zone [5], or distance margin [14]. A typical value of ∆ is given

by [14] for the case of α = 4 and ξ = 10 dB,

∆ = α
√
ξ − 1 =

4
√

10− 1 ≈ 0.78. (2.6)

Note that, for the case of fixed transmission range, [5] simplifies (2.5) to be

|Xk −Xj| ≥ (1 + ∆)r. (2.7)

Inequality (2.5), or the combination of (2.2) and (2.7), ∀Xk ∈ T, are called the Proto-

col Model. It reflects the layer 2 condition that, before Xj can receive the transmission from

Xi, the receiver node Xj must not hear any transmissions from any potentially interfering

nodes Xk ∈ T. Note that it is a pair-wise condition. From the Protocol Model, the capac-

ity of wireless networks then depends on how many simultaneously communicating node

pairs can occur, without substantially interfering each other. Thus, in an omnidirectional

half-duplex protocol like IEEE 802.11, where each node in a communicating node pair alter-

nately acts as a transmitter and a receiver, the conditions for node pairs (X1, Y1) and (X2, Y2)

to be simultaneously communicating are [5], [14], [17]:
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|X2 − Y1 | ≥ (1 + ∆) |X1 − Y1|,

|Y2 − Y1 | ≥ (1 + ∆) |X1 − Y1|,

|X2 −X1| ≥ (1 + ∆) |Y1 −X1|,

|Y2 −X1| ≥ (1 + ∆) |Y1 −X1|,

|X1 − Y2 | ≥ (1 + ∆) |X2 − Y2|,

|Y1 − Y2 | ≥ (1 + ∆) |X2 − Y2|,

|X1 −X2| ≥ (1 + ∆) |Y2 −X2|,

|Y1 −X2| ≥ (1 + ∆) |Y2 −X2|.

(2.8)

Inequalities (2.8) are then used as either conditions in deriving maximum number

of simultaneously communicating node pairs [5], [14], or constraints in linear program-

ming [31], [33]. However, (2.8) are derived from an assumption that the transmission is

omnidirectional. When directional antenna is applied, the relationship is no longer in scalar

form, but becomes vector form, to be elaborated in Section 3.1.

2.2 Shannon Capacity

For an advanced technique of adaptive modulation and coding (AMC), each node pair

can adjust the transmission rate according to the situation. Thus, the reception conditions

are changed for each adjustment. Instead of dealing with a set of multiple-rate conditions,

an upper bound of transmission rate can be specified. For any communicating node pair, the

Shannon Capacity theorem gives the upper bound of the transmission rate between the two

nodes in a given environment. Thus, a reception capacity CT
XiXj

of a receiver Xj from a

transmitter Xi when other nodes Xk ∈ T, k 6= i are also transmitting is given by

CT
XiXj

= BW log2

1 +

HXiXjP

|Xi −Xj|α

N +
∑

k∈T,k 6=i

HXkXjP

|Xk −Xj|α

 . (2.9)

Equation (2.9) exemplifies that the capacity not only depends on the received power

from the intended transmitter, but also suffers collectively from the other transmitters of

other communications. Thus, calculating the interference power becomes a key point in the

analysis. Equation (2.9) also implies that finding a way to reduce the interference can directly

impact the capacity.



12

On the other hand, one must be aware that (2.9) is the bound of just one node-pair.

Other node-pairs may be viewed as interferers, but they are in fact having communications

of their own. Thus, by reducing the number of node-pairs, each pair may achieve a higher

capacity. But that means there are fewer concurrent transmissions. The overall effect must

be carefully observed. That effect is considered in Section 5.3.

2.3 Directional Antenna

Directional antenna refers to a type of antenna that intentionally has higher gain in cer-

tain directions in the scope of consideration, in comparison with the omnidirectional antenna.

An isotropic antenna is a perfect omnidirectional antenna. While a simple dipole antenna

can be considered a directional antenna in 3-dimensional space, in 2-dimensional plane it

becomes omnidirectional. This dissertation limits the scope to 2-dimensional plane. The

beamwidth is then broadly defined as the width of the main beam angle with the intended

higher gain. In practice, the beamwidth is specifically called −3dB beamwidth, because

higher gain commonly means more than half of the highest gain at the boresight direction.

Table 2.1 List of notations used in directional antenna derivations

Symbol Description

φXi Orientation of Xi

ψXi Active antenna beam direction of Xi relative to φXi

θ(ψXi) Set of active beam angles of Xi with direction ψXi

ϕXi Beamwidth of Xi

ηXi Efficiency of directional antenna of Xi

BXi The number of antenna beams of Xi in non-overlapping switched-beam case

Directional antenna in literature comes in several configurations in terms of physical

builds and beamforming techniques. However, with applications in ad hoc networks, the

directional antenna can be categorized into 2 main kinds [32]: switched-beam antenna and

steered-beam antenna. Notations as in Table 2.1 are used in directional-antenna formulations
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and derivations throughout the dissertation. Assuming that the nodes are homogeneous, then

BXi = B,ϕXi = ϕ, ηXi = η,∀Xi.

Switched-beam antenna refers to a type of antenna that can only point towards a set

of fixed angles. Normally, it is achieved by using multiple physically-fixed-beam directional

antennas, although beamforming can also achieve this. To have the 360◦ coverage as com-

monly required in ad hoc network applications in allowing communications to nodes at an

arbitrary angle, beams are equally and evenly spaced, and the number of beams depends on

the beamwidth of each beam to cover all the angles. In operation, a node must determine

a direction of transmission/reception and switches on an appropriate beam. For B-beams,

non-overlapping switched-beam antenna,

ϕ =
2π

B
− η, (2.10)

θ(ψXi) =
{
θ : φXi + ψXi −

ϕ

2
≤ θ ≤ φXi + ψXi +

ϕ

2

}
,

ψXi ∈
{

0,
2π

B
,
4π

B
, . . . ,

2(B − 1)π

B

}
. (2.11)

For steered-beam antenna, the boresight of antenna can be steered to virtually any

direction, usually by beamforming techniques. In practice, the boresight is pointed directly

towards the corresponding node in communication for maximum gain, as is also assumed in

this dissertation. With beamwidth ϕ,

θ(ψXi) =
{
θ : φXi + ψXi −

ϕ

2
≤ θ ≤ φXi + ψXi +

ϕ

2

}
, ψXi ∈ [0, 2π). (2.12)

For analytical tractability, a single main-beam hybrid antenna model [32] is considered

throughout this dissertation. This model is also referred to as cone-plus-ball and widely used

in literature [34], [38]. This model captures the effect of directional antenna by representing

the main-lobe of antenna pattern with beamwidth ϕ as cone with gain Gm, and side-lobe of

antenna pattern as ball with gain Gs. Although this model is not as precise as any actual

antenna pattern, it still maintains the effect of side-lobe that must not be ignored. Figure 2.1

shows an example of a node Xi with cone-plus-ball antenna pattern with gain GXi .

For the case of a perfect steered-beam cone-plus-ball antenna, where the main lobe

can be pointed virtually in any direction, and normally pointed directly at the corresponding

node, the gain can be specified as

GXi (θ) =

 GM , if θ ∈ θ(ψXi),

GS, otherwise,
(2.13)
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Figure 2.1 Cone-plus-ball antenna pattern

Figure 2.2: Antenna pattern of normalized 8-element UCA antenna and 30◦-beamwidth

cone-plus-ball model
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where GM and GS are gains of the main lobe and side lobe, respectively.

In practice, the value of GM , GS , and ϕ are chosen to match the real antenna pattern.

Consider the uniform circular array (UCA) [39] as an example of realistic directional antenna

pattern. Without loss of generality, the 8-element UCA antenna model is compared to 30◦-

beamwidth cone-plus-ball antenna model, where the value of beamwidth is chosen to match

the −3dB beamwidth of the UCA. Their beam patterns are shown in Figure 2.2.

Although the antenna patterns do not exactly matched, the benefit of using the cone-

plus-ball antenna model is in its analytical tractability. The errors in terms of capacity when

using the simplified model, compared to the realistic model, is discussed in Section 4.2.

2.4 Concluding Remarks

In this chapter, the basic formulas in analyzing the capacity of wireless networks are

shown in Section 2.1 and Section 2.2. The directional antenna framework is also discussed

in Section 2.3. These knowledge are in bits and pieces. Therefore, putting these analyses

together in a meaningful way can provide many insights. The combination of the directional

antenna and the conditions from Section 2.1 is the focus of Chapter III, under the context of

multi-hop ad hoc access networks. Application of the directional antenna to the bound from

Section 2.2 leads to the discussion in Chapter IV.



CHAPTER III

MAXIMIZATION OF CONCURRENT TRANSMISSIONS

IN SINGLE-GATEWAY WIRELESS MULTI-HOP

AD HOC ACCESS NETWORKS WITH

DETERMINISTIC NODE PLACEMENT

This chapter describes the proposed framework in analyzing and maximizing capacity

of wireless ad hoc access networks with directional antenna based on a reception condition

for a constant data rate. A single main-beam hybrid antenna model [32] is considered in

this dissertation. The difference to the omnidirectional transmissions is, since each antenna

is modeled as cone-plus-ball, then there are 2 antenna gains, main-lobe gain GM and side-

lobe gain GS . Consequently, the concept of range has to be modified. Section 3.1 covers

the derivation of modified conditions to take into account the effect of directional antenna.

The unified conditions from Section 3.1 are applied to a single gateway multi-hop access

network in Section 3.2. The main finding is shown in terms of minimum separable condi-

tion as a function of antenna beamwidth. By satisfying such the condition, the maximum

throughput can then be achieved by simple scheduling because all node-pairs can transmit

simultaneously. The chapter is concluded in Section 3.3

3.1 Derivation of Reception Conditions for Networks with Directional

Antenna

Recall the Physical Model from Section 2.1, which assumes the homogeneous omni-

directional transmissions with normalized antenna gain. When the cone-plus-ball model is

applied, HXiXj has to be substituted by proper gains. Consider the scenario as in Figure 3.1

which shows the locations of nodes and their respective antenna patterns. Adapting the same

rationale of (2.3)-(2.5) of the Protocol Model, Xj can successfully receive a transmission

from Xi while Xk1 , Xk2 , and Xk3 are concurrently transmitting when the following are true:
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Figure 3.1 Possible communications of nodes equipped with directional antenna

G2
MP

|Xi −Xj|α
G2
MP

|Xk1 −Xj|α

≥ ξ, (3.1)

G2
MP

|Xi −Xj|α
GMGSP

|Xk2 −Xj|α
≥ ξ, (3.2)

G2
MP

|Xi −Xj|α
G2
SP

|Xk3 −Xj|α

≥ ξ. (3.3)

The denominators of (3.1)-(3.3) then can be classified as, main-lobe-to-main-lobe in-

terference, main-lobe-to-side-lobe interference, and side-lobe-to-side-lobe interference, re-

spectively. Similar to (2.3)-(2.5), (3.1)-(3.3) can then be written as

|Xk1 −Xj| ≥ (1 + ∆MM)|Xi −Xj|, (3.4)

|Xk2 −Xj| ≥ (1 + ∆MS )|Xi −Xj|, (3.5)

|Xk3 −Xj| ≥ (1 + ∆SS )|Xi −Xj|, (3.6)
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where

∆MM = α
√
ξ − 1, (3.7)

∆MS = α

√
GS

GM

ξ − 1, (3.8)

∆SS =
α

√(
GS

GM

)2

ξ − 1, (3.9)

denoting main-lobe-to-main-lobe distance margin, main-lobe-to-side-lobe distance margin

(or, equivalently, side-lobe-to-main-lobe distance margin), and side-lobe-to-side-lobe dis-

tance margin, respectively. Note that ∆MM > ∆MS > ∆SS . Figure 3.2 illustrates the

interference zones of a node Xi with directional antenna. The meaning of each range in

Figure 3.2 is as follows: r is the main-lobe-to-main-lobe transmission range, (GS/GM)r is

the side-lobe-to-side-lobe transmission range (which is not used in the scope of this work),

(1+∆MM)r is the main-lobe-to-main-lobe interference range, (1+∆MS)r is the main-lobe-

to-side-lobe interference range, and (1 + ∆SS)r is the side-lobe-to-side-lobe interference

range.

Figure 3.2 Interference zones of a node with directional antenna

The usage of a particular interference zone depends on the antenna directions. For

instance, consider Figure 3.1 again. For Xj to be interfered by Xk1 , then the main-lobe-to-

main-lobe interference zone of Xk1 must cover Xj , because the main lobe of Xk1 and Xj
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are pointing to each other. On the other hand, for Xj to be interfered by Xk2 , then the main-

lobe-to-side-lobe interference zone of Xk2 must cover Xj , because the main lobe of Xk2 is

pointing to the side lobe of Xj . Note that the main-lobe-to-main-lobe interference zone of

Xk2 may cover Xj , but that does not cause enough interference according to the Protocol

Model.

From the above example, it can be seen that interference conditions are now depending

on not only the distance between nodes, but also the relative antenna directions of nodes of

interest. This clearly shows the needs for vector representations.

To formulate the general conditions of concurrent transmissions with directional an-

tenna, the following notations are used. Let
−−−→
XiXj be a vector starting at Xi and ending at

Xj . Define

~eXi = 1∠φXi (3.10)

as a unit vector of Xi’s alignment, and define indicator function 1{.}, where

1{A} =

 1, if A is true,

0, if A is false.
(3.11)

Using the Protocol Model with half-duplex transmissions and fixed range r, define

MC
XiXj

= 1
{
‖
−−−→
XiXj‖ ≤ r

}
, (3.12)

M IMM
XiXj

= 1
{
‖
−−−→
XiXj‖ ≤ (1 + ∆MM)r

}
, (3.13)

M IMS
XiXj

= 1
{
‖
−−−→
XiXj‖ ≤ (1 + ∆MS )r

}
, (3.14)

M ISS
XiXj

= 1
{
‖
−−−→
XiXj‖ ≤ (1 + ∆SS )r

}
, (3.15)

to indicate whether Xi and Xj are in the communication range, the main-lobe-to-main-lobe

interference range, the main-lobe-to-side-lobe interference range, and the side-lobe-to-side-

lobe interference range, respectively. Furthermore, since relative antenna directions must be

considered, define

DXiXj = 1

{
cos−1

[−−−→
XiXj · ~eXi
‖
−−−→
XiXj‖

]
∈ θ(ψXi)

}
, (3.16)

to indicate whether Xj is in the main-beam direction of Xi. It is worth mentioning that

DXiXj 6= DXjXi .

By using (3.12) and (3.16), (2.2) can be redefined to include the direction. Thus, for

node-pair (X1, Y1) to communicate, they must be within the communication range and in the
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main-beam directions of each other, i.e.,

MC
X1Y1
∧DX1Y1 ∧DY1X1 = 1. (3.17)

For another node-pair (X2, Y2) to communicate, then

MC
X2Y2
∧DX2Y2 ∧DY2X2 = 1. (3.18)

Equations (3.17) and (3.18) imply that only communications via main-beams are con-

sidered, and side-beam communications are not allowed. However, for node pairs (X1, Y1)

and (X2, Y2) to communicate simultaneously, their transmissions must not interfere each

other. Based on (3.4)-(3.6), and using (3.13)-(3.16), simultaneous communications between

node pairs (X1, Y1) and (X2, Y2) must satisfy

(M IMM
X1X2

∧ DX1X2 ∧ DX2X1) ∨ (M IMS
X1X2

∧ (DX1X2 ∨ DX2X1)) ∨ M ISS
X1X2

∨

(M IMM
Y1Y2

∧ DY1Y2 ∧ DY2Y1) ∨ (M IMS
Y1Y2

∧ (DY1Y2 ∨ DY2Y1)) ∨ M ISS
Y1Y2

∨

(M IMM
X1Y2

∧ DX1Y2 ∧ DY2X1) ∨ (M IMS
X1Y2

∧ (DX1Y2 ∨ DY2X1)) ∨ M ISS
X1Y2

∨

(M IMM
X2Y1

∧ DX2Y1 ∧ DY1X2) ∨ (M IMS
X2Y1

∧ (DX2Y1 ∨ DY1X2)) ∨ M ISS
X2Y1

= 0.

(3.19)

Distinctively, all interference-related conditions are combined into (3.19). It implies

that each node pair that is not the communicating pairs must not see each other, either by

pointing main beams directly at each other ((M IMM
XiXj
∧DXiXj ∧DXjXi) = 0), or by pointing

one’s main beam to another’s side beam ((M IMS
XiXj
∧ (DXiXj ∨DXjXi)) = 0), or by side beam

to side beam (M ISS
XiXj

= 0). Equations (3.17) and (3.18) can be viewed as the general case

of (2.2), while (3.19) can be viewed as the general case of (2.8). Thus, (3.17), (3.18), and

(3.19) can be readily applied to many existing analysis methods.

3.2 Minimum Separable Condition in Wireless Multi-Hop Ad Hoc Ac-

cess Networks

The following derivation shows the application of (3.17)-(3.19) to the wireless ad hoc

access networks. The minimum separable condition of relay nodes is analytically derived,

resulting in the maximum frequency reuse and, hence, the highest capacity.

Consider the scenario as in Figure 3.3(a) where relay nodes are placed within the com-

munication range of a gateway. Suppose that nodes S1 and S2 are outside the coverage r
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Figure 3.3: Concurrent transmissions in 2-hop relaying wireless ad hoc access networks with

directional antenna

of the gateway A and want to connect to the Internet, thus they must connect via relay

nodes F1 and F2, respectively. Assuming homogeneous perfect steered-beam antenna [32]

and symmetrical node placement [14], Figure 3.3(b) shows the vector representation of the

scenario, where u, v, w are normalized distances that satisfied (3.17)-(3.18), and ϕ is antenna

beamwidth. The goal is to find the minimum value of Ψ that allows concurrent transmissions

of node pairs (F1, S1) and (F2, S2). This is in fact important because, by allowing concurrent

transmissions of all indirect connections, the overall capacity is then bounded by the air-time

of gateway, not by other interfering nodes. It can be seen from Figure 3.3(b) that

‖
−−→
F2F1‖ =

√
w2 + u2 − 2wu cos(Ψ), (3.20)

‖
−−→
F2S1‖ =

√
w2 + (u+ v)2 − 2w(u+ v) cos(Ψ). (3.21)

For F1 and F2 to be interference-free from each other, it all depends on the beamwidth.

From (3.19), M IMM
F1F2

must be zero when their main beams can see each other, or M ISS
F1F2

must

be zero when the their main beams do not see each other. Due to the assumption of sym-

metrical node placement, F1 and F2 never interfere each other in a main-lobe-to-side-lobe

fashion. Moreover, the transmission direction of each node is assumed to be perfect and

pointing directly towards the corresponding node. Substituting these conditions by geomet-
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rical relationships from Figure 3.3 yield

‖
−−→
F2F1‖ >

 1 + ∆MM , if ϕ
2
≥ cot−1

[
u cos(Ψ)−w
u sin(Ψ)

]
,

1 + ∆SS, if ϕ
2
< cot−1

[
u cos(Ψ)−w
u sin(Ψ)

]
.

(3.22)

The condition of the value of beamwidth in (3.22) is found by varying ϕF2

2
in Figure 3.3(b)

until the dash line intersect F1. At that point, the main beam of F2 covers F1, and vice versa.

Similarly, for F2 and S1 (or equivalently, F1 and S2), to be interference-free from each other,

they must satisfy (3.19). Using the same logic in deriving (3.22),

‖
−−→
F2S1‖ >


1 + ∆MM , if ϕ

2
≥ cot−1

[
(u+v) cos(Ψ)−w

(u+v) sin(Ψ)

]
,

1 + ∆MS, if cot−1
[

(u+v)−w cos(Ψ)
w sin(Ψ)

]
≤ ϕ

2
< cot−1

[
(u+v) cos(Ψ)−w

(u+v) sin(Ψ)

]
,

1 + ∆SS, if ϕ
2
< cot−1

[
(u+v)−w cos(Ψ)

w sin(Ψ)

]
.

(3.23)

The simultaneous communications of node pairs (F1, S1) and (F2, S2) then must sat-

isfy both (3.22) and (3.23). Note that the conditions for S1 and S2 can be neglected, as they

are satisfied by the conditions for F1 and F2 in this particular type of node placement.

Figure 3.4: Allowable values of separation angle Ψ for any given beamwidth ϕ with side-

beam gain GS = 0.2

By substituting (3.20) into (3.22), and (3.21) into (3.23), the condition for the value of

Ψ is obtained. Thus, for any given ϕ, GM , and GS , the minimum separation angle, which is

the minimum value of Ψ, and hence the maximum number of simultaneously communicating
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node pairs, can be found. For instance, if ξ = 10dB, GM = 1, GS = 0.2, u = v = w = 1,

then the allowable values of Ψ for any given ϕ are shown in Figure 3.4, where white area

indicates the non-interfered combination.

Define Ψmin(ϕ) as the minimum value of Ψ that allows concurrent transmissions for

the given ϕ. Consequently, the maximum number of concurrent pairs can be found from

Figure 3.4 by b 2π
Ψmin(ϕ)

c, which ranges from 2 (when ϕ > 300◦) to 7 (when ϕ < 163◦). An

example of effective hybrid antenna pattern for the scenario of Figure 3.3 when ϕ = 45◦ and

Ψ = 360
7

◦ is shown in Figure 3.5. Different interference ranges are shown by different shades

of colors, similar to Figure 3.2. As long as the corresponding zones of a node do not overlap

other nodes (except its communicating node), then it can transmit without interfering other

nodes.

In another example, suppose that the side-beam gain GS changes to 0.1. The smaller

side-beam gain results in smaller interference zones. The allowable values of Ψ for any

given ϕ are shown in Figure 3.6, where white area indicates the non-interfered combination.

In this case, there could be as many as 11 concurrent transmissions, since b 2π
Ψmin(ϕ)

c = 11 at

the smallest beamwidth.

The maximum number of concurrent pairs is significant because it is directly related

to the capacity of the network [14]. By allowing all pairs to communicate simultaneously,

spatial reuse will be fully appreciated, and the overall throughput will not be bounded by

the number of nodes. In fact, an optimal scheduling can be obtained when all possible

communication pairs can be concurrent pairs. For example, from Figure 3.3(a), suppose that

(F1, S1) can communicate simultaneously with (F2, S2), as well as (F1, S1) with (A,F2),

and (A,F1) with (F2, S2), then an optimal scheduling is shown as in Table 3.1 which repeats

every 4 slots. It can be seen that all nodes have an equivalent of 1 slot to access the Internet,

so, in n-node network, the per-node throughput is 1
n

. Furthermore, the gateway A is always

busy, which means the capacity is fully utilized, and the normalized overall capacity is unity.

3.3 Summary

This chapter provides an analytical framework based on the reception conditions for

wireless multi-hop ad hoc access networks with directional antenna. The novelty of the

proposed formula is in the usage of the vector representations. Furthermore, the conditions
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Figure 3.5: Example of effective hybrid antenna pattern for beamwidth ϕ = 45◦, when

separation angle Ψ = 360
7

◦

Table 3.1: Possible scheduling for 2-hop relaying wireless ad hoc access networks with

directional antenna

Time Slot Communicating Pairs

Slot1 (A,F1) for data of S1

Slot2 (A,F2) for data of S2

Slot3 (A,F1) for data of F1, and (F2, S2) for data of S2

Slot4 (A,F2) for data of F2, and (F1, S1) for data of S1
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Figure 3.6: Allowable values of separation angle Ψ for any given beamwidth ϕ with side-

beam gain GS = 0.1

for simultaneous communications are neatly formulated as (3.17)-(3.19), avoiding the com-

plicated and often-confusing directional-based protocol constraints. These conditions are

applicable to plenty of existing techniques that were intended for omnidirectional antenna

only.

One application of the conditions are shown in Section 3.2. The result is meaningfully

described as the minimum separable condition for multi-hop ad hoc access networks. Satis-

fying this condition can guarantee simultaneous transmissions around a gateway. Finding a

proper scheduling to fully utilize the gateway becomes easy. However, finding a proper num-

ber of hops to reach a distant node is not clearly understood. More specifically, the proper

placement of relays that yields the maximum capacity is yet to be discussed. Conventional

wisdom often relies on the fewest number of hops by placing relays at the farthest from

each other and still maintaining the connectivity. This approach may not be optimal though.

The condition of optimal relay placement can be found in Chapter V, using the results from

Chapter IV.



CHAPTER IV

SHANNON CAPACITY OF SINGLE HOP

COMMUNICATION IN SPATIALLY UNIFORM

INTERFERENCE ENVIRONMENT

The result from Chapter III gives insights in relay positioning for a constant data rate

between all node-pairs. However, there are other factors that have been ignored that could

highly influence the capacity. In this chapter, the concept of reception condition is relaxed.

Thus, to find an upper bound of capacity of a node pair equipped with directional antenna,

Shannon capacity is utilized. Section 4.1 gives an analysis on the impact of overall inter-

ference to the capacity bound of a single-hop communication. The analysis is performed

in a general case. Hence, it is applicable to both omnidirectional and directional antenna

deployment, given that all nodes are using the same type of antenna. Section 4.2 gives the

verification of the analytical result by comparing it with simulations using a realistic an-

tenna pattern. The effects of beamwidth and node activity ratio are also studied. Section 4.3

summarizes the findings in this chapter.

4.1 Analysis of Equivalent Interferers

From (2.9), a reception capacity CT
XiXj

of a receiver Xj from a transmitter Xi when

other nodes Xk ∈ T, k 6= i are also transmitting is given by

CT
XiXj

= BW log2

1 +

HXiXjP

|Xi −Xj|α

N +
∑

k∈T,k 6=i

HXkXjP

|Xk −Xj|α

 . (4.1)

As mentioned in Section 2.2, (4.1) exemplifies that the capacity not only depends on

the received power from the intended transmitter, but also suffers from the other transmitters

of other communications. Thus, calculating the interference power becomes a key point in

the analysis.
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Assume that nodes are spatially randomly distributed with node density function f (r, θ)

in polar-coordinated 2-dimensional plane. Then, the interference power I , perceived by a re-

ceiver R locating at the origin, can be given by

I =

2π∫
0

∞∫
rmin

GRGIP

rα
af (r, θ) rdrdθ. (4.2)

Here, GR and GI are the antenna gains of R and interferers, respectively. And a is the

interferer node activity ratio, defined as the percentage of nodes that act as transmitters in a

given time. This ratio can be viewed as either directly related to the traffic demand, or used

as a control parameter in a network. Note the guard zone in (2.5) is represented as the lower

limit of integration rmin in (4.2), also called silent region [35]. In practice, appropriate setting

of rmin has an important implication in protocol design to prohibit potentially interferer nodes

from transmitting anything at all. For networks of nodes equipped with omnidirectional

antenna, the antenna gain is independent from the node orientation. However, for nodes with

directional antenna considered in this dissertation, the gain GXi follows (2.13). Using this

cone-plus-ball antenna model, (4.2) can be written as

I =

∫
θ∈Γ

∞∫
rMS

GRMGTSP

rα
(1− q) af (r, θ) rdrdθ

+

∫
θ∈Γ

∞∫
rMM

GRMGTMP

rα
(q) af (r, θ) rdrdθ

+

∫
θ/∈Γ

∞∫
rSS

GRSGTSP

rα
(1− q) af (r, θ) rdrdθ

+

∫
θ/∈Γ

∞∫
rSM

GRSGTMP

rα
(q) af (r, θ) rdrdθ, (4.3)

where Γ denotes the range of angles that the main lobe covers, depending on the beamwidth,

and q denotes the proportion of nodes that point their main lobes to the origin (or any point

in general). Assuming that transmission direction is random with uniform distribution, then

q =
ϕ

2π
, (4.4)∫

θ∈Γ

dθ = 2πq. (4.5)
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In (4.3), note that the additional subscripts T andR of antenna gains are used to specify

the gains of transmitter and receiver, respectively, purposefully for the clarity of the deriva-

tion. This work assumes that GRM = GTM = GM and GRS = GTS = GS . The usage of

different lower limits in (4.3) for each integral can also be found in [40]. While [40] concen-

trates on effects of variations of lower limits, this dissertation assumes them to be adjustable

protocol parameters. For a general case of uniform node distribution, or, equivalently, the

homogeneous Poisson point process of node location, with node densityD (nodes/unit area),

f (r, θ) = D. (4.6)

Then, (4.3) can be written as

I =
2πaPD

α− 2

(
GRMGTSq(1− q)r2

MS

rαMS

+
GRMGTMq

2r2
MM

rαMM

+
GRSGTS(1− q)2r2

SS

rαSS
+
GRSGTM(1− q)qr2

SM

rαSM

)
. (4.7)

Define
FRM = qGRM ,

FTM = qGTM ,

FRS = (1− q)GRS,

FTS = (1− q)GTS,

(4.8)

as the equivalent gains. Substituting (4.8) to (4.7) yields

I =
2πaPD

α− 2

(
FRMFTSr

2
MS

rαMS

+
FRMFTMr

2
MM

rαMM

+
FRSFTSr

2
SS

rαSS
+
FRSFTMr

2
SM

rαSM

)
. (4.9)

Since the form of (4.9) mimics the general path-loss equation, one can view (4.9) as

the equivalence of having 4 distinct interferers, similar to the concept of center of mass.

Each equivalent interferer is placed at the boundaries of the allowed regions and has distinct

transmitted power and gain. Figure 4.1 shows an illustration of the equivalent interferers.

Note that (4.9) is the average interference power for any receiver under the homogeneous

environment. Specifically, in this model, each node is randomly placed with the same node

density, is being active randomly, and transmits to a random angle. In practice, a node-pair

naturally does not exclusively communicate continuously, but transmits to various nodes
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Figure 4.1 Equivalent interferers

depending on traffic demand. Thus, on the long run average, the node’s activity is similar

to the model, and the expected interference power equals to (4.9), which directly influents

the expected throughput. This allows simple calculations of capacity bound of a wireless

network equipped with directional antenna. Using (4.9) for a homogeneous environment,

the interference term in (4.1) can then be rewritten, and the reception capacity CXiXj is

expressible as

CXiXj = BW log2

1 +

GRMGTMP

|Xi −Xj|α

N +
2πaPD

α− 2

(
FRMFTS

rα−2
MS

+
FRMFTM

rα−2
MM

+
FRSFTS

rα−2
SS

+
FRSFTM

rα−2
SM

)
 ,

(4.10)

for any active pair (Xi, Xj) that point their main beams to each other for the best reception.

The applicability of (4.9) is not only for network with the steered-beam antenna, but

also for network with simple switched-beam antenna. While the common deployment of

the switched-beam antenna is done by activating a single beam at a time, one can also view

the activation of multiple consecutive beams as effectively widening the beamwidth. Fig-

ure 4.2(a) shows 2 consecutive beams of the 8-element UCA antenna patterns that are 30◦

apart. Figure 4.2(b) shows the combined antenna pattern of the 2 beams. Figure 4.3 and

Figure 4.4 give the beam patterns of 1 to 12 consecutive 8-element UCA beams being turned

on counterclockwise. Increasing beamwidth in this fashion means reducing the accuracy

needed in estimating the location of the intended destination. That said, there must be a

tradeoff in terms of capacity and this tradeoff must be investigated.
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Figure 4.2 Wider beamwidth resulting from switching-on multiple beams

With the multi-beam scheme, the set of active beam angles θ(ψXi) is redefined as

θ(ψXi) =

{
θ : φXi + ψXi −

bϕ

2
≤ θ ≤ φXi + ψXi +

bϕ

2

}
,

ψXi ∈
{

0,
2π

B
,
4π

B
, . . . ,

2(B − 1)π

B

}
, (4.11)

where b is the number of switched-on beams. The value of the cone-plus-ball antenna gains

become

GXi (θ) =

 GM + (n− 1)GS, if θ ∈ θ(ψXi),

nGS, otherwise.
(4.12)

The value of FRM , FTM , FRS and FTS for a network with switched-beam antenna then

can be given by

FRM = FTM = q (GM + (n− 1)GS) ,

FRS = FTS = (1− q)nGS.
(4.13)

The effect of widened-combined main beam is captured by q, and the consequence of

extra side lobe is shown as (n− 1)GS .

4.2 Effects of Activity Ratio and Beamwidth

The factors that affect the reception capacity, as shown in (4.10), besides the distance

between the node pair, are the node activity ratio and antenna-related parameters. Particu-
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(a) 1 beam (b) 2 beams

(c) 3 beams (d) 4 beams

(e) 5 beams (f) 6 beams

Figure 4.3 Antenna pattern of 1 to 6 consecutive 8-element UCA beams
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(a) 7 beams (b) 8 beams

(c) 9 beams (d) 10 beams

(e) 11 beams (f) 12 beams

Figure 4.4 Antenna pattern of 7 to 12 consecutive 8-element UCA beams
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larly, the effects of node activity ratio a and antenna beamwidth ϕ are shown in this sec-

tion. While using the cone-plus-ball antenna model yields tractable analysis, the results

must be compared with a realistic antenna model to confirm its usefulness. For this pur-

pose, the 8-element uniform circular array (UCA) [39] is here used for comparison with

the derived formula. Their beam patterns are shown in Figure 4.3 and Figure 4.4. Verifi-

cation is done via simulations using Monte Carlo method. Node locations are uniformly

randomly distributed in a circular area with diameter of 400 m. The total interference power

received at the origin from 1000 realizations for each specific input is calculated for the

mean value and its 95% confidence interval, and compared with the analytical results using

the cone-plus-ball model. The parameter settings are α = 4, BW = 1 Hz, P = 1 W,

N = 0 (negligible in comparison with the resultant interference), |Xi − Xj| = 1 m, and

D = 1 Node/m2. All of these are normalized for simple adaptation. The directional antenna-

related settings are GM = 1, GS = 0.12, rMM = 10
√

10 m, rMS = rSM = 10 m, and

rSS =
√

10 m.

Figure 4.5: Analytical results compared with means and 95% confidence intervals from

simulations of capacity at various node activity ratio

To find the effect of node activity ratio, each active nodeXk is equipped with 8-element

UCA steered-beam antenna with uniformly distributed random orientation φXk and transmis-

sion direction ψXk which emits power as if transmitting to a receiver. Note that some node

is not allowed to transmit if it falls in a prohibited area around the origin, the location of

the receiver of interest which has a directional antenna points towards a random angle. The



34

result of the capacity derived from (4.1) is shown in Figure 4.5. As expected, the capac-

ity drops when the activity ratio increases. This shows the impact of the interference from

other concurrent transmissions. This fact is normally hidden in the common Protocol Model.

Therefore, the tradeoff must be carefully studied, as higher capacity per pair means fewer

concurrent transmissions. For the verification purpose, the mean values from the simulations

match closely with the analytical results. This confirms the validity of the cone-plus-ball

model and the analysis itself.

Figure 4.6: Analytical results compared with means and 95% confidence intervals from

simulations of capacity at various beamwidth

To observe the effect of beamwidth, the switched beam antenna is considered for its

simplicity in varying the beamwidth for UCA. The 8-element UCA with random orienta-

tion φXk and transmission direction ψXk is applied, but to achieve the effect of switched-

beam beamwidth variation, b consecutive beams are turned on so the effective beamwidthϕ =

b× 30◦, for b = 1 to 12. Interestingly, b = 12 is the equivalence of omnidirectional antenna.

Thus, a direct comparison can be made to show the effectiveness of directionality. Without

loss of generality, the result of the capacity derived from (4.1) is shown in Figure 4.6 for

a = 0.1. The mean values from the simulations again are agreed with the analytical results,

although some deviation existed at large beamwidth, which caused by accumulated errors of

the cone-plus-ball antenna model compared to the UCA. It also shows that capacity is the

highest at the equivalence of omnidirectional antenna, resulting from the largest silent re-

gion. However, it implies that more nodes are suppressed from transmissions, and the actual
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activity ratio is lower than the preset value. Ultimately, the capacity per area is reduced.

This effect must be carefully observed, and a special case is discussed in Chapter V.

4.3 Summary

In this chapter, the reception conditions from Chapter III are relaxed and concentration

is on the maximum-possible capacity. Random node placements with uniform node density

is applied as interferers from a point of view of a node. Those interferers can be collectively

viewed as equivalent interferers. Shannon capacity of a node from a single hop transmission

is then analytically derived. The analytical result is also numerically compared to Monte

Carlo simulations of realistic antenna patterns, which shows good agreements. The flexi-

bility of the formulation in this chapter also opens the door for the analysis of multi-hop

transmissions, to be found in the next chapter.



CHAPTER V

OPTIMAL CAPACITY OF MULTI-HOP AD HOC

ACCESS NETWORKS

The aforementioned capacity derived in Section 4.1 is for a direct transmission of a

node-pair in a uniform interference environment. However, that capacity decays quickly

with the distance between the node-pair, as shown in (4.10). To overcome such problem,

networks commonly rely on multi-hop relaying. Nevertheless, the analysis of multi-hop net-

work capacity in the literature normally involves either the limit of reception conditions [5]

or the scheduling policy [14]. Protocols that govern multi-hop transmissions become com-

plex and difficult to analyze too. This chapter proposes an extension of the framework from

Chapter IV to deal with the multi-hop transmission scenario. Capacity bound derived in

this chapter is protocol-independent. In the following, Section 5.1 shows the derivation of a

special case of 1-dimensional network and its capacity bound. The multi-hop capacity is pro-

vided in Section 5.2. Section 5.3 gives the improvement of the directional-antenna-equipped

network capacity in comparison with the omnidirectional one. The chapter’s final remarks

are given in Section 5.4.

5.1 Capacity Bound of 1-Dimensional Networks

The aim of this chapter is to find the optimal capacity from a source to a destination

through a possibility of relaying. The environment considered here is similar to what ap-

peared in Chapter IV, except that the node-location space is simplified from 2 dimensions

to 1 dimension. The results and insights gained from this simplified model can be applied

to the more general cases in the future investigations. Also, a 1-dimensional network can be

viewed as a simplified model of each branch of the network in Section 3.2.

Since the node location space of consideration becomes 1-dimensional, the derivation

in Section 4.1 must be modified. Assume that nodes are randomly distributed with node

density function f(r) on a line. Furthermore, assume that the environment is homogeneous,
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f(r) = D. The equivalence of (4.2) for 1-dimensional network is

I =

−lmin∫
−∞

GRGIP

rα
aDdr +

∞∫
rmin

GRGIP

rα
aDdr, (5.1)

where the value of lmin, rmin depends on protocol parameter settings and antenna directions.

Assume that all nodes have the same alignment, φXi = 0, ∀Xi, the antenna direction ψXi

can be given by

ψXi =

 0, when it points to the right,

π, when it points to the left.
(5.2)

Then, the equivalence of (4.3) for 1-dimensional network is

I =

∞∫
rMS

GRMGTSP

rα
(1− q) aDdr +

∞∫
rMM

GRMGTMP

rα
(q) aDdr

+

∞∫
rSS

GRSGTSP

rα
(1− q) aDdr +

∞∫
rSM

GRSGTMP

rα
(q) aDdr, (5.3)

where q denotes the proportion of nodes that point their main lobes to the origin. Performing

integrations in (5.3) yields

I =
aPD

α− 1

(
GRMGTS(1− q)rMS

rαMS

+
GRMGTMqrMM

rαMM

+
GRSGTS(1− q)rSS

rαSS
+
GRSGTMqrSM

rαSM

)
. (5.4)

The result is again in the form of equivalent interferers. Consequently, for any active

pair (Xi, Xj) that point their main beams to each other for the best reception, the Shannon

capacity C(R) forR = |Xi −Xj| is given by

C(R) = BW log2

1 +

GRMGTMP

Rα

N + aPD
α−1

(
(1−q)GRMGTS

rα−1
MS

+ qGRMGTM
rα−1
MM

+ (1−q)GRSGTS
rα−1
SS

+ qGRSGTM
rα−1
SM

)
 .

(5.5)

This result is going to be used in the derivation for multi-hop transmissions in 1-

dimensional networks. Since the concentration is on the effect of interferers, assume that

N is negligible in comparison with the resultant interference. Furthermore, define
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K =
(α− 1)GRMGTM

(1− q)GRMGTS
rα−1
MS

+ qGRMGTM
rα−1
MM

+ (1− q)GRSGTS
rα−1
SS

+ qGRSGTM
rα−1
SM

. (5.6)

Note thatK is a function of antenna gains, silent regions, loss exponent, and proportion

of antenna direction. Then (5.5) becomes

C(R) = BW log2

(
1 +

K

aDRα

)
. (5.7)

Equation (5.7) gives a capacity bound of communicating nodes with distance R. As

the distance increases, especially at α > 2, the capacity decreases rapidly. This gives a

motivation in utilizing multi-hop relaying.

5.2 Multi-Hop Relaying and Optimal Capacity

In multi-hop relaying scenarios, nodes must add the network layer functionality into

the operation. Thus, the media access control is evolved into scheduling policies. In finding

a bound, however, the perfect scheduling that maximizes the capacity is assumed. In other

words, the overhead time of media access is neglected. Each node can transmit when it is

not prohibited by other nodes and the intended receiver is available.

The concept of end-to-end capacity through relaying can be illustrated by the following

example. Suppose that there are 3 nodes placed on a line as in Figure 5.1, and Xi wants to

send b bits of data to Xj by using 2-hop transmissions via Xr. Define C1 as a capacity of

transmission from Xi to Xr, and C2 as a capacity of transmission from Xr to Xj . Thus, the

transmission time t1, t2 used in transmitting b bits through capacity C1, C2, respectively, are

given by

t1 =
b

C1

, t2 =
b

C2

. (5.8)

Figure 5.1 Example of scenario in multi-hop relaying

The total time t to convey b bits from Xi to Xj is

t = t1 + t2 =
b

C1

+
b

C2

. (5.9)
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Hence, the end-to-end capacity Ce2e [41], defined as the number of bits that can be

conveyed per unit time, is given by

Ce2e =
b

t
=

1
1

C1

+
1

C2

. (5.10)

Equation (5.10) can also be viewed as the analogy of the capacitance of 2 cascading

capacitors. The same logic of (5.10) can be applied for more hops of relaying. For N -hop

relaying [42], Ce2e can be given by,

Ce2e =
1

N∑
k=1

1

Ck

=
1

N
meanh(Ck), (5.11)

where Ck is the capacity of hop k. The operator meanh(.) refers to the harmonic mean. The

key property of the harmonic mean is

meanh(Ck) ≤ mean(Ck), (5.12)

where the operator mean(.) is the arithmetic mean. The two means in (5.12) can be equal

only when Ck = C∗, ∀k. In other words, the end-to-end multi-hop capacity is maximized

when the capacity of each hop is the same. Using this principle, the maximum N -hop end-

to-end capacity C∗e2e is given by

C∗e2e =
C∗

N
, (5.13)

when C∗ is the capacity of each hop that must be the same for every hop. Recall that (5.7)

is a single-hop capacity, and is applicable to be used as C∗. To reach the distance R in N

hops, each hop must cover the distance RN equally, i.e.,

C∗ = C

(
R
N

)
= BW log2

[
1 +

K

aD

(
N
R

)α]
. (5.14)

Hence, for a transmission of distanceR using N -hop transmission,

C∗e2e(R,N ) =
BW

N
log2

[
1 +

K

aD

(
N
R

)α]
. (5.15)

Equation (5.15) gives a maximum value of end-to-end capacity for a given number of

hops N . To find the optimal number of hops that gives the highest bound, one must find the

value of N that satisfies
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∂C∗e2e(R,N )

∂N
= 0. (5.16)

The partial derivative of (5.15) with respect to N can be expressed as

∂C∗e2e(R,N )

∂N
=

BW

N 2 ln 2

 α
K

aD

(
N
R

)α
1 +

K

aD

(
N
R

)α − ln

[
1 +

K

aD

(
N
R

)α] . (5.17)

Substitute (5.17) into (5.16) means solving

α
K

aD

(
N
R

)α
1 +

K

aD

(
N
R

)α = ln

[
1 +

K

aD

(
N
R

)α]
. (5.18)

The solution of (5.18) can be shown as

[
K

aD

(
N
R

)α]
= eW(− α

eα )+α − 1, (5.19)

where W (.) is the Lambert W function, also known as the product logarithm.

The optimal value of N , denoted by N ∗, can then be written as

N ∗ = R
[
aD

K

(
eW(− α

eα )+α − 1
)] 1

α

. (5.20)

More importantly, recall that the left side of (5.19) is in fact the signal-to-interference

ratio of each hop in relaying. The right side of (5.19) is a function of the loss exponent α,

depending on the environment and normally uncontrollable. The solution reveals that the

maximum end-to-end capacity can be achieved by selecting relays so that the SIR of each hop

satisfies (5.19). Surprisingly, it is independent of the distance to reach an actual destination.

Furthermore, since the optimal SIR is the function of α only, it is applicable to networks

with any kind of antenna. Thus, (5.19) gives a practical guideline in selecting relays, and the

selections are valid for any destination. This has a strong implication to routing protocols in

selecting the next-hop forwarder that maximizes the end-to-end capacity. Figure 5.2 gives

the numerical results of (5.19) for a practical range of the value of α.
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Figure 5.2 Optimal SIR as a function of α

5.3 Optimal Capacity of Networks using Omnidirectional and Direc-

tional Antenna

To illustrate the effectiveness of multi-hop relaying in terms of capacity, numerical

results are shown in this section. Uniformly randomly distributed node locations on a line

are assumed. The parameter settings are BW = 1 Hz, P = 1 W, N = 0 (negligible in

comparison with the resultant interference), and D = 1 Node/m2. The directional antenna-

related settings are ϕ = 30◦, GM = 1, GS = 0.12, rMM = 10
√

10 m, rMS = rSM = 10 m,

and rSS =
√

10 m. All of them are carried over from the previous chapter. Furthermore,

assume that q = 0.5. The reason is, since the network is 1-dimensional, and ψ can only be

either 0 or π, then pointing left and right should be equally likely to occur. Since the optimal

SIR is a function of α, the results are shown as the maximum multi-hop capacity as α is

varied. The other factor, as also shown in Section 4.2, is node activity ratio a.

At R = 100 m and α = 4, Figure 5.3 shows the numerical results of (5.15) when N

equals (5.20) at various values of a. As a comparison, a direct transmission over distance R

with the same settings is shown in Figure 5.4. The trend of the decaying capacity when

increasing a is similar to Figure 4.5. When comparing Figure 5.3 to Figure 5.4, however,

the benefit of multi-hops becomes obvious, as the improvement is as large as 3 orders of

magnitude.
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Figure 5.3 Optimal multi-hop capacity as a function of a at α = 4 whenR = 100m

Figure 5.4 Capacity of direct transmission as a function of a at α = 4 whenR = 100m
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Figure 5.5 Optimal multi-hop capacity as a function of α at a = 0.1

The effect of α is shown in Figure 5.5 for a = 0.1 and a = 0.5 whenR = 100 m. The

range of α in the plot is selected based on the range of practical values. Interestingly, the

low loss exponent α that allows signals to travel farther has a negative effect on the optimal

capacity, especially at high interference level caused by high a. At lower interference level,

the high loss exponent α takes the toll on intended signal more than the interference, resulting

in the decaying of capacity.

Figure 5.6 Optimal 1-hop distance as a function of a and α

Another interesting result can be found in terms of the optimal 1-hop distance, defined
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as the distance between each relay so the resultant SIR satisfies (5.19). In other words, it is

R/N ∗. Figure 5.6 shows the optimal 1-hop distance as a function of both a and α. Note that

this is independent of R. The optimal 1-hop distance is close to 1 in cases that the SIR drop

quickly with the distance. They are caused by either the high loss exponent α, or the high

interference level a. Note that the distance of 1 is the reference distance of the propagation

model. The propagation model is not valid for the distance less than 1, as it makes the

received power greater than the transmitted power, which is not possible.

Finally, to explicitly show the benefit of using directional antenna over the omnidi-

rectional antenna, the comparison must be made. Since the optimal capacity can be met by

selecting relays that satisfy (5.19), assume that those relays can be found. Thus, the capacity

for each hop is given by (5.14). This means that for the optimal placement, each transmis-

sion of each hop has the same capacity, regardless of the antenna type. Therefore, the benefit

of using the directional antenna solely lies on the frequency reuse factor. In other words, if

a network with directional antenna allows more simultaneous transmissions than a network

with omnidirectional antenna, then the capacity per area of the network with directional an-

tenna will be higher. The keyword is allow, as it is directly related to the silent region. The

question is how many transmitters, or equivalently, how many receivers can be active at a

time per distance.

At asymptote, where all nodes attempt to transmit, the number of active nodes per

distance is given by the reciprocal of distance that an active node occupies (and prevents

other nodes from transmissions). Thus, for ao, defined as the node activity ratio for networks

equipped with omnidirectional antenna,

ao =
1

2rMM

. (5.21)

Similarly, for ad, defined as the node activity ratio for networks equipped with direc-

tional antenna,

ad =
1

(1− q)rMS + qrMM + (1− q)rSS + qrSM
. (5.22)

Hence, the frequency reuse factor is written as

ad
ao

=
2rMM

(1− q)rMS + qrMM + (1− q)rSS + qrSM
. (5.23)



45

Since rMM ≥ rMS ≥ rSM ≥ rSS , networks with directional antenna can always have

more concurrent transmissions, and higher overall capacity.

5.4 Summary

In this chapter, Shannon capacity for single-hop transmissions is extended. Based on

the homogeneous assumptions of random node placement, node activity, and transmission

direction, the multi-hop capacity bound of 1-dimensional networks is analytically derived.

With homogeneous assumptions, the capacity bound can be achieved by selecting proper

intermediate nodes as relays. The criterion for selecting the best relay of each hop is simply

based on the optimal SIR for a particular environment. A node that has the closest SIR level

to the optimal value should be selected as a relay. Each relay node then must select another

node that is closer to the destination and has the proper SIR level as the next hop relay. The

optimal 1-hop distance that yields the optimal SIR level is illustrated.

The resultant multi-hop capacity bound is then expressed numerically against vari-

ous settings. The effects of node activity ratio and loss exponent of the environment are

shown. Finally, the benefit of using directional antenna is expressed. The comparison is pos-

sible only when each individual transmission has the same capacity, regardless of antenna

type. Without the finding of the optimal SIR, different type of antenna cannot be compared

straightforwardly.

One can view the result from this chapter as a complement to the result obtained from

Chapter III. Both Chapter III’s and Chapter V’s goals are maximizing the capacity. Chap-

ter III does it from an angle’s point of view, while Chapter V does it from a distance’s point

of view. Combining both techniques on a polar-coordinated 2-dimensional plane will lead to

the maximum capacity in the scheme of wireless multi-hop ad hoc access networks.



CHAPTER VI

CONCLUSION

The aim of this dissertation is to analyze the capacity of wireless multi-hop ad hoc

access networks with directional antenna. While each chapter builds on top of the other

to fulfil the goal, original contributions in each chapter can also stand on their own. The

summary of the contributions of each chapter is shown in the following sections, together

with suggestion for possible future work.

6.1 Contributions from Chapter III

In Chapter III, the framework in analyzing and maximizing capacity of wireless ad hoc

access networks with directional antenna based on a reception condition for a constant data

rate is proposed. The novelty of the proposed formula is in the usage of the vector represen-

tations. In comparison to other works [34], [35], [36], which add the directional antenna by

extending the seminal work [5] straightforwardly without using the vector representations,

their conditions are complex and not concise. The proposed unified constraints overcome

the complicated and often-confusing directional-based protocol constraints.

The remaining part of Chapter III is dedicated to the multi-hop ad hoc access networks.

Using the proposed constraints, the result is meaningfully described as the minimum sepa-

rable condition. Satisfying this condition can guarantee simultaneous transmissions around

a gateway. Finding a proper scheduling to fully utilize the gateway becomes a simple task.

Numerical results of different antenna gains are also shown. They can be used to justified the

extra cost in deploying directional antenna that has better side-lobe suppression. The results

also illustrate that the effect of side lobes is significant and cannot be ignored.

The minimum separation angle proposed in Chapter III can be used as a capacity op-

timization condition for a dimension of angle in a polar-coordinated 2-dimensional plane.

Together with the results from Chapter V, they form a foundation for capacity maximization

of the multi-hop ad hoc access networks with directional antenna.
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6.2 Contributions from Chapter IV

While Chapter IV provides a stepping stone to Chapter V, many of the findings are

noteworthy. Chapter IV shows that, when the reception conditions are relaxed, the capacity

bound is described as a continuous function of cumulative interference. In practice, this

bound can be achieved by using adaptive modulation and coding that maximizes the capacity

in a given environment.

Enabled by certain assumptions, the cumulative interference is found to be conve-

niently expressed by the concept of equivalent interferers. One of the assumptions made

here is uniform random node placement and transmission direction, which is not only widely

assumed in literature, but also justifiable in many scenarios. Another assumption made is the

cone-plus-ball antenna model. To justify the simplified antenna model, networks with real-

istic antenna patterns are simulated by Monte Carlo method. The results confirm the validity

of the analysis.

The formula obtained in Chapter IV is Shannon capacity of a single hop transmission

in a homogeneous environment. The flexibility of the formulation also opens the door for

the analysis of multi-hop transmissions in Chapter V.

6.3 Contributions from Chapter V

The extension of single-hop Shannon capacity is the focus of Chapter V. The multi-

hop capacity bound of 1-dimensional networks is analytically derived. The capacity bound

is found to be achieved by selecting proper intermediate nodes as relays. The criterion for

selecting the best relay of each hop is discovered in the form of optimal SIR for a particular

environment. This has a strong implication in wireless ad hoc routing protocols. Further-

more, the finding of the optimal SIR enables a direct comparison between omnidirectional

antenna an directional antenna. The benefit of using directional antenna is then analytically

expressed.

The optimal relay selection proposed in Chapter V can be used as a capacity opti-

mization condition for a dimension of distance in a polar-coordinated 2-dimensional plane.

Together with the results from Chapter III, they form a foundation for capacity maximization

of the multi-hop ad hoc access networks with directional antenna.
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6.4 Possible Future Work

While the dissertation is self-contained, there are numerous scenarios beyond the scope

of this work that could be worth studying. While this dissertation answers the question of

relay placement, the question still remains for the gateway placement. Moreover, in prac-

tice, the question often is not only about where to place a gateway, but how many gateways

should be placed. In the multiple gateways scenario, while it is obvious that capacity in-

creases with the number of gateways, the balancing act is in the cost of deployment. It then

could be formulated as an optimization problem.

Another key performance factor of networks, besides capacity, is latency. While, as

shown in the dissertation, the multi-hop transmissions can increase the capacity, each hop

appends additional latency to the transmissions. Their precise relationship remains open for

further investigations.
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