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CHAPTER 1
INTRODUCTION

1.1. Background and Rationale

The internet has many social roles in our lives, whether watching a movie,
listening to music, shopping, updating news, etc. These activities make users feel more
comfortable in their lives. Users of these various activities on the internet are increasing.
Then, many entrepreneurs try to find ways that users can easily access their interests by
using the internet. However, the large number of users makes it difficult to access what
each user is interested in. Each user has a wide range of preferences, and product data
are extensive and complex so the amount of data will be differently increased by the
number of users. Therefore, finding things that users are interested in must rely on the
engine, which is the recommender system. The recommender system has been
developed to find what users are mostly interested in and recommend it to the target
users. Therefore, we can see that the recommender system is available on many
websites and applications such as Netflix, YouTube, Spotify, Shopee, Lazada, etc.

One of the popular methods in the recommender system is Collaborative
filtering. Collaborative filtering creates recommendations by exploiting preference data
from other users who are similar to a target user and predicting rating scores for the
target user. For example, calculating a rating score for the movie that the target user has
never seen before, Collaborative filtering uses the movie history of other users and that
target user to find similarities between users and other users. Then, the rating scores of
similar users are used to predict the rating score for that target user. Collaborative
Filtering has many approaches such as using matrix factorization [1], using neural
network [2], or using context information [3].

The main point of the Recommender System is to find latent relations among
users and items in order to increase recommendation performance. Many collaborative
filtering methods utilize historical relation of a user or item in order to find similarity
between either a pair of users or a pair of items. However, they do not consider the
order of these historical sequences. In our opinion, historical sequence has important

latent relation inside, not only historical relation of users or items but also order of these
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historical sequences can be used to find latent preference of users. Historical sequence
in recommendation area can be divided into 2 types. Firstly, in term of a target user,
system will consider the sequence of items that rated by that target user. Secondly, in
term of target item, system will consider the sequence of users who have rated on that
target item.

Table 1.1 User historical sequence of Amy

Rating 2 1 3 5 4

Movie LaLaland [Romeo Juliet| 50 first dates Titanic Me before you

Table 1.2 User historical sequence of Sara

Rating 5 4 4 1 2
Movie Titanic Peter Pan Winnie the Ted Annabelle
Pooh

Table 1.1 and Table 1.2 show sequence in term of a target user. In these table,
there are 2 target users, Amy and Sara. Both of them rate Titanic (target item) with 5
score but movie sequence of them are different. Amy rates Titanic in the fourth order
and Sara rates Titanic in the first order. Because Titanic is rated on different orders in
movie sequence of Amy and Sara, movies around it should be different. Movies around
Titanic in the movie sequence of Amy are the romantic movie as Titanic, whereas
movies around Titanic in the movie sequence of Sara are cartoon movies. Therefore,
Titanic rated by Amy and Titanic rated by Sara must be different because their movie
sequences are different, even though it got the same rating score from Amy and Sara.
It can be concluded that the order of movies in the historical sequence indicates users’

interest and relation among these movies.

Table 1.3 Item historical sequence of Titanic rated by Sara

Rating 5 3 1 5 4

User Sara Joy Amy Paula Jenny

Table 1.4 Item historical sequence of Avengers rated by Sara

Rating 3 1 5 2 5

User Robert David Sara John Paul
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Table 1.3 and Table 1.4 show sequences in term of target items. In these table,
there are 2 target items, Titanic and Avengers. Both of them are rated by Sara (target
user) with 5 score but their user sequences are different. Titanic is rated by Sara in the
first order and Avengers is rated by Sara in the third order. Because Sara rates on
different orders in user sequences of Titanic and Avengers, users around her should be
different. Users around Sara in user sequences of Titanic are the same woman as Sara,
whereas users around Sara in user sequences of Avengers are men. Therefore, Sara
rating Titanic and Sara rating Avengers must be different because their user sequences
are different, even though Sara rates the same rating score on these movies. It can be
concluded that the order of users in the historical sequence indicate user characteristic
of user groups for these movies and relation among these users.

The order consideration is often used in Natural Language Processing (NLP)
because the order of words in the sentence has meaning. Moreover, the relation between
words and words around the target word, i.e., context word, also have meaning too.
Region Embedding is then introduced to capture that relation by using Local Context
Unit (LCU). Local Context Unit is a weighting matrix that captures the interactions
between a word and its neighbors in a text region [4]. Recently, Local Context Unit is
applied to Recommendation work. For example, Local Context Unit is utilized in users’
review for extracting contexts from review data. Then, the contexts is used to create a
predictive model [5].

In this work, we propose a new recommendation method that is able to capture
and extract latent relation in historical sequence of users and items by applying Region
Embedding with the Local Context Unit in order to utilize that latent relation for
personalized rating prediction.

Unfortunately, output rating from the method using only Local Context Unit
that we propose in the previous paragraph did not serve for personalized
recommendation. The model predicted the same rating score of the same movie to
different target users because we specify the users’ neighbors as people who rate the
same target item, so users’ neighbors of these target users are the same. Therefore, we
also propose method to solve this problem by applying Attention [6]. Attention is a
work that is widely used in Machine Translation to weight word that most similar to

query word. For recommendation works, attention is used to weight item that user
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should have interested most [7] or is used to model user’s behavior based on users’
interest [8]. In our work, we would like to differentiate among target users by applying
Transformer from Attention. Transformer uses sequence of users who have rated on
target item instead of word in our work. Therefore, we will get the output from
Transformer as a list of neighbors personalized by each target user where each target
user is the query. In other words, when we put different target user or different query
into the transformer, we will get different list of neighbors according to different target

users’ perspective.

1.2. Objectives

1. To propose a new recommendation method that is able to capture relation in
historical sequence of target user and target item by applying Region
Embedding. Moreover, this new method is able to find personalized target
users’ neighbors by applying attention on target item sequence.

2. Tocompare the efficiency of our method with previous method on NDCG@K
and HitRate@K.

1.3. Scope

1. Use publicly available datasets from MovieLens [9] dataset that is not more
than 1,000,000 ratings, 4,000 movies and 6,000 users. The lowest rating score
is 0.5 and the highest rating score is 5.0

2. Use value of rating in the range 1-5.

3. Predict only movie products.

4. Compare experimental results with the research of Xiangnan He, Lizi Liao,
Hanwang Zhang, Ligiang Nie, Xia Hu, and Tat-Seng Chua in Neural

Collaborative Filtering.

1.4.  Project Activities

A. Study Plan
1. Study related works.
2. Analyze previous problems.

3. Design new methods for solving problems.



Analyze the proposed methods.

Develop the proposed methods.

Measure NDCG@K and HitRate@K of the proposed methods.
Experiment and compare the results.

Analyze the results.

© © N o 0 &

Prepare project documentation.
B. Study Period

From the study plan, we can write Gantt chart as shown in Table I-5

Table 1.5 Timeline of Research Activities

Procedure 2019 2020

Aug | Sep | Oct | Nov | Dec | Jan | Feb | Mar

Apr

1. Study related

works.

2. Analyze previous

problems.

3. Design new
methods for

solving problems.

4. Analyze the
proposed

methods.

5. Develop the
proposed

methods.




Procedure 2019 2020
Aug | Sep | Oct | Nov | Dec | Jan | Feb | Mar | Apr
6. Measure
NDCG@K and

HitRate@K of
the proposed
methods.

7. Experiment and
compare the

results.

8. Analyze the

results.

9. Prepare project

documentation.

1.5. Benefits

A. In terms of knowledge and experience to the students

1. Gain knowledge and understanding of the process of implementing the

system.

2. Practice analytical skill, working methodology, responsibility for work.

3. Gain knowledge about various models to create a recommendation

system method.

4. Gain knowledge of programming and system development.

B. Knowledge and understanding that leads to solving problems of society

or environment

1. Create an appropriate model for predicting movie ratings with more

accuracy than previous methods.

2. Reduce errors from inaccurate recommendations from previous methods.




3. Recommend things that meet user expectation.

1.6. Report Outlines

The rest of this report is organized as followings:
1. Chapter 2 Literature Review: will present knowledge, related works in
recommender system.
2. Chapter 3 Methodology: will explain the proposed method and its process.
3. Chapter 4 Results: will present results and evaluate the performance.
4. Chapter 5 Conclusion: will discuss our work



CHAPTER 2
LITERATURE REVIEW

In this chapter, the works related to our proposed method, including
collaborative filtering, neural Collaborative Filtering, Region Embedding, Recurrent

Neural Network, and Attention are introduced.

2.1. Collaborative Filtering

In Recommender System, Collaborative Filtering (CF) is one of the traditional
methods that try to solve the serendipitous problem. The main step of the CF is to find
the most users (neighbor) who have the past preference similar to the target user by
using cosine similarity in the Equation (2.1) or (2.2). After that, the rating score is then
predicting for that target user.

ri'Tk

I7ill7l

Cosine Similarity: Sim(u;, uy) = (2.1)

. T , Yt TijTkj
Cosine Similarity: Sim(u;, u,) = —2=t"t—
2 2
,/Z;nn’"ijz}nnrkj

where u;, u; denote the target user and another user, respectively, i denotes the items,

(2.2)

r;; denotes rating that user u; rated on item j, r; denotes rating that user w, rated on
item j.
For example, we want to predict rating score for target user Jenny which we can

see her rating score and other users in the Table(2.1)

Table 2.1 User-Item rating matrix: rating score of users for each movie

User/Movie | Titanic | Winnie the | Avengers | Me before | Toy Story
pooh You
Lisa 4 2 5 4 5
Joy 5 4 2 1
Ann 5) 4 2
Paula 2 3
Jenny 5 4 ? 1
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At the first step, we have to find the similarity between Jenny and other users. Notice
that Jenny is similar to the other 2 users, Joy (similarity score = 0.955) and Ann
(similarity score = 0.943). Then, we will use user’s rating from the user who similar to
Jenny to predict Jenny's rating. Therefore, rating score of Jenny for Avengers is 2 like
Joy who most similar to Jenny.

Matrix factorization (MF) is one of the methods in CF which gave the model
has the most effective result. MF minimizing a loss function for represents users and
items in high sparsity data in a lower-dimensional. For example, we have past usage
history of each user, which provides information about the rating data of each item, a

group of user u; , where n is the size, a group of item v; , where m is the size. So, we

can create matrix R = P x QT, that their product approximates R, where P is the size
of n,, and Q is the size of m; , as you can see in Figure 2.1. Since P has the same
number of rows as the user. Therefore, it can be used to find similar users and items

that users are more interested in, with scores based on the Equation (2.3).

r;=p; xQ" (2.3)

Total # movies = m

& QT

n

R |=P

U
b

Total # users

K m
Item
W X Y Z
A 45 | 20 al 12 | os W X Y Z
| 40 35 O 14 [ 09 X 1.5 1.2 1.0 0.8
m 5.0 2.0 m| 15 1.0 17 0.6 1.1 0.4
I
% < 35 | 40 | 10 <| 12 | o8 Item Matrix
Rating Matrix User Matrix

Figure 2.1 Matrix Factorization for Collaborative Filtering [10, 11]

For finding Matrix P and Q, use Gradient Descent to calculate with loss function of

Mean Square Error or as in Equation (2.4)
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1 ~
MSE = —¥i1(vi — 9)* (2.4)
There are various matrix factorization models that are commonly used:

2.1.1. Singular Value Decomposition (SVD)
SVD is a powerful technique for reducing dimensions. SVD of an

m X m matrix A can be calculated by using an Equation (2.5)

SVD(A) = URVT (2.5)

where U and V denote m X m and n X n orthogonal matrices, respectively,
> is the m X n singular orthogonal matrix with non-negative elements. You
can see the illustrate of SVD in Figure 2.2.

data matrix left singular diagonal of right singular
vectors singular values vectors
A U > vT

n n

r

u

m

Figure 2.2 Singular Value Decomposition [12]

2.1.2. Principal Component Analysis (PCA)

PCA is also an effective technique for downsizing and is a unique
method for factorization matrices. PCA is a statistical process that uses
orthogonal transformations to transform observation sets of related variables. It
can be a set of nonlinear variable values known as key components. The original
number of variables greater than or equal to the main components. This

transformation is defined in such a way that the linear projection of the high
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dimensional data in the sub-areas below, such as the variance retained is
maximized and the least square reconstruction error is minimized. The illustrate
of PCA is shown in the Figure 2.3.
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Figure 2.3 PCA analysis of a two-dimensional point cloud from
a combination of Gaussians. (ul and u2 are PCs) [13]

2.2. Neural Collaborative Filtering

Neural Collaborative Filtering (NCF) is the neural recommendation that
simulate the operation of Collaborative Filtering. It was created to settle the limitation
problem from Collaborative Filtering. Figure 2.4 shows an example illustrates MF’s

limitation.

Figure 2.4 An example illustrates MF’s limitation [2]
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From data matrix (a), us is more similar to u, than u,. However, in the latent space (b),
p4 is closer to p, than p;.

In the NCF's input layer, it uses only a binarized sparse vector with a one-hot
encoding of the identity of a user and an item to create a model to predict user ratings
as you can see in Figure 2.5. The next layer is embedding layer, which is a fully
connected layer. This layer is then projected the sparse representation to a dense vector.
Therefore, we get user and item embedding which can be seen as the latent vector for
user or item from this layer. After that, user and item embedding are fed into a multi-
layer neural architecture of Neural Collaborative Filtering layers. The multi-layer
neural architecture is then map the latent vectors to predict rating scores. The last layer,
the output layer, Equation 2.6 and 2.7 are used in order to predicts the rating score ¥,,;.
After that, minimizing the pointwise loss between Y,; and its target value Y,; for

training model.

yui = f(PTvLILJ' QTvillpl Qi @f) (26)

where vY , v! are the feature vectors that describe user u € U and item i € I,
respectively. P e RM*X @ e RN*K denoting the latent factor matrix for users and items

and, ©y is the model parameters of the interaction function f.

fFPTY!,QTv) = Goue (P (... P2(91 (P, QTV))...)) (2.7)

where ¢, and ¢, denoting the mapping function for the output layer and x-th neural

collaborative filtering (CF) layer, and there are X neural CF layers in total.
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Figure 2.5 Neural Collaborative Filtering framework [2]

Pointwise squared loss is then using to learn model parameters as Equation (2.8).

Lsgr = Z(u,i)eyuy— Wyi Vui — ?ui)z (2.8)

where denotes the set of observed interaction in Y, and -denotes the set of negative
instances of unobserved interactions, and w,; is the weight of training instance
(hyperparameter). Then, we need a probability method for learning the pointwise NCF
that constrains the output y,,; in the range of [0,1]. It can be achieved by utilizing a
probabilistic function as the activation function for the output layer out. The likelihood

function is defined as Equation 2.9
p¥,¥~IP,Q,05) = [wiey Vi) Hwpey-(1 — Juj) (2.9)
Then, taking the negative logarithm of the likelihood function by using Equation (2.10)
L= =Ywie log Yui — Xiey- log(1 — Juj)

= - Z(u,i)eyuy‘ yuilog Jui + (1 - yui)log(l = Yui) (2-10)

This is a function whose purpose is to reduce the size for NCF methods and the
optimization can be done by performing stochastic gradient descent (SGD).
In [2], they show that MF can be generalized under NCF framework by using a

multi-layer perceptron (MLP) to learn the user—item interaction function. Moreover,
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they combined MF and MLP under the NCF framework in order to create a new neural

matrix factorization model.

2.2.1. Generalized Matrix factorization (GMF)

MF is popular model in the recommender system and it allows NCF to
mock a large system of factorization models because MF being able to recover.
The obtained embedding vector can be seen as the latent vector of user (item).
The mapping function ¢ of the first neural CF layer can define as Equation 2.11.

d(Pw i) = pru O q; (2.11)

where the user latent vector p, be PTvY , item latent vector g; be Q7v/ and
© denotes the element-wise product of vectors. The vector is then projected to

the output layer by using Equation (2.12)

Vui = aout(hT(pu O qi)) (2.12)

where a,,; and h denote the activation function and edge weights of the output

layer, respectively.

2.2.2. Multi-Layer Perceptron (MLP)

In [2], they add hidden layers on the concatenated vector by using a
standard MLP to learn the interaction between user and item latent features. The
MLP model under their NCF framework is defined as Equation (2.13)

Pu

z1 = $1(pw, q1) = [qi],

$2(21) = a;(W5 z; + by),

¢(z1-1) = a,(W[ z;—1 + by),
Vui = U(hT¢L(ZL—1))v (2.13)

where ¢, W,, b,, and a, denote the mapping function, weight matrix, bias

vector, and activation function for the x-th layer’s percertron,respectively
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2.2.3. Fusion of GMF and MLP

From [2] solution, they fuse GMF and MLP under NCF framework by
sharing the same embedding layer and combine the outputs of their interaction
functions by using Equation (2.14). However, GMF and MLP must use the same

size of embeddings.
~ T Pu
Pui = o(hTa(py O i + W | '] + b)) (2.14)

Then, they allow GMF and MLP to learn separate embeddings, and
concatenating their last hidden layer in order to combine the two models.
Therefore, it has more flexibility to the fused model. Figure 2.6 is shown the

fused model.

Figure 2.6 Neural matrix factorization model [2]

The formulation of this model is given as Equation (2.15), (2.16) and (2.17).

GMF = p& O qf (2.15)

4

pMP = aL(WLT(aL—l(---aZ(WZT[ZLZ] +by)...)) +b,) (2.16)

GMF
Vui = U(hT[¢MLp]) (2.17)
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where p& and p)! denote the user embedding for GMF and MLP parts,

respectively, and the similar notations g¢ and ¢ for item embedding.

2.3.  Region Embedding

Region Embedding is a method that considers the relation between the
surrounding words and the middle word, target word, because the same word in each
position of the document should not have the equal weight and have the same meaning.
For example, if we have the document with the word ‘Apple’ that appears two times in
different. The first ‘Apple’ appears with the sentence ‘She likes to eat apple that is fruit
containing many vitamins’ at the beginning of the document. The second ‘Apple’
appears with the sentence ‘She bought a new phone, iPhone 11 that is the latest product

launched by Apple’ at the last of the same document, as shown in Figure 2.7.

Figure 2.7 The document with the word ‘Apple’ that appears two times

It shows that word 'Apple’ in different contexts has different meanings. That is, the first
‘Apple’ represents to the fruit, but the second ‘Apple’ represents to the company.
Therefore, it is necessary to consider the surrounding context words in that position.
Then, Region Embedding is developed and used in the following steps in order to find
what is the meaning of the word in each position. The First step is learning the

representations of the word as a small text region as shown in Figure 2.8.
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Figure 2.8 The word with a small text region

A region length of small text region can be calculated by using Equation (2.18).

r(i,c) = 2c + 1r, (2.18)

where w; stands for the i-th word of the document that starting from 0. For example,
r(4,2) is the sequence of ‘to eat apple that is’ of the sentence ‘She likes to eat apple
that is fruit containing many vitamins’ in the document. Then, using word embedding
to create a vector for each word in the region for represent the region and then, captures
relations among the words and the target in the region in order to create a weighted
matrix Local Context Unit (LCU), as shown in Figure 2.9.

Figure 2.9 A Local Context Unit

After that, each word embedding is then projected with the Local Context Unit of the
target word by element-wise multiplication as in Figure 2.10. Then, the result will let
us know what the is the meaning of the word in the region. Finally, summarize the
strength of each word together by max-pooling the output from the previous step

together. Then, we will get the Region Embedding vector that representing this region.
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Figure 2.10 Working principle of the example
2.4. Recurrent Neural Network (RNN)

Recurrent neural network (RNN) is the artificial neural networks that designed
to use with sequential task such as natural language processing (NLP), alphabetical
order, and time-series data, etc. RNN has a multi-layer which can store an information
in their node. Therefore, the model can receive data in the form of sequences and give
results in the form of sequences. The outputs from the previous node is used to be an
input in the next node. Between nodes in RNN there will be a hidden state, as shown in
Figure 2.11. Therefore, the same input can produce different output depending on their

previous inputs in the series.

Figure 2.11 An architecture of RNN
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From Figure 2.11, the activation a<*>and the output y<t>can be calculated by using
the Equation (2.19) and (2.20).

a<t” = g (Woqa<t"1> + W, x<*> + by) (2.19)
Y= = g,(Wyea™" + by) (2.20)

where Wyq, Wax, Wyq, bg, by are coefficients that are the same for each time and g;,
g are activation functions.

In the RNN model, the input can be any length because RNN uses previous data
as an input into the next node and the size of the model does not increase with the size
of the input. However, RNN still has problems with a long time to computation because
the input can be any length. The weight (W, Wy, W) are still using over and over
again to different items in the series. Moreover, it difficult to access information long
ago because RNN uses only the earlier information in the sequence to make a
prediction. Therefore, the gradient value will continually decrease while the data is
longer until we hardly see the change in the gradient. Then, the vanishing gradient
problem occurs.

2.4.1Deep Recurrent Neural Networks (Deep RNNSs)

RNN with single hidden layer is quite challenging to predict output
while the model does not have enough flexibility to model the different types of
interactions. Therefore, Deep RNNs was created to fix this problem by adding
more layers instead of using a single perceptron as shown in Figure 2.12. The
results from this mechanism are then more flexible because of the combination

of several simple layers.
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Figure 2.12 Architecture of a deep recurrent neural network [14]

2.4.2Bidirectional Recurrent Neural Networks (Bidirectional RNNSs)

In the traditional RNN, the model is unidirectional that use information
from the past to predict the future. However, some tasks like speech recognition,
handwriting recognition tasks, etc. need to look into the future to fix the past
because it is often necessary to know what will happen next in order to
understand the context and detect the present. Bidirectional RNNs are then
occurs and putting two independent RNINs together. Therefore, the networks are
fed the input sequence with normal time order, and reverse time order as shown

in Figure 2.13.

Figure 2.13 General Structure of Bidirectional
Recurrent Neural Networks [15]
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2.4.3Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) networks are a developed from
RNN in order to resolve the vanishing gradient problem. LSTM is especially
suitable for classifying, processing, and predicting time for a specified period of
time without knowing the duration. Back-propagation is using to train this

model. In the LSTM network, there are three gates as shown in Figure 2.14.

Figure 2.14 LSTM gates [16]
a) Input gate
This gate is used to find which value from input should be used to
fix the memory. It uses the Sigmoid function, Equation (2.21), to decide
which value to pass through 0,1 and use the tanh function, Equation (2.22),
to weight values passed through their priority decisions from -1 to 1.
ir = o(W; - [hey, x¢] + by) (2.21)
C, = tanh (W, - [he—q, x] + be) (2.22)

b) Forget gate
Forget gate is used to discover what details to be discarded from
the block by using Sigmoid function as Equation (2.23).
ft = oWy - [he—q, x¢] + by) (2.23)
The previous state (h;_;) and the content input(x,) are then used to outputs

the numbers which are 0 or 1 for each number in the cell state C;_;. The
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number 0 is means omit this number in the cell state and the number 1 is

means keep this number in the cell state.

c) Output gate
The input and memory of the block are used to calculate the output
by using Sigmoid function and tanh function as Equation (2.24) and
Equation (2.25).
0y = o(W, - [he—1, X1 + b,) (2.24)
h; = o; * tanh (C;) (2.25)

2.5. Attention Mechanism

In the recommendation system, if we have item sequence and we want to know
which items the user will rate in the future by using the information on the user’s past
preference, the previous recommendation tasks use RNN to predict it. However, RNN
still has a problem with the weight of each item in the sequence are equal which in fact
should not have equal weight. Therefore, attention is used to find for hidden relation in
the past preference.

Attention mechanism is one of the neural machine translations that used to fix
the problem from RNN. One of the network architectures of attention is the

Transformer, Figure 2.15, which has an encoder-decoder structure.

Figure 2.15 The Transformer — model architecture [6]
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The encoder uses input and output as feature vectors. These feature vectors store the
information representing the input in order to help the decoder to provide the closest
match to the actual input. Therefore, the feature vectors from the encoder side are
weighted according to the input before sending them to the decoder side. A set of
multiple vectors comes from weighting relation between query word and each word in
its context. After that, each vector in the decoder side receives different context vector
inputs according to the interest in each encoding context. The output of attention can
be calculated by using scaled dot-product as Equation (2.26) and compute multiple
attention weighted sums as Equation (2.27) and (2.28).

Attention(Q,K,V) = softmax(Q—\/I;_:)V (2.26)

whereq, k, v are denote query, keys and values respectively. Q, K, V is matrix of q, k,
v. The d; isdimension of vector k and softmax is softmax function that uses to obtain

the weights on the values .
head; = Attention(QW <, KWK, vw") (2.27)

MultiHead(Q ,K,V) = Concat(heady, ..., head,)W?° (2.28)

where h is number of head. It might be seen the output from attention as a sequence of
behavioral substitution, taking into account the effects of others in each latent space.

You can see the illustrate in Figure 2.16.

Figure 2.16 Attention model
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2.6. ATRank

Recently, ATRank is used attention in recommendation tasks by [8]. They
propose this model to preserve data integrity and avoid recommendations from
unrelated user behavior. The framework of this model is shown in Figure 2.17.

Figure 2.17 The framework for the ATRank behavior model [8]

ATRank is a framework for modeling user behavior based on attention. User behaviors
pass through various elements within the model. Each element performs a specific

function as follows:

a) Raw feature spaces

Raw feature spaces are used to separate behavior into groups of various

behavior groups.

b) Behavior embedding spaces

After dividing the behavior into different groups, the Behavior

embedding spaces is then using to embed raw features of user behaviors.

c) Latent semantic spaces

Latent semantic spaces are used to create connections between

behaviors and used for comparing behaviors.
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d) Self-attention layer

Self-attention is use in this model in order to capture relations between
behaviors , e.g. buy items, search keywords, click ads, use coupons, watch
videos offered by shops etc., in each semantic space of heterogeneous user
behaviors.

e) Vanilla attention

Vanilla attention is used in this model in order to create the context
vector that is relevant to the target user due to the embedding vector which is to

be predicted.

BERT4Rec

BERT4Rec is the model that uses to predict the next item which target user

prefer to. The illustrate of this model is shown in Figure 2.18.

Figure 2.18 BERT4Rec model architecture [7]

Attention is used in this model in order to weight items in the item sequence

based on the similarity level among the items. The Attention score, similar to the

similarity score, is then calculated to finding the similarity between the items on the

item’s sequence. Therefore, BERT4Rec can capture inner-relation between items and

it can use that inner-relation to predict the next item.
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It can be seen that the related works that mention in this chapter, except for CF
and NCF, are also content-based filtering which use only past preference of target user
to predict rating. Even though in the attention, ATRank and BERT4Rec, are not the
same weight on their items in the sequence, but they do not consider the latent relations
in the sequence of users and items. And because of their works do not consider the
sequence in term of collaborative filtering, the information from users’ neighbor do not
use to predict rating for the target user. Therefore, the prediction results are not diverse.
Then, we would like to consider the information from neighbors which is a
collaborative filtering method in order to resolve these problems and make predictive
more various results. Moreover, we capture inner latent features between users and
items in the sequence by utilizing LCU. Then, utilize attention in order to personalized
target user's neighbor. So, our target user's neighbor will have a different important

level of the different target users.



CHAPTER 3
METHODOLOGY

In this chapter, we will explain the proposed method for predicting the rating
score of the target item v; € Item for the target user u; € User. We divide our
proposed method into two main parts. The first part presents the method that uses to
personalize rating predictions by applying a Region Embedding with Local Context
Unit (LCU). The second part presents the method that differentiates among target users

by applying Attention.

3.1. Personalized Rating Predictions

We first present the personalized rating prediction method, which proposes to
capture and extract latent relation in the historical sequence of users and items by
applying Region Embedding with the Local Context Unit in order to utilize that latent
relation for personalized rating predictions. This part comprises six steps which are
create a user and item embeddings, create Local Context Units, project embeddings
with Local Context Units, find rating scores of neighbors, compute a rating score of the
target user, and finally feed into a fully connected layer. Figure 3.1 is shown the model

architecture of this part.

Figure 3.1 Model Architecture without Attention
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3.1.1. Create User and Item Embeddings

At first, we define the sequence of items rated by u;’s neighbor (i.e., n;)
as user historical sequence uhs,, € UHS (as shown in Table 1.1 and 1.2) and
define the sequence of users who have rated on target item v; as item historical

sequence ihs,, € IHS (asshown in Table 1.3 and 1.4). We define ;s neighbor
ng € ihsvj as a user who has rated on target item v; at the kth order in the ihsvj.

Next, we create user neighbor’s embedding by looking up in user embedding
matrix E, € RIUseTl¥e \where e is the embedding size, that comes from user
historical sequence. In the same way, we create item’s embedding by looking
up in item embedding matrix E; € R!"t¢™*¢ that comes from item historical
sequence. Therefore, we will get the user neighbor’s embedding as illustrates in

Figure 3.2 and the item embedding as illustrate in Figure 3.3 from this step.

Figure 3.2 User Neighbor’s Embedding
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Figure 3.3 Item Embedding
3.1.2. Create Local Context Unit

We create two types of Local Context Unit in order to find latent relation
from the historical sequence of users and items. We create Item-User Local

Context Unit Kw;m) which is a weighting matrix that each column shows an
important level on how surrounding users affect, have a latent relation, to the
u;s’ neighbor n;, who has rated on target item v; from ihs,,].. And we create
User-ltem Local Context Unit K which is a weighting matrix that each

column shows an important level on how surrounding items affect to target item
v; rated by n, from uhs,, . For the target item v;, we create K for every
ny in ihs, . For example, we assume that target item is Titanic. As you can see
in Table 1.3, Titanic has 5 neighbors n;, who have rated on it. So, we create
Knew)) by looking up in uhs,, to find Local Context Unit of target item v; for
each uhs,, . It means that, if u;’s neighbor n; are Sara and Amy, we will find
Local Context Unit of TitaniC vrignic iN uhSsqrq and uhsg,y,, by selecting
Local Context Unit of Sara and Amy from the user historical sequence uhsgg,
of Sara and uhs,,, of Amy. After this step complete, we will get item-user

Local Context Unit Kw;ny) as shown in Figure 5 and User-ltem Local Context

Unit Kayw)) @S shown in Figure 6.
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Figure 3.4 Item-User Local Context Unit

Figure 3.5 User-Item Local Context Unit

3.1.3. Project Embedding with Local Context Unit

After K and Knv;) are created, in order to find user n; profile
(i.e., pn,), we would like to project user characteristics with latent features
surrounding that user. Therefore, we use an element-wise multiplication
between user n;, embedding (i.e., e, ) and Item-User Local Context Unit

Kw;mo by using Equation (3.1) .You can see the illustrated in Figure 3.6. In the
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same way, in order to find item v; profile on sequence of neighbor n, (i.e.,

v, ), we would like to project item characteristics with latent features
Nk

surrounding that item. Therefore, we use an element-wise multiplication

between item v; embedding (i.e., e,,j) and User-ltem Local Context Unit

Knew)) by using Equation (3.2) as illustrated by Figure 3.7.

pnk = K(vj,nk) @ enk (31)

Figure 3.6 Find User Profile

qvjnk = K(nk,vj) @ e‘Uj (32)
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Figure 3.7 Find Item Profile

After we finish this step, we will get user profile p,, that shows the
representation of n; under the item v;’s historical sequence and get item profile

. that represents characteristics of target item in term of u;’s neighbor ny, .

3.1.4. Find Rating Scores of Neighbors
After we have got the user profile and item profile which have
considered the latent features from the previous step, we will create a rating

score for each neighbor by using these profiles.

According to Neural Collaborative Filtering concept, rating score of

each u;’s neighbor toward target item v; (i.e., Tnk,v,-) is computed from user

profile p,, and item profile Tvj, by using an element-wise multiplication as
k

Equation (3.3). The illustrate of this step is shown by Figure 3.8.

rnk,vj = pnk @ qvjnk (33)



33

Figure 3.8 Find Rating Score of Neighbors.
3.1.5. Compute Rating Score of Target User

After we have rating scores of each neighbor, we then compute rating
score for the target user. Inspired by rating prediction equation of Collaborative
filtering which calculated rating score by using the summation of rating score
from all neighbors of the target user. Therefore, we compute a rating score
vector of target movie v; for target user u; (i.e., R(ui,vj)) by applying max-
pooling operation on all Trgv; for all the neighbors n, of the target user u;

toward the target item v;. It can be computed by using Equation (3.4) and the

illustration of this step is shown in Figure 3.9.

R(ui,vj) = max ([Tno,v,- i) = Tgn_1v; rnm,vj]) ;mis number of ny, (3.4)
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Figure 3.9 Compute Rating Score of Target User.

3.1.6. Prediction Rating Score Scalar
Finally, we would like to learn a rating score vector to be a rating score

scalar. So, we feed Reuyw)) of the target user u; into the fully connected layer to

predict the rating score output y(ui,,,j) of the target item v; as Equation (3.5).

y(ui,vj) = O-(W ’ R(ui,vj) + b) (35)

where W and b are the weight matrix and bias, respectively, and o is the

sigmoid function of the output layer. We illustrated this step by Figure 3.10.
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Figure 3.10 Feed into Fully Connected Layer
3.2. Differentiate among Target Users by Applying Attention

Because of output rating from 3.1 did not serve for a personalized
recommendation. Therefore, different target users will receive the same rating score on
the same target item because users’ neighbors of these target users are the same. For
example, if the model predicts a rating score of Titanic for Susan and Alice, both of
them will receive the same rating score. Because the model of Susan and Alice have

the same neighbor (Sara, Joy, Amy, Paula, Jenny) as shown in Figure3.11.

Figure 3.11 A list of neighbors personalized without Attention
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They have the same neighbor embeddings and same Local Context Units, so these
models predict the same result. Therefore, we would like to differentiate among target
users by applying Attention. Transformer proposed by [1] in Attention is applied in our

work by including a sequence of the user who has rated on the target item ihs,,j.

Therefore, the output from the Transformer is a list of neighbors personalized by each
target user where each target user is the query. In other word, when we put different
queries or different target users into the Transformer, you will get a different list of
neighbors. Now, we get a list of neighbors according to each target users’ perspective.

The model architecture with attention is shown in Figure 3.12.

Figure 3.12 Model architecture with Attention
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This model has the same working as the model in Figure 3.1 besides the attention in the
first layer of the model. Therefore, if the model predicts the rating score of Titanic for
Susan and Alice, as shown in Figure 3.13, neighbors of Susan and Alice are now

different, as shown in Figure 3.13.

Figure 3.13 A list of neighbors personalized by using Attention

The neighbors of Susan and Alice will have a different attention score based on the
target user. Neighbors of Susan are Sarag,sqn, JOVsusan» AMYsusan, Paulag,sqn and
Jennyg,san @and neighbors of Alice are Saragice, JOYVatices AMYatices Paulaygce and
Jennyic.. Each neighbor has its own attention score and this attention score is similar
to the similarity score between the neighbor and the target user. Therefore, when we
input neighbors into the encoding side and input query user, i.e. target user into the
decoding side, then the model generates the new neighbors that personalize to each

target user.



CHAPTER 4
EXPERIMENTAL EVALUATION

In this chapter, we will prove our two assumption points. First, we believe that
user historical sequence and item historical sequence both have important latent
relations inside that can affect to user preference. So, we propose a new method that
captures relation inside both sequences and we will compare experimental results of
our proposed model with Neural Collaborative Filtering (NCF) that does not use and
consider latent relation in both user historical sequence and item historical sequence.
Second, we apply attention to our proposed method in order to find personalized target
users’ neighbors because the method without attention did not serve for a personalized
recommendation. So, we will compare the result between the model that applies
attention and model that do not apply attention. Therefore, the organization of this
chapter is as follows. First, the details of the datasets that are used in these experiments
are explained. Second, evaluation metrics in these experiments are introduced including
NDCG@K and HitRate@K. Finally, experiment results between the proposed method
and NCF and between the model with attention and model without attention are

compared.

4.1. Datasets

The dataset that we use in our experiment is MovieLens. MovielLens is a public
movie rating dataset provided by GroupLens organization. This dataset has been widely
used to evaluate the collaborative filtering method. The dataset has many versions. The
version that we use in this experiment is ml-latest-small. It contains 9,000 movies, 600
users, and 100,000 ratings with a rating range of 0.5 to 5. This dataset consists of four
columns which are userld, movield, rating, and timestamp. The sample of the ml-latest-
small dataset is shown in Table 4.1. The first record means userld 1 rated
movield 47 with rating 5.0 at timestamp 964983815.
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Table 4.1 The sample of MovielLens dataset

userld movield rating timestamp
1 47 5.0 964983815
1 70 3.0 964982400
1 110 4.0 964982176
2 47 4.0 964984041
2 110 5.0 964984100
3 70 3.0 964983500

For data preprocessing, we first split the data into 60 percent for the training set
and 40 percent for test set in order to train and test the model. Our proposed method
considers both user historical sequence and item historical sequence. So, we prepare
user historical sequence for each user by extract all items rated by that user and
ascending sort these items by timestamp. In the same way, we prepare item historical
sequence by extract all raters of the item and ascending sort these raters by timestamp.
Table 4.2 shows user historical sequences and item historical sequences that create from

sample data in Table 4.1.

Table 4.2 User historical sequence and Item historical sequence

userld User historical movield Item historical
sequence sequence
1 110, 70, 47 47 1,2
2 47,110 70 1,3
3 70 110 1,2

The original data is very sparse. Most users interact with few items and most
items are interacted by a few users. Since sparse data make the model more difficult to
evaluate, we filter the dataset by choosing only the user who has at least 20 interactions
and choosing only the movie which has at least 20 interactions. The characteristics of

the dataset after preprocessing are summarized in Table 4.3.
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Table 4.3 The characteristics of the dataset

Number of users 478
Number of items 789
Number of interactions 46784
Number of rating 10
Rating range 0.5-5
Max user historical 220
sequence

Max item historical 186
sequence

4.2. Evaluation Metrics

In this section, we will present evaluation metrics that evaluate our model. To
compare the efficiency, we choose Normalized Discounted Cumulative Gain
(NDCG@K) and HitRate@K. These two-evaluation metrics can be described as

follows.

4.2.1. NDCG@K

NDCG@K measures the ranking efficiency of the model. NDCG@K
considers not only predicted rating scores but also the order of items in the
recommendation list predicted from the model. The highly relevant item could
rank in the topper rank than the lowly relevant item. If the model has high
NDCG value, it means that model has high efficiency in item ranking. Let
K denotes the top number of items on the recommendation list and U denotes
the user set. NDCG@K can be computed as Equation(4.1).

DCGyk
IDCGyp

NDCG@K = Y ey (4.1)

where DCG,, is Discounted Cumulative Gain of user u for top k items. DCG,,
can be computed as Equation(4.2), and IDCG,,; denotes ideal discounted
cumulative gain which is highest DCG value among the possible ranked item

list. IDCG,,, can be computed as Equation(4.3).
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. k Zreli_l
DCGyr = Li=1 log, (i+1)

(4.2)
Kk Zreli_l

IDCGye = i=110g,(i+1)

(4.3)

where i is rank index of items in top K and rel; is actual rating score of items

at rank i in top K recommendation list.

Table 4.4 Actual rating and Predicted rating of target user u

Item Actual rating Predicted rating
9 2 3
10 5 4
13 1 1
15 3 3
17 3 3
20 3 5

To clarify more about NDCG@K, for target user u, let Table 4.4 be
actual rating and predicted rating of target user w. First, actual items are
descending sorted by their actual ratings and predicted items are descending
sorted by their predicted ratings. Let K = 3, Top three actual items that have
highest actual rating are selected to actual rank item. In the same way, predicted
items that have highest predicted rating are selected to predicted rank item as

shown in Table 4.5.

Table 4.5 Sorted actual rating and predicted rating of target user u

Sorted actual Sorted Sorted predicted Sorted predicted
item actual rating item rating
10 5 20 5
15 3 10 4
20 3 9 3
17 3 15 3
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Sorted actual Sorted Sorted predicted Sorted predicted
item actual rating item rating
9 2 17 3
13 1 13 1

To compute NDCG@K, we need to find predicted rank rating and actual
rank rating. For predicted rank rating, we loop in actual rank item. From
Table 4.6, first item in actual rank item is item 10, we search in predicted rank
item to find the position of item 10. The position of item 10 in predicted rank
item is position two. Backing to actual rank item, we bring the rating of actual
rank item at position two to be predicted rank rating. The rating of actual rank
item at position two is rating 3, so, rating 3 is brought to be predicted rank rating
of item 20. If there is actual item in actual rank item that is not in predicted rank
item, we will set predicted rank rating at that position to 0. Item 15 is not in
predicted rank item, so, set predicted rank rating in position two to 0. After loop
all actual rank item, the predicted rank rating of item 20, 10, 9 are 3, 0, 5
respectively. For actual rank rating, actual rating is commonly bring to actual
rank rating. The actual rank rating and predicted rank rating are shown in
Table 4.7.

Table 4.6 Actual rank item and Predicted rank item of target user u

Actl_JaI rank Actual rating Predi_cted rank Predicted rating
item item
10 5 20 5
15 3 10 4
20 3 9 3
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Table 4.7 Actual rank rating and Predicted rank rating of target user u

Actl_JaI rank Actua! rank Predi_cted rank Predictgd rank
item rating item rating
10 5 20 3
15 3 10 0
20 3 9 5

Apart from predicted rank rating and actual rank rating, rank index is
also used to compute DCG, 3 and IDCG,,5. Rank index is rank number of items
in top K recommendation list. If same ratings appear more than one, rank index

of those same rating will assign in the same rank as shown in Table 4.8.

Table 4.8 Rank index of items in Top K recommendation list

Actual rating 5 3 3

Rank Index 1 2 2

Lastly, predicted rank rating and rank index are used to compute DCG,,3
while actual rank rating and rank index are used to compute /IDCG,,; as shown

in Figure 4.1

= 26.55

3 0 5
DCG,,3=]2’1 L2212

0g,(1+1) log,(2+1) log,(2+1)

)

IDCG, = 2= + 2=+ 2=l = 3983

021D | Toga(2+D) | Togo(2tD)
_ DCGy _ 3098 _
NDGCH_%_JDCG“3 3983 0.67

Figure 4.1 NDCG@3 Computation

Noted that the value of NDCG are in range of 0 to 1, a higher value of
NDCG indicates better performance of model ranking.

4.2.2. HitRate@K

HitRate@K measure efficiency of model prediction. Let K denotes the
number of items on the recommendation list. If predicted item in top K
recommendation list are rated by target user, we consider that item is a hit.

HitRate@K consider only a hit of predicted item. It does not consider order of
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predicted item like NDCG@K. We apply cut off rating threshold to HitRate@K
in order to calculate only item that have rating more than cut off rating threshold,
because higher rating indicates more user interest and we do not focus on low

rating.

Table 4.9 Actual rating and Predicted rating of target user u

Item Actual rating Predicted rating
9 2 3
10 5 4
13 1 1
15 3 3
17 3 3
20 3 5

To compute HitRate@K for target user u, let Table 4.9 be actual rating
and predicted rating of target user u. First, we descending sort actual item and
predicted item by actual rating and predicted rating respectively. Let K = 3, we
selected only top three items which have highest rating from both actual item

and predicted item as shown in Table 4.10.

Table 4.10 Sorted actual rating and predicted rating of target user u

Sorte_:d actual Sorted_actual Sorted_ predicted | Sorted p_redicted
item rating item rating
10 5 20 5
15 3 10 4
20 3 9 3
17 3 15 3
9 2 17 3
13 1 13 1

Next, we loop in actual item, if actual item appears in predicted rank

item, it is a hit. Let 1 means actual item hits in predicted rank item and 0 means
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actual item does not hit in predicted rank item. After finding all items in actual
item, we compute HitRate@3 by averaging of all hits value together as shown
in Table 4.11.

Table 4.11 HitRate@3 Computation

Sorted actual item Hits
10 1
15 0
20 1
i 2
Hit rate . — 0.67

4.3. Experimental Results

For parameter settings, we used the region size of 7 and we also added a zero
padding of length 3 to both the head and tail of each user historical sequence and item
historical sequence. The embedding size is 16, the batch size is 64 and the learning rate
is 0.0001. We used the Adam as the optimizer and the L2 as the regularizer.

Our proposed method has two assumptions. First, in our opinion, sequence
around the target user and sequence around the target item have some important latent
relations. We proposed a method applying Region Embedding that able to extract latent
relations from user historical sequence and item historical sequence. To evaluate this
assumption, we will compare experimental results with Neural Collaborative Filtering
(NCF) that do not consider latent relations in both user historical sequence and item
historical sequence. Second, we apply attention to personalize neighbors for each target
user in order to serve for personalized recommendations. To evaluate this second
assumption, we will compare the results between our proposed model with attention
and our proposed model without attention. These three methods, a proposed method, a
proposed method without attention, and NCF are implemented on the same dataset to
avoid bias. We vary Top-K recommendation lists to 3, 5, and 10. The experimental

results are shown in the following.
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Table 4.12 Comparison of NDCG@K [3,5,10] on the proposed method, the proposed
method without attention and NCF

NDCG@K
Model
K=3 K=5 K=10
The proposed method 0.675269 0.717785 0.766534
The proposed method 0.664182 0.688507 0.725360
without attention
NCF 0.658600 0.674100 0.706900

Table 4.13 Comparison of HitRate @K [3,5,10/ on the proposed method, the proposed

method without attention, and NCF

HitRate@K
Model
K=3 K=5 K=10
The proposed method 0.503972 0.526275 0.605291
The proposed method 0.481094 0.501176 0.577592
without attention
NCF 0.460500 0.487800 0.550300




Figure 4.2 Comparison of NDCG@K [3, 5, 10] on the proposed method,
the proposed method without attention and NCF

Figure 4.3 Comparison of HitRate@K [3, 5, 10/ on the proposed method,
the proposed method without attention and NCF

47
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Table 4.12 and Figure 4.2 show a comparison of NDCG@K on the proposed
method. The model that has the highest NDCG@K is the proposed method, the
proposed method without attention and NCF respectively.

Table 4.13 and Figure 4.3 show a comparison of HitRate@K on the proposed
method. The model that has the highest HitRate@K is the proposed method, the
proposed method without attention and NCF respectively.

Results of NDCG@K and HitRate@K show that the performance of our
proposed method and our proposed method without attention are all higher than NCF
because our proposed method captures latent relations in both user historical sequence
and item historical sequence but NCF does not consider any historical sequences. For
efficiency of attention, our proposed method that applies attention gain higher
NDCG@K and HitRate@K than our proposed method that does not apply attention

because attention personalizes neighbors for each target user.



CHAPTER 5
CONCLUSION

5.1. Conclusion

Attention-based recommender systems by applying Region Embedding is
proposed to capture and extract latent relation in the historical sequence of users and
items by applying Region Embedding with the Local Context Unit in order to utilize
that latent relation for personalized rating predictions. Moreover, we apply Attention to
our work in order to differentiate among target users. Then, compare experimental
results with NCF, which does not consider the user relation and item relation in the
sequence. From the experimental results, it can be concluded that the proposed method
which considers latent relation in the historical sequence of users and items is better
than NCF. And because we find an important level between users’ neighbors and target
users by utilizing Attention, so the model with Attention is better than the model

without Attention.
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Background and Rationale

In the present, the internet has many social roles. We can observe from the
number of activities happening on social networks such as shopping, watching movie,
listening to music, updating news, etc. These activities make things more convenient
for users, as a result, the number of users who use these activities is increased
dramatically. Then, many entrepreneurs try to find a way that users can easily access to
their own interests, but each user has a wide range of preferences and product data are
extensive and complex. Therefore, recommender system has been developed to find

what users are mostly interested in and recommend it to other users.

Collaborative Filtering is one of the popular methods in the recommender
system. This method creates recommendations by exploiting preference data from other
users who are similar to a target user and predicting rating scores for that target user.

For example, predicting rating scores of unseen movies for a target user, Collaborative
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Filtering utilizes movie history of other users and that target user to find the similarity
of users’ preference. It then uses the opinion of the similar users to predict rating scores
for that target user. Collaborative Filtering has many approaches such as using matrix

factorization [5], using neural network [8], or using context information [6].

The main point of Recommender Systems is finding latent relations among
users and items to increase recommendation performance. Many collaborative filtering
methods utilize historical relation of a user or item in order to find similarity between
either a pair of users or a pair of items. However, they do not consider the order of these
historical sequences. In our opinion, historical sequence has important latent relation
inside, not only historical relation of users or items but also order of these historical
sequences can be used to find latent preference of users. Historical sequence in
recommendation area can be divided into 2 types. Firstly, in term of a target user,
system will consider the sequence of items that rated by that target user. Secondly, in
term of target item, system will consider the sequence of users who have rated on that

target item.

Table 1: User historical sequence of Amy and Sara

Amy
Rating 2 1 3 5 4
Movie | LalLaland | Romeo Juliet| 50 first dates Titanic Me before
you
Sara
Rating 5 4 4 1 2
Movie Titanic Peter Pan Winnie the Ted Annabelle

Pooh

Table 1 shows sequence in term of a target user. In this table, there are 2 target
users, Amy and Sara. Both of them rate Titanic (target item) with 5 score but movie
sequence of them are different. Amy rates Titanic in the fourth order and Sara rates
Titanic in the first order. Because Titanic is rated on different orders in movie sequence
of Amy and Sara, movies around it should be different. As shown in Table 1, movies
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around Titanic in the movie sequence of Amy are the romantic movie as Titanic,
whereas movies around Titanic in the movie sequence of Sara are cartoon movies.
Therefore, Titanic rated by Amy and Titanic rated by Sara must be different because
their movie sequences are different, even though it got the same rating score from Amy
and Sara. It can be concluded that the order of movies in the historical sequence

indicates users’ interest and relation among these movies.

Table 2: Item historical sequence of Titanic and Avengers

Titanic
Rating 5 3 1 5 4
User Sara Joy Amy Paula Jenny
Avengers
Rating 3 1 5 2 5
User Robert David Sara John Paul

Table 2 shows sequences in term of target items. In this table, there are 2 target
items, Titanic and Avengers. Both of them are rated by Sara (target user) with 5 score
but their user sequences are different. Titanic is rated by Sara in the first order and
Avengers is rated by Sara in the third order. Because Sara rates on different orders in
user sequences of Titanic and Avengers, users around her should be different. As shown
in Table 2, users around Sara in user sequences of Titanic are the same women as Sara,
whereas users around Sara in user sequences of Avengers are men. Therefore, Sara
rating Titanic and Sara rating Avengers must be different because their user sequences
are different, even though Sara rates the same rating score on these movies. It can be
concluded that the order of users in the historical sequence indicate user characteristic

of user groups for these movies and relation among these users.

The order consideration is often used in Natural Language Processing (NLP)
because the order of words in the sentence has meaning. Moreover, the relation between
words and words around the target word, i.e., context word, also have meaning too.
Region Embedding is then introduced to capture that relation by using Local Context
Unit (LCU). Local Context Unit is a weighting matrix that captures the interactions
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between a word and its neighbors in a text region [3]. Recently, Local Context Unit is
applied to Recommendation work. For example, Local Context Unit is utilized in users’

review for extracting context from review data and uses it to create a predictive model

[7].

In this work, we propose a new recommendation method that is able to capture
and extract latent relation in historical sequence of users and items by applying Region
Embedding with the Local Context Unit in order to utilize that latent relation for

personalized rating predictions. We explain this method in Figure 1.

Figure 1 Model Architecture without Attention

For predicting rating score of target item v; € Item for target user u; € User,
we first create item historical sequence ihsvj € IHS (as shown in Table 2) that is the
sequence of users who have rated on target item v; and create user historical sequence
uhs,, € UHS (asshown in Table 1) that is the sequence of items rated by u;s’ neighbor

(i.e., ng). We define u;s’ neighbor n;, € ihs,,]. as a user who has rated on target item v;
at the kth order in the ihs,,j. To find latent relation from historical sequence of users

and items, we create 2 types of Local Context Unit. From ihs,, , we create Item-User
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Local Context Unit K which is a weighting matrix that each column shows an

important level on how surrounding users affect to the u;s’ neighbor n;, who has rated

on target item v; while from uhs,, , we create User-ltem Local Context Unit Knew))

which is a weighting matrix that each column shows an important level on how
surrounding items affect to target item v; rated by n,.. For the target item v;, we create

K for every ny, in thsy,. For example, we assume that target item is Titanic. As

you can see in Table 2, Titanic has 5 neighbors n,, who have rated on it. So, we create

K(nk,vj) by looking up in uhsy, to find Local Context Unit of target item v; for each

uhs,, . For example, if n; are Sara and Amy, we will look up in the user historical
sequence of Sara uhsg,,, and user historical sequence of Amy uhs .y, to find Local

Context Unit of Titanic vritgnic IN UhSsgrq aNd Uhs 4y, , respectively. After K
and Knyv;) are created, in order to find user ny profile (i.e., p,, ), we would like to

project user characteristics with latent features surrounding that user. Therefore, we use
an element-wise multiplication between user n, embedding (i.e., e,,) and Item-User

Local Context Unit K, mp by using Equation 1. In the same way, in order to find item

v; profile on sequence of neighbor n; (i.e., v, ), we would like to project item
Nk

characteristics with latent features surrounding that item. Therefore, we use an element-

wise multiplication between item v; embedding (i.e., e,,j) and User-Item Local Context

Unit K, ) by using Equation 2.
pnk = K(vj,nk) @ eTLk (l)
CI‘ank = K(le,vj) @ evj (2)

According to Neural Collaborative Filtering concept, rating score of each u;s’

neighbor toward target item v; (i.e., rnk_v].) is computed from user profile p,,, and item

profile Tv;, by using an element-wise multiplication as Equation 3.
k

Tnk,vj = ple O qvjnk (3)

Since rating prediction equation of collaborative filtering is the summation of

rating score from all neighbors of target user, so we compute rating score of target
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movie v; for target user u; (i.e., R(ui,,,j)) by applying max-pooling operation on all
Trgv; for all the neighbors n;, of target user u; toward target item v;. It can be expressed

as Equation 4.

R(ui,vj) = max ([Tno,v,- Taywj o Ty rnm,vj]) ;mis number of n,  (4)

Finally, we would like to learn a rating score vector to be a rating score scalar.

So, we feed Reuyw)) into the fully connected layer to predict the rating score output

Vv Of target item v; for target user u; as Equation 5.
y(ui,vj) = O-(W ’ R(ui,vj) + b) (5)

where W and b are the weight matrix and bias, respectively, and o is the sigmoid

function of the output layer.

We show an example of predicting rating score of target item Titanic vy;tqnic
to target user Hwain uy,,qin- Firstly, we create Hwain historical sequence uhsy,,qin
and Titanic historical sequence ihStitanic- From Table 2, users who rate Titanic are
Sara, Joy, Amy, Paula and Jenny. These users will be neighbors of Hwain. Next, for
each neighbor such as Joy, we create Item-User Local Context Unit K¢, . Joy) by
finding Local Context Unit of Joy in historical sequence of Titanic ihSyitqnic- In
contrast, we create User-ltem Local Context Unit Koy writanic) by finding Local
Context Unit of Titanic in historical sequence of Joy uhsj,, . After creating
Kwriramion Joy) and K(n]oy,,,nmnic) of every neighbors of Hwain ug,,4in, We will create
Joy profile p;,, by using an element-wise multiplication between Item-User Local
Context Unit K (7itanic,joy) and Joy embedding vector e, as Equation 1 and we will
find Titanic profile on the sequence of Joy Aritanicy,y by using an element-wise
between User-Item Local Context Unit Ky ritanic) and Titanic embedding ez;¢qnic as
Equation 2. Next, the model computes rating score of Joy toward Titanic by element-

wise multiplying Joy profile p,,, and Titanic profile on sequence of Joy Aritanicyoy-

After obtaining rating scores of all neighbors of Hwain, the model applies max pooling

operation to all of rating scores in order to summarize rating scores from all of the
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neighbors. Finally, rating score is fed into fully connected layers to calculate rating

score output of Titanic for Hwain.

Figure 2 Model architecture with Attention
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Figure 3 Model Architecture of Transformer Attention

Unfortunately, output rating from this method did not serve for personalized
recommendation. It means that if the model predicts rating score of Titanic for different
target users, these different target users will receive the same rating score because users’
neighbors of these target users are the same. For example, if model predict rating score
of Titanic for Susan and Alice, both of them will receive the same rating score. Because
model of Susan and Alice have same neighbor embeddings (Sara, Joy, Amy, Paula,
Jenny) and same Local Context Units, so these models predict the same result.
Therefore, we also propose method to solve this problem by applying Attention.
Attention is a work that is widely used in Machine Translation to weight word that most
similar to query word. For recommendation works, attention is used to weight item that
user should have interested most [4] or is used to model user behavior based on users’
interest [2]. In our work, we would like to differentiate among target users by applying
attention. Transformer proposed by [1] in attention is applied in our work by including

sequence of user who have rated on target item thsy, instead of word as shown in

Figure 3. Therefore, the output from Transformer is a list of neighbors personalized by
each target user where each target user is the query. In other word, when we put
different query or different target user into the transformer, you will get different list of
neighbors. Now, we get list of neighbors according to each target users’ perspective.
The model architecture with attention is shown in Figure 2. This model has the same
working as the model in Figure 1 besides the attention in the first layer of model.
Therefore, from above example, neighbors of Susan and Alice are now different.
Neighbors of Susan are Sarags,san, JOYVsusan» AMYsusan, Paulasysan and Jennys,can
and neighbors of Alice are Saragjice, J0Yatice» AMYajice, Paulayice and Jennyjice -
We input neighbors into encoding side and input query user i.e., target user into
decoding side, then the model generates the new neighbors that personalize to each

target user.

Objectives

1. To propose a new recommendation method that is able to captures relation in
historical sequence of target user and target item by applying region embedding.
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Moreover, this new method is able to find personalized target users’ neighbors
by applying attention on target item sequence.

2. To compare the efficiency of our method with previous method on NDCG@K
and HitRate@K.

Scope

1. Use publicly available datasets from MovielLens dataset that is not more than
1,000,000 ratings, 4,000 movies and 6,000 users. The lowest rating score is 0.5
and the highest rating score is 5.0

2. Use value of rating in the range 1-5.

3. Predict only movie products.

4. Compare experimental results with the research of Xiangnan He, Lizi Liao,
Hanwang Zhang, Ligiang Nie, Xia Hu, and Tat-Seng Chua in Neural

Collaborative Filtering.

Project Activities

A. Study Plan

1. Study related works.

Analyze previous problems.
Design new methods for solving problems.
Analyze the proposed methods.
Develop the proposed methods.
Measure NDCG@K and HitRate@K of the proposed methods.
Experiment and compare the results.

Analyze the results.

© 0o N o g Bk~ w DN

Prepare project documentation.



B. Study Period

Timeline of Research Activities
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Procedure

2019

2020

1. Study related works.

2. Analyze previous
problems.

Aug | Sep | Oct | Nov

3. Design new methods for
solving problems.

4. Analyze the proposed
methods.

5. Develop the proposed
methods.

6. Measure NDCG@K and
HitRate@K of the
proposed methods.

7. Experiment and compare
the results.

8. Analyze the results.

9. Prepare project
documentation.
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Benefits
A. In terms of knowledge and experience to the students
1. Gain knowledge and understanding of the process of implementing the
system.
2. Practice analytical skill, working methodology, responsibility for work.
3. Gain knowledge about various models to create a recommendation
system method.
4. Gain knowledge of programming and system development.
B. Knowledge and understanding that leads to solving problems of society or

environment

1. Create an appropriate model for predicting movie ratings with more
accuracy than previous methods.

2. Reduce errors from inaccurate recommendations from previous
methods.

3. Recommend things that meet user expectation.

Equipment
A. Hardware
e Computer with Microsoft Windows 10 Intel(R) Core(TM) 15 1.80 GHz,
Ram 8 GB,
e Computer with Microsoft Windows 10 Intel(R) Core(TM) 17 2.20 GHz,
Ram 8 GB,
B. Software
e Python library for data processing and machine learning such as numpy,
scipy, pandas
e Google Colab
e Visual Studio Code version 1.39.0
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Budget
1. SSD1TB 1 piece 4590 Baht
2. SSD 500 GB 1 piece 2000 Baht
3. Ram 16 GB 1 piece 3000 Baht
4. Micro SD 64 GB 1 piece 410 Baht

Total 10000 Baht

Note: Budget may change as appropriate.
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