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CHAPTER I

INTRODUCTION

1.1 Motivation

A printed circuit board (PCB) plays an important role in modern times [1]. PCBs

are boards used to connect electronic devices and are essential parts of various electronic

products in everyday life, such as air conditioners, televisions, refrigerators, computers,

and mobile phones. Because of the high demand of these electronic products, the demand

of PCBs increases rapidly at present. It is therefore no surprise that the PCB production

has become a competitive market [2]. Almost all PCB manufacturers are encountering

the challenge of enhancing production efficiency to deal with the intense competition. In

every aspect of production, the productiveness and cost are important points. Hence,

every PCB manufacturer aims to reduce the manufacturing cost and to maximize the

efficiency of production machines.

In accordance with the number of layers, PCBs can be characterized into three

types as single-layer PCBs, double-layer PCBs, and multi-layer PCBs. Figure 1.1 shows

each type of PCBs. Single-layer PCBs have just one layer of base material and consist

of circuits and electronic components on the only single side. They are mostly used in

simple circuitry, such as calculators, radios, and printers. In double-layer PCBs, the

circuit pattern is available on both sides. This type of PCBs is mostly used in industrial

control, converter, and LED lighting. The multi-layer PCBs expand the technology used

in double-layer boards. This PCB type has more than two layers. It is very complex

and used in large applications like satellite systems, GPS technology, medical equipment,

data storage, and computers. Each PCB type has different manufacturing procedures

and consists of many stages or processes. A PCB manufacturer must provide a good

scheduling plan for any process in the manufacturing so that the production time and
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(a) Single-layer PCB (b) Double-layer PCB

(c) Multi-layer PCB

Figure 1.1: Types of PCB.

cost are reduced.

Multi-layer PCBs are the most complex type of PCBs and are used in high technol-

ogy products. Their manufacturing procedure consists of many stages, and their produc-

tion cost is very high because of the complexity of the manufacturing process. According

to Khandpur [3], multi-layer PCB manufacturing has four stages as shown in Figure 1.2,

which include the design, the fabrication, the assembly, and the testing. The design stage

aims to create the circuit patterns using a PCB design software. The fabrication stage

focuses on constructing a PCB or bare board. The assembly stage aims to set electronic

devices, such as transistors, resistors, and capacitors on specified positions on a bare

PCB. Lastly, the PCB testing is the stage of inspection to assure that PCBs meet the

customer’s requirements and standards. Note that each stage also contains many pro-

cesses. Every PCB company tries to reduce the cost or production time in every process

but still maintains the product quality.

In multi-layer PCB manufacturing, the pressing process is a part of the fabrication

stage. It is a time- and cost-consuming process and consists of many materials and costly

machines. In the pressing process, the production time can be reduced while the utilization

of machines can be increased by providing a suitable schedule. In reality, the pressing
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Figure 1.2: Multi-layer PCB manufacturing.

process is scheduled manually by PCB staffs, which may not yield the best utilization of

resources. Mathematical optimization can help produce an optimal schedule, which uses

assignment and sequencing.

Despite the importance of the pressing process scheduling in the PCB manufacturing

industry, there is no research study in the literature that investigates the pressing process

scheduling. Therefore, this dissertation focuses on the pressing process scheduling and

aims to fulfill this gap by providing some approaches for solving the pressing process

scheduling with the objective of maximizing the resource utilization. These approaches

will provide an option for an optimal schedule or a good schedule for the pressing process

in any PCB manufacturing industries to reduce their production time and cost.

1.2 Background Knowledge

In this section, the background knowledge for this research study is presented. The

details of multi-layer PCB fabrication are described in the first section. Then, a brief

background in linear programming, nonsimultaneous constraints, and heuristic are given.

Next, a flexible job-shop scheduling problem, which is a type of scheduling problems and

has similar backgrounds as the pressing process scheduling, is introduced. Lastly, the

comparison of the performance of mixed-integer linear programming models is explained.

1.2.1 Multi-layer PCB fabrication

Multi-layer PCB fabrication is a stage in multi-layer PCB manufacturing. This

stage aims to construct PCB or a bare board. A variety of processes are currently used for

fabricating multi-layer PCBs by each PCB manufacturer. However, most of the processes

are identical or similar. According to Khandpur [3], copper clad laminate, prepreg, and



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4

copper foil are the main materials in the multi-layer PCB fabrication. The fabrication of

multi-layer PCBs is comprised of the following steps:

1. The sheets of copper clad laminate are cut to the proper size in the cutting process.

2. The original designed pattern is transferred to the copper surface of the laminate

sheet, and the copper is then removed from undesirable areas in order to get the

desired circuit pattern on the laminate in the etching process. In this dissertation,

an etched laminate is called a core.

3. A number of cores are stacked together, and a prepreg is put between each pair

of them. Also, a copper foil is placed on the top and bottom layers. In this

dissertation, this stack is called a panel. The panel is pressed using pressure and

heat in the pressing process to form a multi-layer board. More details about the

pressing process will be described in Chapter 3.

4. The pressed boards are sent to the drilling process, where holes will be drilled in

the pressed boards and, on the external surfaces, the circuit pattern will be created.

5. The other steps are the labeling and final inspection processes.

Figure 1.3: The steps of the multi-layer PCB fabrication.

Figure 1.3 summarizes the steps of the multi-layer PCB fabrication. The multi-layer

PCB fabrication is complex and composes of several processes. However, this dissertation
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only focuses on the pressing process. Actually, the pressing process is related to a math-

ematical optimization since it can be considered as a scheduling problem. The problem

description of the pressing process will be explained in Chapter 3.

1.2.2 Linear programming

A linear programming (LP) problem is a class of mathematical optimization prob-

lems. An LP problem can be a maximization problem or a minimization problem. The

objective of an LP problem is a linear function, and constraints in an LP problem are also

linear, which can be linear equalities or inequalities. The variables in an LP problem are

continuous. There are two general forms of an LP problem, i.e., standard and canonical

forms [4].

An LP problem is in the standard form when all constraints are equalities and all

variables are nonnegative. A maximization problem and a minimization problem of LP

can be mathematically formulated in the standard form as shown in Table 1.1. Note

that a minimization problem in the standard form can be transformed into an equivalent

maximization problem in the standard form (and conversely) by multiplying the given

objective function by −1, i.e.,

min z = −max − z.

Table 1.1: The standard form of maximization and minimization problems of LP.

Maximization problem Minimization problem

max z =

n∑
j=1

cjxj min z =

n∑
j=1

cjxj

s.t.
n∑

j=1

aijxj = bi (i = 1, 2, ...,m) s.t.
n∑

j=1

aijxj = bi (i = 1, 2, ...,m)

xj ≥ 0 (j = 1, 2, ..., n) xj ≥ 0 (j = 1, 2, ..., n)

A maximization problem or a minimization problem of LP is in canonical form

when all constraints are of the ≤ type or of the ≥ type, respectively, and all variables

are nonnegative. A maximization problem and a minimization problem of LP can be
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Table 1.2: The canonical form of maximization and minimization problems of LP.

Maximization problem Minimization problem

max z =
n∑

j=1

cjxj min z =
n∑

j=1

cjxj

s.t.
n∑

j=1

aijxj ≤ bi (i = 1, 2, ...,m) s.t.
n∑

j=1

aijxj ≥ bi (i = 1, 2, ...,m)

xj ≥ 0 (j = 1, 2, ..., n) xj ≥ 0 (j = 1, 2, ..., n)

mathematically formulated in the canonical form as shown in Table 1.2.

In the canonical form, a minimization problem can be transformed into a maxi-

mization problem (and conversely) by simple manipulations as follows.

• The objective of minimization can be converted to maximization by multiplying

the given objective function by −1.

• A given constraint, which is in ≥ type, in a minimization problem can be converted

to the constraint in ≤ type by multiplying the inequality by −1.

In both the standard and canonical forms, all variables must be nonnegative. If a

variable xj in the problem is unrestricted in sign, it can then be replaced by x′j−x′′j , where

x′j ≥ 0 and x′′j ≥ 0. Moreover, an LP problem in the canonical form can be converted to

the standard form as follows.

• In a maximization problem, a given constraint in ≤ type can be converted to an

equation form by adding a nonnegative slack variable xn+1,

n∑
j=1

aijxj ≤ bi →
n∑

j=1

aijxj + xn+1 = bi.

• In a minimization problem, a given constraint in ≥ type can be converted to an
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equation form by subtracting a nonnegative surplus variable xn+1,

n∑
j=1

aijxj ≥ bi →
n∑

j=1

aijxj − xn+1 = bi.

On the other hand, an LP problem in the standard form can be converted to the

canonical form as follows.

• If the problem is a maximization problem, an equation of the form
n∑

j=1

aijxj = bi

can be transformed into the following two inequalities,

n∑
j=1

aijxj = bi →
n∑

j=1

aijxj ≤ bi and −
n∑

j=1

aijxj ≤ −bi.

• If the problem is a minimization problem, an equation of the form
n∑

j=1

aijxj = bi

can be transformed into the following two inequalities,

n∑
j=1

aijxj = bi →
n∑

j=1

aijxj ≥ bi and −
n∑

j=1

aijxj ≥ −bi.

In an LP problem, a set of values of variables x1, x2, ..., xn satisfying all the linear

constraints is called a feasible solution. The set of all feasible solutions constitutes a feasi-

ble region. The LP problem aims to find a feasible solution that maximizes or minimizes

the objective function, which is called an optimal solution. A well-known approach used

for solving an LP problem is the simplex method. In addition, if all variables in an LP

problem are restricted to be integer, the LP problem becomes an integer linear program-

ming (ILP) problem. If all variables are restricted to be only 0 or 1, the problem becomes

a binary integer linear programming (BILP) problem. The classical solution approaches

for solving an ILP and BILP are branch and bound and cutting plane [5].

Furthermore, in an LP problem, if some of the variables are restricted to be integer,

the problem is called a mixed-integer linear programming (MILP) problem. An integer

variable in a MILP problem can be discrete or binary. Let Z+
0 be the set of all nonnegative
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integers. A MILP problem can be mathematically formulated in the standard form [5] as

follows.

max z =

n∑
j=1

cjxj +

p∑
k=1

dkyk

s.t.
n∑

j=1

aijxj +

p∑
k=1

gikyk = bi (i = 1, 2, ...,m)

xj ≥ 0 (j = 1, 2, ..., n)

yk ∈ Z+
0 (k = 1, 2, ..., p)

The classical solution approaches for solving a MILP problem are also branch and

bound as well as cutting plane [5]. Nowadays, MILP is widely used in many application

areas, such as scheduling, production planning, and supply chain management.

1.2.3 Nonsimultaneous constraints

In an LP problem, a set of constraints is nonsimultaneous if only some constraints

in the set must be satisfied in the problem. Nonsimultaneous constraints do not follow

the assumption of LP and MILP because all constraints must be satisfied simultane-

ously. However, we can convert a problem that includes nonsimultaneous constraints to

an equivalent problem which has all simultaneous constraints using binary variables. If

the original formulation of the problem fits an LP format except the part of nonsimulta-

neous constraints, introducing binary variables can transform the problem into a MILP

problem.

An example of nonsimultaneous constraints, which can be applied in various sit-

uations, is either-or constraints. This constraint type will also be used in our proposed

models for the pressing process scheduling in Chapter 3. In either-or constraints, at least

one of two constraints must be hold but not necessarily both. A general form of either-or

constraints can be expressed as follows.

Either f(x1, x2, ..., xn) ≤ d1

or g(x1, x2, ..., xn) ≤ d2

 (1.1)
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Note that, for an LP problem, the functions f and g in (1.1) are linear. To convert

either-or constraints (1.1) to simultaneous constraints, let F1 and F2 be the sets of all

feasible solutions of the first and the second constraint in (1.1), respectively. Assume that

all constraints in (1.1) are bounded in the intersection of F1 and F2, i.e., there exists

M1 ∈ R such that ∀(x1, x2, ..., xn) ∈ F1 ∩ F2, f(x1, x2, ..., xn) ≤ M1 and there exists

M2 ∈ R such that ∀(x1, x2, ..., xn) ∈ F1 ∩ F2, g(x1, x2, ..., xn) ≤ M2. The either-or

constraints can be converted to two simultaneous constraints using an auxiliary binary

variable y and a large positive number M , where M ≥ max{M1,M2}, as follows.

f(x1, x2, ..., xn) ≤ d1 +My

g(x1, x2, ..., xn) ≤ d2 +M(1− y)

 (1.2)

From (1.2), if y = 0, the second constraint, g(x1, x2, ..., xn) ≤ d2+M , is redundant

while the first constraint, f(x1, x2, ..., xn) ≤ d1, is satisfied. If y = 1, the constraint

f(x1, x2, ..., xn) ≤ d1 +M is redundant while the other constraint, g(x1, x2, ..., xn) ≤ d2,

is satisfied. Hence, the either-or constraints (1.1) can be added to an LP problem using

the form (1.2). The new problem becomes MILP due to the auxiliary binary variable y.

A following example illustrates how to reformulate an LP problem with either-or

constraints into a MILP problem.

Example 1.2.1. Consider the LP problem

max 50x1 + 60x2

s.t. 2x1 + x2 ≤ 300 (1.3)

Either 3x1 + 4x2 ≤ 509 (1.4)

or 4x1 + 7x2 ≤ 812 (1.5)

x1 ≥ 0, x2 ≥ 0.

Let M be a large positive number and y be a binary variable. This LP problem

can be reformulated into a MILP problem (P1) as follows.
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(P1) max 50x1 + 60x2

s.t. 2x1 + x2 ≤ 300

3x1 + 4x2 ≤ 509 +My

4x1 + 7x2 ≤ 812 +M(1− y)

x1 ≥ 0, x2 ≥ 0, y ∈ {0, 1}.

A possible value of M for Problem P1 can be chosen as follows. From Constraints

(1.3) – (1.5), if x2 = 0, the largest value of x1 is max{300
2 , 5093 , 8124 } = 203. On the other

hand, if x1 = 0, the largest value of x2 is max{300, 5094 , 8127 } = 300. From either-or

constraints (1.4) – (1.5), the maximum value of the left hand side (LHS) of Constraint

(1.4) is 3x1 + 4x2 ≤ 3(203) + 4(300) = 1809 =: M1, while the maximum value of LHS of

Constraint (1.5) is 4x1+7x2 ≤ 4(203)+7(300) = 2912 =: M2. Let M = max{M1,M2} =

max{1809, 2912} = 2912. This value can be a possible value of M for Problem P1.

1.2.4 Heuristic

In a mathematical optimization, a heuristic is a technique designed for solving a

problem more quickly when classical methods cannot find an optimal solution within an

acceptable time. Many optimization problems from the real world are very large and are

not easy to find an optimal solution. Therefore, heuristic algorithms are preferred tools

for finding an approximated solution of an optimization problem within a reasonable

time. The solution from a heuristic algorithm may not be the best of all solutions to

the problem, but it is acceptably good. In general, a heuristic algorithm will be designed

upon a problem at hand.

In this section, two examples of heuristics for solving the parallel machine scheduling

problem (PMSP) [6] are explained. The problem description of PMSP is as follows:

• There are m identical parallel machines.

• There are n jobs to be processed, where each job requires a single operation and

can be processed on anyone of the m machines or on anyone that belongs to a given



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

11

subset of the m machines.

• The objective of PMSP is to minimize the maximum completion time over all jobs,

which is called makespan (Cmax), i.e., Cmax = max{C1, C2, ..., Cn} where Cj is the

completion time of job j ∈ {1, 2, ..., n}.

Two heuristics for solving PMSP that are explained here include the longest pro-

cessing time (LPT) and load balancing. The idea of LPT and load balancing are as

follows.

1. LPT: All jobs are arranged in descending order of processing times. The jobs that

have large values of processing times are given high priority for scheduling on the

parallel machines. The m longest jobs are firstly assigned to the m machines. The

longest job among the unprocessed jobs is then assigned to the machine that can

start the job as fast as possible until all jobs are scheduled.

2. Load balancing: This heuristic tries to balance load in each machine. Firstly,

the tentative load per machine can be computed from Tw

m
, where Tw is the total

processing time of all jobs. Then, all jobs are partitioned into m groups, where the

total processing time of all jobs in each group must be equal to or similar to the

tentative load per machine.

A following example [6] illustrates how to solve PMSP using the LPT and load

balancing heuristics.

Example 1.2.2. Consider PMSP with 9 jobs (J1, J2, ..., J9) and 4 machines (M1,M2,M3,

M4), where the processing time of each job (pj) is shown in the following table. Solve

this PMSP using the LPT and load balancing heuristics.

Job J1 J2 J3 J4 J5 J6 J7 J8 J9

pj 7 7 6 6 5 5 4 4 4

Solution using LPT
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• Firstly, all jobs are sequenced in descending order of processing times. Because

jobs in the table have already been arranged according to processing times, we get

the LPT sequence as J1 − J2 − J3 − J4 − J5 − J6 − J7 − J8 − J9.

• Next, jobs J1 – J4 are assigned to machines M1 – M4, respectively, as shown in

Table 1.3. These jobs can be started at time 0 on these machines because each job

is firstly scheduled on each machine.

• Job J5 is then selected to be scheduled. It is assigned to a machine that can start

this job as early as possible, which can be machines M3 or M4. Assume that job

J5 is assigned to process on machine M3 at time 6. Similarly, the next job (J6) will

be started at time 6 in machine M4, as shown in Table 1.3.

• The next two unscheduled jobs, which are J7 and J8, will be scheduled on machine

M1 and M2 at time 7, respectively, as shown in Table 1.3.

• The last job or J9 can be scheduled on any machine because it can be started as

early as possible at time 11 on every machine. Assume that job J9 is scheduled on

machine M1 as shown in Table 1.3. We get a solution of this PMSP because all

jobs are already scheduled. Figure 1.4 shows the Gantt chart of this solution, and

the makespan of this solution is 15.

Table 1.3: A feasible schedule for PMSP using LPT heuristic.

Job Machine Starting time
(Sj)

Processing time
(pj)

Completion time
(Cj)

J1 M1 0 7 7
J2 M2 0 7 7
J3 M3 0 6 6
J4 M4 0 6 6
J5 M3 6 5 11
J6 M4 6 5 11
J7 M1 7 4 11
J8 M2 7 4 11
J9 M1 11 4 15
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Figure 1.4: Gantt chart of the solution of PMSP using LPT heuristic.

Solution using load balacing

In this problem, the tentative load per machine is Tw

m
=

48

4
= 12. Then, all 9 jobs

are partitioned into 4 groups, where the total processing time of all jobs in each group

must be equal to or similar to 12. One possible combination is shown in Table 1.4. Figure

1.5 shows the Gantt chart of this solution. The makespan of this solution is 12, which is

better than the makespan of the solution from LPT heuristic.

Table 1.4: A feasible schedule for PMSP using load balancing heuristic.

Machine Job group Total processing time in the group
M1 {J1, J5} 7 + 5 = 12

M2 {J2, J6} 7 + 5 = 12

M3 {J3, J4} 6 + 6 = 12

M4 {J7, J8, J9} 4 + 4 + 4 = 12

1.2.5 Flexible job-shop scheduling problem

A flexible job-shop scheduling problem (FJSP) is a type of scheduling problems

which uses assignment and sequencing to obtain an optimal solution. This problem is

related to the pressing process scheduling problem that will be considered in this disser-

tation because they utilize the same techniques (assignment and sequencing) for solving

the problem. The problem description of FJSP is as follows [7].
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Figure 1.5: Gantt chart of the solution of PMSP using load balancing heuristic.

• This problem has n jobs (J1, J2, ..., Jn) and m machines (M1,M2, ...,Mm).

• Each job Ji, where i ∈ {1, 2, ..., n}, consists of a sequence of operations (Oi1, Oi2, ...Oini
)

to be processed to complete the job.

• Each operation Oij , where j ∈ {1, 2, ..., ni}, can be processed on any machine or

on anyone that belongs to a given subset of the m machines.

• The processing time of each operation is known and depends on a machine.

• Each machine can process only one operation at a time.

• The problem is to assign each operation to a suitable machine (assignment) and to

sequence the operations on the machines (sequencing) so that the makespan (Cmax)

is minimized.

An example of FJSP with 3 jobs and 4 machines [8] is shown in Table 1.5. There

are two, three, and two operations in J1, J2, and J3, respectively. The number in each

cell represents the processing time of that operation on the corresponding machine. The

“-” in this table means that the machine cannot process the corresponding operation.

A feasible solution or feasible schedule of this problem is shown in Figure 1.6. In this

solution, operations O11, O12, and O21 are assigned to machine M1, whereas operations
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Table 1.5: An example of FJSP with 3 jobs and 4 machines.

Job Operation Machine
M1 M2 M3 M4

J1
O11 4 7 6 5
O12 2 6 - 5

J2

O21 4 5 7 -
O22 5 - 6 3
O23 - 5 4 7

J3
O31 5 3 - 6
O32 - - 4 -

O32 and O23 are assigned to machine M3. Besides, operations O31 and O22 are assigned

to machines M2 and M4, respectively. The sequencing of operations on each machine

is also illustrated in Figure 1.6. In this figure, we can see that all operations in each

job are processed according to the sequence of ordered operations. Furthermore, each

machine executes only one operation at a time, i.e., any two operations do not overlap.

The makespan of this solution is 17. Note that, in Figure 1.6, the same color represents

the operations of the same job.

Figure 1.6: Gantt chart of a solution of the FJSP example.

FJSP has been comprehensively studied in literature. Many techniques have been

presented to solve FJSP, such as a mathematical model [9,10], a genetic algorithm (GA)

[7,11], a hybrid of artificial immune and simulated annealing (AISA) algorithm [10], and
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a hybrid of GA and tabu search algorithm [12].

1.2.6 Performance measures for comparing MILP models

Normally, a mathematical model is the initial step to study an optimization problem

[13], especially a new one. Mathematical programming models have commonly been

proposed for finding an optimal solution for a scheduling problem, in particular MILP

models [14]. This is because a MILP model can clearly explain the constraints, objective,

and the specifications of the scheduling problem. It can also be used as an idea to

design a heuristic algorithm for solving the problem [15]. Furthermore, MILP is a type of

optimization model that allows an exact method, such as branch and bound and cutting

plane, to solve an optimization problem and provides an optimal solution if one exists. In

genaral, if an optimization problem can be formulated in MILP, there always exist many

alternative formulations of MILP for representing the optimization problem [5]. One

alternative may be easier to solve than others. Therefore, there must be some criteria for

comparing their efficiency.

There are many factors that affect the efficiency of a MILP model. According to

Meng et al. [16], the number of binary variables (NBV), the number of constraints (NC),

the number of continuous variables (NCV), the dimensionality of decision variables, and

the constraints’ tightness all affect the performance of a MILP model. Furthermore, the

coefficient of decision variables is another factor because it affects the quality of the LP

relaxation of the MILP model [5]. NBV is the most important factor that influences the

model’s performance, and NC is the next most important factor [17].

There are two common performance measures of size complexity and computational

complexity [13,16,18,19] that are used to evaluate the performance of any two alternative

MILP models. The size complexity is measured by counting NBV, NCV, and NC, which

are generated by the MILP model. If NBV, NCV, and NC in a model are less than

NBV, NCV, and NC in another model, respectively, the first one is absolutely better

than the second one in terms of the size complexity. However, the performance of a

MILP model does not only depend on the model size because there are other factors such
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as the constraints’ tightness and the coefficient of decision variables. Many researchers

also evaluate the performance of MILP models in terms of the computational complexity,

which is measured by the computational time for solving the problem. If a MILP model

can solve the problem faster than another MILP model, the first one is better than the

second one in terms of the computational complexity. When a MILP model, says the

first model, outperforms another model, says the second model, in terms of both size and

computational complexities, it can be concluded that the first model is better than the

second model.

1.3 Research Objectives

This dissertation focuses on the pressing process scheduling in multi-layer PCB

manufacturing. The objectives of this dissertation are summarized as follows.

1. This work aims to propose a MILP model (hereafter Model 1) for the pressing pro-

cess scheduling in multi-layer PCB manufacturing with the objective of minimizing

the makespan.

2. This work aims to propose an alternative MILP model of the same problem (Model

2), which is an improvement of Model 1.

3. This work aims to present a heuristic algorithm (three-phase-PCB-pressing heuris-

tic algorithm or 3P-PCB-PH algorithm) for solving the pressing process scheduling.

In this work, some actual data of the pressing process were acquired from a PCB

company. The test problems in this work are generated from the actual data and are

solved using all the proposed methods to compare their performances.

1.4 Research Contributions

The contributions of this dissertation can be summarized as follows.

1. To the best of the authors’ knowledge, this work is the first research study on the
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scheduling of the pressing process, which is a real application from PCB manufac-

turing industry and has never been investigated in literature.

2. This work proposes two novel MILP models for solving the pressing process schedul-

ing, i.e., Models 1 and 2. In this work, Model 2 is an improved version of Model 1,

where Model 2 is superior than Model 1 in terms of both size and computational

complexities.

3. Because of the complication of the pressing process scheduling, a 3P-PCB-PH al-

gorithm for solving this problem is also proposed. The 3P-PCB-PH algorithm can

find a good solution to the pressing process scheduling within a reasonable amount

of time.

4. The proposed Models 1 and 2 as well as the 3P-PCB-PH algorithm can be options

to find an optimal schedule or a high quality schedule for any PCB manufacturer

to reduce their production time and cost.

1.5 Overview of Dissertation

This dissertation contains five chapters and is organized as follows. Chapter 1

provides the introduction of this research study, which includes motivation, background

knowledge, research objectives, and research contributions. The background knowledge

consists of multi-layer PCB fabrication, LP, nonsimultaneous constraints, heuristic, FJSP,

and performance measures for comparing alternative MILP models. Chapter 2 is the

literature review which is related to processes in multi-layer PCB manufacturing as well

as improvement and comparison of the performance of MILP models of various scheduling

MILP models. Chapter 3 explains the problem description and the proposed methodology,

which are divided into four sections. In the first section, the pressing process scheduling is

described in detail. The proposed MILP models, which are Models 1 and 2, are presented

in the second and third sections, respectively. In this work, Model 2 is improved from

Model 1, where it has a smaller model size and uses less computational time than Model

1 for solving the pressing process scheduling problem. The last section proposes the 3P-
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PCB-PH algorithm. Numerical examples are shown in Chapter 4. Finally, the conclusions

of this research study are in Chapter 5.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER II

LITERATURE REVIEW

The literature review of this dissertation is divided into two parts. The first part

reviews the related studies about processes in multi-layer PCB manufacturing, and the

second part reviews the related studies about improving and comparing the performance

of MILP models for various types of scheduling problems.

2.1 Literature review about processes in multi-layer PCB manufacturing

As stated in Chapter 1, multi-layer PCB manufacturing has four stages, i.e., the

design, the fabrication, the assembly, and the testing. There are many research studies

that are related to the fabrication, the assembly, and the testing. In the multi-layer PCB

fabrication, there are many time- and cost-consuming processes, such as cutting and

drilling processes. Every PCB manufacturer wants to keep the waste areas from laminate

cutting to a minimum in the cutting process. The two-dimensional cutting stock problem

(2DCSP), which is a well-known problem in optimization, can represent this process. In

the drilling process, every PCB company wishes to determine an optimal path for drilling

the hole in the specified positions in the circuit pattern in order to reduce the travel time

of the drilling device. An optimization problem that is related to the drilling process is

the drilling path optimization problem (DPOP).

2DCSP has been extensively studied in the literature. The first mathematical model

for 2DCSP was presented by Gilmore and Gomory [20], and the model was solved via a

column generation technique. An exact arc-flow model, which is an ILP formulation, for

2DCSP with two stages and guillotine cutting constraints was presented in [21]. An exact

branch-and-price algorithm was also proposed for solving 2DCSP with two stages and

guillotine cutting constraints [22]. For 2DCSP with multiple stock sizes, several heuristic

algorithms based on column generation were developed such as [23,24]. In addition, some
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research studies on the cutting process used real data from PCB manufacturers [25, 26].

In [25], many appropriate heuristic algorithms were presented for solving 2DCSP with

multiple stock sizes using real problems from a PCB company. Moreover, a mathematical

model for 2DCSP with fixed size usable leftover was proposed and solved using a column

generation technique with real instances from a PCB company [26].

DPOP can be modeled as a traveling salesman problem (TSP), which is a very well-

known problem in optimization. In drilling process, the drilling device should be steered

to the position of each hole exactly once in order to minimize the total travel time of

the drilling device. Numerous heuristic techniques have been proposed for solving DPOP,

such as GA [27], an ant colony system [28], a particle swarm optimization (PSO) [29], a

cuckoo search algorithm [30, 31], and a hybridized cuckoo search-genetic algorithm [32].

The PCB assembly is a time-consuming process in the manufacturing of PCB that

involves setting electronic components at the predefined places on a bare board. Nor-

mally, there are a lot of placement machines in a PCB assembly line. Because of many

configurations and types of the placement machines, several machines can have different

unit assembly times for the same component. Each bare PCB goes through all machines

to finish the placement of components. Thus, the components must be served to suitable

machines in order to minimize the assembly time. This conducts the workload balance

problem in the PCB assembly line. The goal of this problem is to minimize the maximum

assembly time among all placement machines in the line for a specific PCB type, which is

called the cycle time of the assembly line. GA [33] and a branch-and-bound-based opti-

mization algorithm [34] have been presented for solving this problem. Moreover, a MILP

formulation for a workload balance problem in the PCB assembly line with additional

constraints, such as precedence constraints between components and the use of feeder

modules, was proposed in [35]. Furthermore, a hierarchical heuristic for solving the in-

tegrated workload balancing and the single machine optimization problem was presented

in [36].

The testing process is the final stage in the PCB manufacturing. Before PCBs are



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

22

used in the field, environmental stress screening chambers are regularly used on PCBs to

inspect primal fallouts. A chamber can test many PCBs at the same time, i.e., PCBs can

be processed in batches. The processing time of a batch is the longest processing time

among all jobs that constitute the batch. Consequently, the PCB testing process can be

considered as a batch processing machine scheduling problem (BPMSP), which has been

widely studied in literature. In [37], a simulated annealing (SA) algorithm was presented

for solving a single BPMSP with the objective of minimizing the makespan. Reference [38]

proposed a PSO algorithm for solving a nonidentical parallel BPMSP with the objective

of minimizing the makespan. A MILP model, which has the objective of minimizing

the makespan, was proposed for the flow-shop scheduling problem (FSP) with batch

processing machines [39]. Moreover, a simulation-based intelligence optimization method

was proposed for solving FSP with multiple heterogeneous batch processing machines

and the objective of minimizing the makespan [1]. Furthermore, a nonidentical parallel

BPMSP with the objective of minimizing the total weighted tardiness was considered

in [40], and the problem was solved using a PSO algorithm.

2.2 Literature review about improving and comparing the performance of

MILP models for various types of scheduling problems

In general, a scheduling problem is formulated in a form of a MILP model [14]. Since

there always exist many, possibly infinite, alternative formulations for a given integer

programming problem [5], many researchers aim to improve MILP models so that they

can solve scheduling problems more effectively.

There are many research studies that aim to compare and improve the performance

of MILP models for various types of a scheduling problem. In [41], the authors considered

the flow-shop, permutation flow-shop, job-shop, and open-shop scheduling problems (FSP,

PFSP, JSP, OSP) with limited waiting time constraints and the objective of minimizing

the makespan. For each problem, the authors presented two MILP models and determined

the best model by comparing the size complexity between them. Reference [42] considered

OSP with the objective of minimizing the total tardiness. The authors proposed four
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MILP models for OSP and determined the best model by comparing the performance

in terms of both size and computational complexities. In [43], a MILP model for FJSP

with sequence dependent setup time (SDST-FJSP) and the objective of minimizing the

toal tardiness was presented. The proposed MILP model was shown that it outperformed

the existing model for SDST-FJSP from [44] in terms of both size and computational

complexities. Besides, two MILP models for FJSP with the objective of minimizing the

makespan were proposed in [10]. Both MILP models were evaluated the performance with

the existing models for FJSP [9,45,46]. The results showed that they are better than the

existing models [9, 45, 46] in terms of both size and computational complexities.

As for the hybrid flow-shop scheduling problem (HFSP), four MILP models with

the objective of minimizing the makespan were proposed in [18]. The authors determined

the best model for HFSP by comparing the performance of these models in terms of both

size and computational complexities. In [13], the distributed job-shop scheduling prob-

lem (DJSP) was considered, where the objective was to minimize the makespan. A MILP

model for DJSP was proposed and shown that it outperformed the existing model for

DJSP from [47] in terms of both size and computational complexities. In addition, refer-

ence [16] studied HFSP with unrelated parallel machines (UPM-HFSP) and the objective

of minimizing the makespan. Eight MILP models for this problem were proposed, and

the authors evaluated the performance of these models with the existing model from [48]

to determine the best model. Moreover, distributed FJSP (DFJSP) with the objective

of minimizing the makespan was studied in [19]. Four MILP models for DFJSP were

proposed and evaluated the performance in terms of both size and computational com-

plexities to determine the best model for DFJSP.

After extensively reviewing the literature, we can see that many processes in multi-

layer PCB manufacturing are investigated, but there is no research study on the pressing

process. Therefore, the pressing process is a new application, and this dissertation focuses

on this process. The goals of this dissertation are to provide effective approaches for solv-

ing the pressing process scheduling. Two MILP models with the objective of minimizing

the makespan for the pressing process scheduling are presented, and these models will be
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compared the performance in terms of both size and computational complexities. Note

that the objective of minimizing the makespan can imply a good utilization of available

resources [49], which is generally the main objective of any PCB manufacturer. Further-

more, a heuristic algorithm for solving the pressing process scheduling is also presented.

The details of all the proposed approaches are in Chapter 3.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER III

PROBLEM DESCRIPTION AND

METHODOLOGY

This chapter is divided into four sections. Section 1 describes the problem descrip-

tion of the pressing process scheduling. Sections 2 – 4 present the proposed approaches

for solving the pressing process scheduling, which include Model 1, Model 2, and the

3P-PCB-PH algorithm, respectively.

3.1 Problem description of the pressing process scheduling

This section explains the pressing process in multi-layer PCB manufacturing. The

aim of the pressing process is to press the stack of core, prepreg, and copper foil to form

a multi-layer board. In this study, the stack is called a panel as shown in Figure 3.1. The

details of the pressing process are as follows.

Figure 3.1: An example of a panel.

• A certain number of panel types (I) and the demand of each panel type (di; i ∈

{1, 2, ...I}) are given.

• The company has (K) sizes of stainless-steel templates (SSTs) and L layouts. A

layout is a pattern of panel arrangement on SST. The result from a placement of

panels on SST is called a book.

• To arrange panels on SST, outer and inner gaps are required. The outer gap (G)

is the minimal gap between each panel and the SST’s edges, and the inner gap (g)



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

26

is the minimal gap between two panels in a book as shown in Figure 3.2. Both

inner and outer gaps depend on each panel type. The number of panels on a book

depends on these gaps, the SST size, the panel size, and the layout. Generally, a

PCB manufacturer has its own formula for calculating the number of panels on a

book using SST and a layout.

Figure 3.2: Inner and outer gaps.

Figure 3.3: Processes in one cycle of a press machine.
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• A cycle of a press machine in the pressing process has three phases as shown in

Figure 3.3, which consist of the following:

1. Lay-up phase: A number of panels of the same type, a SST size, and a layout

are used to create books. Then, the books are loaded into all openings (slots)

of the press machine.

2. Pressing phase: The press machine which is completely inserted with books is

put into an oven, where the books are pressed and heated. The press machine

is taken out of the oven after finishing the press.

3. Cool-down phase: In the press machine, the pressed books are cooled down.

Lastly, the books are removed from the press machine to finish a press machine

cycle.

• Each phase in the pressing process has a certain processing time.

• All three phases of a cycle of a press machine must be processed without interrup-

tion.

• After a press machine has completed a cycle, it can instantaneously start the next

cycle. For an oven, after the current pressing phase is done, it is immediately

available for the pressing phase of another press machine.

• A certain number of ovens (O) and press machines (P ) are given, where each press

machine has m openings.

• A planning horizon of the pressing process scheduling is considered, such as 3 days,

where the maximum number of available cycles (T ) of each press machine to operate

the pressing process is given. Actually, the production planning department of the

PCB company can approximate this value from the resources and the order of the

customer.

Moreover, this work has the following assumptions:

1. For each SST size, the number of SSTs is unlimited.
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2. Within the planing horizon and available resources, the demands of panels from

the customers can be met, i.e., the demands or inputs from the customers yield a

feasible schedule.

3. This work considers the problem in a simple case, where the processing time of

each phase in the pressing process is the same (n).

The constraints in pressing process scheduling are as follows:

1. In a cycle of a press machine, all books that are inserted in all openings must have

the same patterns, i.e., all books are created using the same panel type, the same

SST size, and the same layout. This constraint is required to make sure that the

pressure from the press machine can be distributed equally over each panel on the

book.

2. Only one of the pressing phase of a press machine can be performed in an oven at

a time.

3. The number of finished goods or outputs of each panel type must satisfy the de-

mand.

The objective of the pressing process is to minimize the makespan, which is the

maximum completion time of all press machine cycles that operate the pressing process.

3.2 Proposed MILP model (Model 1)

This section proposes the first MILP model, which is called Model 1, for scheduling

the pressing process as explained in the previous section. The following notations are

used in the formulation of Model 1.

Indices:



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

29

i The index of panel types.

k The index of sizes of SST.

l The index of layouts.

p The index of press machines.

o The index of ovens.

t The index of cycles of a press machine.

Parameters:
I The number of panel types.

K The number of sizes of SST.

L The number of layouts.

P The number of press machines.

O The number of ovens.

T The maximum number of available cycles of each press machine.

m The number of openings of each press machine.

n The processing time of each phase in the pressing process, i.e., the lay-up,

pressing, and cool-down phases.

aikl The number of panels of type i per book (or per opening) using stainless size

k and layout l. If aikl = 0, it means that panel type i is not compatible with

SST size k and layout l.

di The demand of panel type i.

M A large positive number.

Sets:
Î The set of all panel types, Î = {1, 2, ..., I}.

K̂ The set of all sizes of SST, K̂ = {1, 2, ...,K}.

L̂ The set of all layouts, L̂ = {1, 2, ..., L}.

P̂ The set of all press machines, P̂ = {1, 2, ..., P}.

Ô The set of all ovens, Ô = {1, 2, ..., O}.

T̂ The set of all number of available cycles of each press machine,

T̂ = {1, 2, ..., T}.
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Decision variables:
xiklpt Binary variable which is equal to 1 if panel type i is assigned with SST size

k and layout l to press machine p at cycle t.

Xpto Binary variable which is equal to 1 if press machine p at cycle t is sent into

oven o for operating the pressing phase.

Yptp′t′o Binary variable which is equal to 1 if press machine p at cycle t precedes

press machine p′ at cycle t′ in oven o.

Apt Continuous variable representing the starting time of the lay-up phase of

press machine p at cycle t.

Bpto Continuous variable representing the starting time of the pressing phase of

press machine p at cycle t in oven o.

Cpt Continuous variable representing the completion time of press machine p at

cycle t.

Dpto Continuous variable representing the completion time of the pressing phase of

press machine p at cycle t in oven o.

C ′
pt The auxiliary continuous variable, which is equal to Cpt if a panel type, a SST

size, and a layout are assigned to press machine p at cycle t. Otherwise, it is

equal to 0. The necessity of this variable will be explained later.

Cmax Continuous variable representing the makespan, which is the maximum

completion time of the last cycle of all press machines that operate the

pressing process.

The proposed Model 1 can be stated as follows.

Objective:

min Cmax (3.1)

The objective function (3.1) is to minimize the makespan of the overall process.

Subject to the following constraints:
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1. Panel-SST-layout assignment constraint:

I∑
i=1

K∑
k=1

L∑
l=1

xiklpt ≤ 1, ∀p ∈ P̂ , ∀t ∈ T̂ (3.2)

Constraint (3.2) makes sure that at most one panel type, one SST size, and one

layout can be assigned in each press machine cycle. When a panel type, a SST size,

and a layout are assigned to a cycle of a press machine, it means that all books that are

loaded into all openings in this cycle have the same pattern. On the other hand, if this

press machine at this cycle has no assignment of these materials, it means that this press

machine cycle is empty or does not do any work.

2. Panel-SST-layout compatibility constraint:

xiklpt ≤ aikl, ∀i ∈ Î , ∀k ∈ K̂, ∀l ∈ L̂, ∀p ∈ P̂ , ∀t ∈ T̂ (3.3)

Constraint (3.3) ensures that if panel type i cannot be used with SST size k and

layout l (aikl = 0), then this pattern cannot be assigned to any cycle of a press machine.

This is because if aikl = 0, for some i ∈ Î , k ∈ K̂, l ∈ L̂, then variable xiklpt, for all

p ∈ P̂ , t ∈ T̂ on LHS is equal to 0.

3. Demand constraint:

K∑
k=1

L∑
l=1

P∑
p=1

T∑
t=1

xiklpt(m · aikl) ≥ di, ∀i ∈ Î (3.4)

Constraint (3.4) makes sure that the total outputs of each panel type must satisfy

the demand. Note that the value m · aikl on LHS is the total outputs of panels of

type i (using SST size k and layout l) from one cycle of a press machine, and the term
K∑
k=1

L∑
l=1

P∑
p=1

T∑
t=1

xiklpt(m ·aikl) represents the total outputs of panels of type i from all cycles

and all press machines after finishing the overall process.
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4. Constraint for arranging the working cycles in sequential order:

I∑
i=1

K∑
k=1

L∑
l=1

xiklp(t−1) ≥
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt, ∀p ∈ P̂ , ∀t ∈ T̂ − {1} (3.5)

Constraint (3.5) enforces that a panel type, a SST size, and a layout must always

be assigned to sequential cycles (starting from cycle 1) of a press machine if possible.

In other words, this constraint helps push all empty cycles to be appeared after non-

empty cycles (the cycles that have a panel-SST-layout assignment or the cycles that

really perform the pressing process). This is because if cycle t− 1 of press machine p has

no panel-SST-layout assignment
(

I∑
i=1

K∑
k=1

L∑
l=1

xiklp(t−1) = 0

)
, then, from Constraint (3.5),

the right hand side (RHS) term
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt = 0 for any cycle that is after cycle t−1.

This means that any cycle t′ of press machine p that has a panel-SST-layout assignment(
i.e.,

I∑
i=1

K∑
k=1

L∑
l=1

xiklpt′ = 1

)
must be before cycle t− 1.

5. Press machine assignment constraint:

O∑
o=1

Xpto = 1, ∀p ∈ P̂ , ∀t ∈ T̂ (3.6)

Constraint (3.6) ensures that each press machine cycle must be only assigned to

one oven to do the pressing phase.

6. Constraint for setting times of the pressing phase of a cycle where Xpto = 0:

Bpto +Dpto ≤ (Xpto)M, ∀p ∈ P̂ , ∀t ∈ T̂ , ∀o ∈ Ô (3.7)

Constraint (3.7) assures that the starting and end times of the pressing phase of

press machine p at cycle t in oven o can be any non-negative value (due to the large

positive number M in RHS) if press machine p at cycle t is assigned to do the pressing

phase in oven o (Xpto = 1). Otherwise (Xpto = 0), these values are set to be 0 since RHS

of Constraint (3.7), which is equal to 0, will force both values of Bpto and Dpto on LHS

to be 0.
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7. Precedence constraint of cycles of a press machine:

Apt ≥ Cp,t−1, ∀p ∈ P̂ , ∀t ∈ T̂ − {1} (3.8)

Constraint (3.8) ensures that any press machine cycle can be started if and only if

the previous cycle has been done.

8. Constraint for setting the starting time of the pressing phase of any press machine

cycle:
O∑

o=1

Bpto = Apt + n, ∀p ∈ P̂ , ∀t ∈ T̂ (3.9)

Constraint (3.9) enforces the starting time of the pressing phase of press machine

p at cycle t in its assigned oven, say oven o′, to be equal to the starting time of this cycle

(Apt) plus the processing time n required in the lay-up phase. It should be noted that the

term
O∑

o=1
Bpto on LHS is equal to the starting time of the pressing phase of press machine

p at cycle t in oven o′ because the value of Bpto for all o ∈ Ô − {o′} is equal to 0 from

Constraint (3.7).

9. Constraint for setting the completion time of any press machine cycle:

Cpt = Apt + 3n, ∀p ∈ P̂ , ∀t ∈ T̂ (3.10)

Constraint (3.10) represents that the completion time of press machine p at cycle t

(Cpt) is equal to the starting time of this cycle (Apt) plus the processing time 3n, which

is the processing time of one cycle.

10. Constraint for setting the completion time of the pressing phase of any press machine

cycle:

(Bpto + n)− (1−Xpto)M ≤ Dpto, ∀p ∈ P̂ , ∀t ∈ T̂ , ∀o ∈ Ô (3.11)

Dpto ≤ (Bpto + n) + (1−Xpto)M, ∀p ∈ P̂ , ∀t ∈ T̂ , ∀o ∈ Ô (3.12)

Constraints (3.11) and (3.12) make sure that if press machine p at cycle t is assigned
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to perform the pressing phase in oven o (Xpto = 1), the end time of the pressing phase of

press machine p at cycle t in oven o (Dpto) is equal to the starting time (Bpto) plus the

processing time n required in this pressing phase (Dpto = Bpto+n). Otherwise (Xpto = 0),

these constraints are redundant.

11. Constraint for avoiding an overlap in an oven:

Bpto ≥ Dp′t′o − (Yptp′t′o)M, ∀p, p′ ∈ P̂ , p ̸= p′, ∀t, t′ ∈ T̂ , ∀o ∈ Ô (3.13)

Bp′t′o ≥ Dpto − (1− Yptp′t′o)M, ∀p, p′ ∈ P̂ , p ̸= p′, ∀t, t′ ∈ T̂ , ∀o ∈ Ô (3.14)

Constraints (3.13) and (3.14) enforce that the pressing phase of press machine p at

cycle t and the pressing phase of press machine p′ at cycle t′, which are assigned in the

same oven o (Xpto = Xp′t′o = 1), cannot be operated at the same time. These constraints,

which are either-or constraints, help avoid an overlap of tasks in an oven.

12. Constraint for setting the auxiliary variable C ′
pt:

Cpt −M

(
1−

I∑
i=1

K∑
k=1

L∑
l=1

xiklpt

)
≤ C ′

pt, ∀p ∈ P̂ , ∀t ∈ T̂ (3.15)

C ′
pt ≤ Cpt +M

(
1−

I∑
i=1

K∑
k=1

L∑
l=1

xiklpt

)
, ∀p ∈ P̂ , ∀t ∈ T̂ (3.16)

C ′
pt ≤ M

(
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt

)
, ∀p ∈ P̂ , ∀t ∈ T̂ (3.17)

Constraints (3.15) – (3.17) ensure that if a panel type, a SST size, and a layout are

assigned in cycle t of press machine p

(
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt = 1

)
, then variable C ′

pt is equal

to Cpt. Otherwise it is equal to 0. Note that if
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt = 1, then Constraints

(3.15) and (3.16) imply that C ′
pt = Cpt, and Constraint (3.17) becomes redundant. On

the other hand, if
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt = 0, then Constraints (3.15) and (3.16) are redundant,

and Constraint (3.17) sets variable C ′
pt = 0. The variable C ′

pt will be used to determine

the makespan in Constraint (3.18).
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13. Constraint for determining the makespan:

Cmax ≥ C ′
pt, ∀p ∈ P̂ , ∀t ∈ T̂ (3.18)

Constraint (3.18) defines the makespan, which is the maximum completion time of

the last cycle of press machines that indeed perform the pressing process.

14. Constraint of decision variables:

xiklpt ∈ {0, 1} ∀i ∈ Î , ∀k ∈ K̂, ∀l ∈ L̂, ∀p ∈ P̂ , ∀t ∈ T̂

Xpto ∈ {0, 1} ∀p ∈ P̂ , ∀t ∈ T̂ , ∀o ∈ Ô

Yptp′t′o ∈ {0, 1} ∀p, p′ ∈ P̂ , p ̸= p′, ∀t, t′ ∈ T̂ , ∀o ∈ Ô

Apt ≥ 0 ∀p ∈ P̂ , ∀t ∈ T̂

Bpto ≥ 0 ∀p ∈ P̂ , ∀t ∈ T̂ , ∀o ∈ Ô

Dpto ≥ 0 ∀p ∈ P̂ , ∀t ∈ T̂ , ∀o ∈ Ô

Cpt ≥ 0 ∀p ∈ P̂ , ∀t ∈ T̂

C ′
pt ≥ 0 ∀p ∈ P̂ , ∀t ∈ T̂

Cmax ≥ 0



(3.19)

The size complexity of Model 1, which includes NBV, NCV, and NC, is shown in

Table 3.1.

Table 3.1: The size complexity of Model 1.

Type Model 1

Binary variable IKLPT + PTO + P (P − 1)T 2O

Continuous variable 3PT + 2PTO + 1

Constraint 8PT + 2P (T − 1) + 2P (P − 1)T 2O + 3PTO + IKLPT + I

The proposed Model 1 demonstrates an application of MILP to solve the pressing

process scheduling. From the solution of Model 1, the proper panel type, the SST size, and

the layout which could be assigned to each press machine cycle are provided. Furthermore,

the solution gives the details that which press machine cycle will be sent into which oven
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for performing the pressing phase as well as its starting and end times. Model 1 can be

an option to find an optimal schedule of the pressing process for any PCB manufacturer.

3.3 Improved MILP model (Model 2)

Although Model 1 in the previous section can be a MILP model for the pressing

process scheduling, the size complexity of this model is still large due to a lot of binary

variables and constraints. It uses a large number of binary variables and constraints to

formulate the constraint for avoiding an overlap in an oven. Furthermore, the starting

time of the pressing phase of a press machine cycle is defined using too many continuous

variables in Model 1. In addition, it defines the completion time variables, which is not

necessary to be defined in the model. These can cause poor performance to the MILP

model. This section proposes the second MILP model, which is called Model 2, for

scheduling the pressing process. The proposed Model 2 is an improvement of Model 1,

where NBV, NCV, NC, and the dimensionality of some decision variables in the model

are reduced. The notations used in Model 2 are as follows.

Indices:

Parameters:

Sets:

 The indices, parameters, and sets used in Model 2 are the same as in Model 1.

Decision variables:
xiklpt Binary variable which is equal to 1 if panel type i is assigned with SST size k

and layout l to press machine p at cycle t (The same as in Model 1).

Xpto Binary variable which is equal to 1 if press machine p at cycle t is sent into

oven o for operating the pressing phase (The same as in Model 1).

Yptp′t′ Binary variable which is equal to 1 if press machine p at cycle t precedes press

machine p′ at cycle t′ in the same oven.

Apt Continuous variable representing the starting time of the lay-up phase of press

machine p at cycle t (The same as in Model 1).

Bpt Continuous variable representing the starting time of the pressing phase of press

machine p at cycle t.
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A′
pt The auxiliary continuous variable, which is equal to Apt if a panel type, a SST

size, and a layout are assigned in press machine p at cycle t. Otherwise, it is

equal to 0.

Cmax Continuous variable representing the makespan (The same as in Model 1).

The proposed Model 2 for scheduling the pressing process can be stated as follows.

min Cmax (3.20)

s.t.
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt ≤ 1 ∀p ∈ P̂ , ∀t ∈ T̂ (3.21)

xiklpt ≤ aikl ∀i ∈ Î , ∀k ∈ K̂, ∀l ∈ L̂, ∀p ∈ P̂ , ∀t ∈ T̂

(3.22)
K∑

k=1

L∑
l=1

P∑
p=1

T∑
t=1

xiklpt(m · aikl) ≥ di ∀i ∈ Î (3.23)

I∑
i=1

K∑
k=1

L∑
l=1

xiklp(t−1) ≥
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt ∀p ∈ P̂ , ∀t ∈ T̂ − {1} (3.24)

O∑
o=1

Xpto = 1 ∀p ∈ P̂ , ∀t ∈ T̂ (3.25)

Apt ≥ Ap,t−1 + 3n ∀p ∈ P̂ , ∀t ∈ T̂ − {1} (3.26)

Bpt = Apt + n ∀p ∈ P̂ , ∀t ∈ T̂ (3.27)

Bp′t′ ≥ Bpt + n− (3− Yptp′t′ −Xpto −Xp′t′o)M ∀p, p′ ∈ P̂ , p < p′, ∀t, t′ ∈ T̂ , ∀o ∈ Ô

(3.28)

Bpt ≥ Bp′t′ + n− (2 + Yptp′t′ −Xpto −Xp′t′o)M ∀p, p′ ∈ P̂ , p < p′, ∀t, t′ ∈ T̂ , ∀o ∈ Ô

(3.29)

Apt −M

(
1−

I∑
i=1

K∑
k=1

L∑
l=1

xiklpt

)
≤ A′

pt ∀p ∈ P̂ , ∀t ∈ T̂ (3.30)

A′
pt ≤ Apt +M

(
1−

I∑
i=1

K∑
k=1

L∑
l=1

xiklpt

)
∀p ∈ P̂ , ∀t ∈ T̂ (3.31)

A′
pt ≤ M

(
I∑

i=1

K∑
k=1

L∑
l=1

xiklpt

)
∀p ∈ P̂ , ∀t ∈ T̂ (3.32)

Cmax ≥ A′
pt + 3n ∀p ∈ P̂ , ∀t ∈ T̂ (3.33)

and,
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xiklpt ∈ {0, 1} ∀i ∈ Î , ∀k ∈ K̂, ∀l ∈ L̂, ∀p ∈ P̂ , ∀t ∈ T̂ ,

Xpto ∈ {0, 1} ∀p ∈ P̂ , ∀t ∈ T̂ , ∀o ∈ Ô,

Yptp′t′ ∈ {0, 1} ∀p, p′ ∈ P̂ , p < p′, ∀t, t′ ∈ T̂ ,

Apt ≥ 0 ∀p ∈ P̂ , ∀t ∈ T̂ ,

Bpt ≥ 0 ∀p ∈ P̂ , ∀t ∈ T̂ ,

A′
pt ≥ 0 ∀p ∈ P̂ , ∀t ∈ T̂ ,

Cmax ≥ 0.

The objective function (3.20) and Constraints (3.21) – (3.25) in Model 2 are the

same as the objective function (3.1) and Constraints (3.2) – (3.6) in Model 1, respectively.

Constraint (3.26) in Model 2 is equivalent to Constraint (3.8) in Model 1. Constraint

(3.26) combines Constraints (3.10) and (3.8) by replacing variable Cpt with Apt + 3n (as

indicated in Constraint (3.10)) in Constraint (3.8). It ensures that the starting time of

a cycle of a press machine (Apt) must be greater than or equal to the completion time

of the previous cycle. Note that the starting time of the previous cycle (Ap,t−1) plus the

processing time of one cycle (3n) is equal to the completion time of the previous cycle.

Constraint (3.27) in Model 2 is equivalent to Constraint (3.9) in Model 1. Constraint

(3.27) represents that the starting time of the pressing phase of press machine p at cycle t

(Bpt) is equal to the starting time of this cycle (Apt) plus the processing time (n) required

in the lay-up phase. Note that RHS of Constraints (3.27) and (3.9) are the same while

LHS of both constraints also represent the same value, which can be explained as follows.

From LHS of Constraint (3.9), there is only one non-zero value of variable Bpto′ (assume

that press machine p at cycle t is assigned to oven o′ or Xpto′ = 1) because all variables

Bpto, ∀o ∈ Ô − {o′} will be 0 from Constraint (3.7), while LHS of Constraint (3.27) or

Bpt is the starting time of the pressing phase of press machine p at cycle t in its assigned

oven or oven o′ (from variable Xpto′). Hence, LHS of both constraints are also the same

value, and it means that Constraint (3.27) is equivalent to Constraint (3.9).

The role of Constraints (3.28) and (3.29) in Model 2 are equivalent to the role of

Constraints (3.13) and (3.14) in Model 1. These constraints assure that the pressing phase
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of press machine p at cycle t and the pressing phase of press machine p′ at cycle t′, which

are assigned in the same oven, cannot be operated simultaneously. More details will be

explained later.

Constraints (3.30) – (3.32) in Model 2 are similar to constraints (3.15) – (3.17) in

Model 1. These constraints are used to enforce that if a panel type, a SST size, and a

layout are assigned in cycle t of press machine p, then A′
pt = Apt. Otherwise A′

pt = 0. The

auxiliary variable A′
pt will be used to determine the value of the makespan in Constraint

(3.33).

Constraint (3.33) in Model 2 determines the makespan, which is equivalent to con-

straint (3.18) in Model 1.

Compared with Model 1 in Section 3.2, Model 2 contains various improved parts

as follows:

1. The new binary variable Yptp′t′ in Model 2 replaces the old binary variable Yptp′t′o.

Note that both variables have the same role to prevent an overlap of any two tasks of the

pressing phase that are assigned in the same oven. Nevertheless, the oven is not referenced

in the definition of Yptp′t′ . Model 2 can still retrieve the information of the oven from

variables Xpto and Xp′t′o.

For example, suppose that variables X111 = X221 = 1. This means that the pressing

phases in cycle 1 of press machine 1 and in cycle 2 of press machine 2 will be processed

in the same oven 1. Assume that Y11221 = 1 in Model 1 and Y1122 = 1 in Model 2. The

variable Y11221 = 1 in Model 1 means that the pressing phase in cycle 1 of press machine

1 is processed before the pressing phase in cycle 2 of press machine 2 in oven 1. On the

other hand, variable Y1122 = 1 in Model 2 means that the pressing phase in cycle 1 of

press machine 1 is processed before the pressing phase in cycle 2 of press machine 2 in the

same oven. Even though the information of the oven is not provided by variable Y1122,

variables X111 = X221 = 1 still tells that the pressing phases in both cycle 1 of press

machine 1 and cycle 2 of press machine 2 are performed in oven 1.
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Due to the replacement of variable Yptp′t′o by Yptp′t′ , NBV in the model is reduced.

It can also reduce the dimensionality of decision variables because variable Yptp′t′o has

five indices, but variable Yptp′t′ has four indices.

2. Model 2 uses NC less than Model 1 to formulate the constraint for avoiding an overlap

in an oven. The non-overlapping constraints (3.28) and (3.29) in Model 2 are formulated

only for cases p < p′, while the non-overlapping constraints (3.13) and (3.14) in Model 1

are formulated for cases p ̸= p′. In fact, to prevent an overlap in an oven, the constraint

only for cases p < p′ is required, which can be explained as follows. From Constraints

(3.28) and (3.29) in Model 2, either one of them will be active for any two pressing phases

of press machine p at cycle t and press machine p′ at cycle t′, which are performed in the

same oven o (Xpto = Xp′t′o = 1). If both tasks are not performed in the same oven o,

both Constraints (3.28) and (3.29) will be redundant. If both tasks are performed in the

same oven o and Yptp′t′ = 1, Constraint (3.28) is active (since Yptp′t′ = Xpto = Xp′t′o = 1)

while Constraint (3.29) is redundant. The activation of Constraint (3.28) means that the

completion time of the pressing phase of press machine p at cycle t must be less than

or equal to the starting time of the pressing phase of press machine p′ at cycle t′ in the

same oven as shown in Figure 3.4(a). In other words, the task from press machine p

at cycle t is operated before the task from press machine p′ at cycle t′. On the other

hand, if Yptp′t′ = 0, Constraint (3.29) is active (since Yptp′t′ = 0 and Xpto = Xp′t′o = 1)

while Constraint (3.28) is redundant. The activation of Constraint (3.29) means that the

completion time of the pressing phase of press machine p′ at cycle t′ must be less than

or equal to the starting time of the pressing phase of press machine p at cycle t in the

same oven as shown in Figure 3.4(b). In other words, the task from press machine p at

cycle t is processed after the task from press machine p′ at cycle t′. These assure that any

two pressing phases from any two press machine cycles assigned to the same oven cannot

be done at the same time, according to the cases p < p′. Therefore, the non-overlapping

condition in the oven is clearly defined, and the constraints in cases p > p′ is not necessary.

Note that, from Constraints (3.13) and (3.14) in Model 1, the constraint only in

cases p < p′ are needed to prevent an overlap in an oven with the similar reason as

explained for Constraints (3.28) and (3.29) in Model 2. This is because if Yptp′t′o = 1,



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

41

(a) Case Yptp′t′ = 1

(b) Case Yptp′t′ = 0

Figure 3.4: Interpretation of Constraints (3.28) and (3.29).

Constraint (3.13) is redundant while Constraint (3.14) is active, which means that the

starting time of the pressing phase of press machine p′ at cycle t′ (in oven o) must be

greater than or equal to the completion time of the pressing phase of press machine p at

cycle t (in oven o) as shown in Figure 3.5(a). On the other hand, if Yptp′t′o = 0, Constraint

(3.14) is redundant while Constraint (3.13) is active, which means that the starting time

of the pressing phase of press machine p at cycle t (in oven o) must be greater than or

equal to the completion time of the pressing phase of press machine p′ at cycle t′ (in oven

o) as shown in Figure 3.5(b). According to the cases p < p′, it assures that any two tasks

in the same oven cannot overlap. Thus, the constraint in cases p > p′ is not necessary. In

fact, the constraint in cases p > p′ have the same role or are equivalent to the constraint

in cases p < p′, i.e., the constraint in cases p > p′ are redundant. Therefore, Model 1 have

the redundant constraints while Model 2 eliminates these redundant constraints from the

model. NC for avoiding an overlap of tasks in an oven in Model 2 is halved comparing
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(a) Case Yptp′t′o = 1

(b) Case Yptp′t′o = 0

Figure 3.5: Interpretation of Constraints (3.13) and (3.14).

with Model 1.

3. The new continuous variable Bpt in Model 2, which is without reference to the oven,

replaces the old continuous variable Bpto. Both variables represent the starting time of the

pressing phase of press machine p at cycle t in its assigned oven. For simplicity, assume

that the pressing phase in cycle t of press machine p is processed in oven o′. In Model

1, Constraint (3.7), which controls variable Bpto, ∀o ∈ Ô − {o′} to be zero, is needed in

order to have only the non-zero value of Bpto′ in the model. Nevertheless, this constraint

is not necessary in Model 2 since the model uses variable Bpt, which does not reference

the oven. Even though the information of the oven is not provided by variable Bpt for

the task from press machine p at cycle t, it can be retrieved from variable Xpto.

For example, suppose that variable X221 = 1. This means that oven 1 will perform

the pressing phase of press machine 2 at cycle 2. Assume that variable B221 = 480
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minutes in Model 1, and variable B22 = 480 minutes in Model 2. The former means that

the pressing phase in cycle 2 of press machine 2 is started at time 480 in oven 1, while

the latter means that the pressing phase in cycle 2 of press machine 2 is started at time

480. Even though the information of the oven is not provided by variable B22, variable

X221 = 1 still tells that the pressing phase in cycle 2 of press machine 2 is performed in

oven 1.

Due to the replacement of variable Bpto by Bpt, NCV in the model is reduced. It

can also reduce the dimensionality of decision variable because variable Bpto has three

indices, but variable Bpt has only two indices. Furthermore, NC is also reduced because

it can eliminate Constraint (3.7) from the model.

4. The completion time variables are not used in Model 2, which include the completion

time of press machine p at cycle t (Cpt) and the completion time of the pressing phase of

press machine p at cycle t in oven o (Dpto). This is because these values can be retrieved

after the model is solved, where the former is equal to Apt +3n and the latter is equal to

Bpt+n. This can reduce NCV in the model. In addition, NC is also reduced because it can

eliminate some constraints that contain the completion times, which include Constraint

(3.7) and Constraints (3.10) – (3.12).

Table 3.2: The size complexity of Models 1 and 2.

Type Model 1 Model 2

Binary variable IKLPT + PTO + P (P − 1)T 2O IKLPT + PTO +
P (P−1)T2

2

Continuous variable 3PT + 2PTO + 1 3PT + 1

Constraint 8PT + 2P (T − 1) + 2P (P − 1)T 2O +

3PTO + IKLPT + I

7PT + 2P (T − 1) + P (P − 1)T 2O+

IKLPT + I

NBV, NCV, and NC that are used to formulate Model 2 are shown in Table 3.2.

From Table 3.2, it could be concluded that Model 2 outperforms Model 1 in terms of the

size complexity because NBV, NCV, NC that Model 2 generated are less than those in

Model 1. Both Models 1 and 2 show applications of MILP to solve the pressing process

scheduling and can be used to find an optimal schedule of the pressing process for any

PCB manufacturer. The computational complexities of both models will be compared in
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Chapter 4.

3.4 Proposed 3P-PCB-PH Algorithm

Since the pressing process scheduling is complicated, a MILP model can be

unsuitable when the problem size is large. A heuristic algorithm, which is called a three-

phase-PCB-pressing heuristic (3P-PCB-PH) algorithm, is proposed in this section for

solving the pressing process scheduling. In this algorithm, the pressing process scheduling

problem is solved in three phases. Phase 1 aims to match each panel type with an

appropriate SST size as well as a layout and find the number of cycles required to satisfy

the demands. In Phase 2, then, all cycles that must be used are scheduled to find the

number of working cycles on each press machine, as well as their starting and end times.

Lastly, each panel type is assigned to a working cycle of a press machine in Phase 3,

together with its selected SST size and layout from Phase 1. The parameters in the 3P-

PCB-PH algorithm are similar to those in Models 1 and 2. The 3P-PCB-PH algorithm

has five steps, which are described below.

Step 1: Take the inputs I,K,L, P,O, T,m, n, aikl, ∀i ∈ Î , k ∈ K̂, l ∈ L̂, and di, ∀i ∈ Î.

Step 2 (Phase 1): Choosing a SST size and a layout for each panel type.

Algorithm 1 Phase 1 of the 3P-PCB-PH algorithm.

Input: I,K, L,m, di, ∀i ∈ Î and aikl, ∀i ∈ Î , k ∈ K̂, l ∈ L̂

1: For each i ∈ Î, find k̄i ∈ K̂, l̄i ∈ L̂.

2: Compute dci =

⌈
di

maik̄i l̄i

⌉
, ∀i ∈ Î.

3: Compute dc =
I∑

i=1

dci .

Output: dc, dci , ∀i ∈ Î and k̄i, l̄i, ∀i ∈ Î

The inputs of Phase 1 consist of I,K,L,m, di, ∀i ∈ Î and aikl, ∀i ∈ Î , k ∈ K̂, l ∈ L̂.

In this phase, each panel type i ∈ Î will be matched with a suitable SST size and a layout.

A SST size k̄i and a layout l̄i which provide the maximum number of panels of type i per

book are selected. From this selection, the number of panels of type i per book is aik̄i l̄i ,
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and the number of panels of type i that can be obtained per cycle is maik̄i l̄i . Let dci be

the minimum number of cycles required for pressing each panel type i. This value can be

calculated from dci =

⌈
di

maik̄i l̄i

⌉
, where the expression ⌈x⌉ is the smallest integer that is

not smaller than x. The minimum number of total cycles required to satisfy the demands

of all types of panels can be calculated by dc =

I∑
i=1

dci . Due to the assumption that the

demands of panels from customers have a feasible schedule, the value dc is not greater

than the number of all available cycles P × T . The algorithm for Phase 1 of 3P-PCB-PH

is shown in Algorithm 1. The time complexity of Phase 1 algorithm is O(IKL).

Step 3 (Phase 2): Scheduling the press machines and ovens.

To produce a schedule that minimizes the makespan, all dc cycles are distributed

to all press machines in this phase. The components of Phase 2 consist of the following.

1. Starting time matrix

The starting time matrix (A = [Apt]P×T ) stores the starting time of the lay-up

phase of press machine p at cycle t (the starting time of press machine p at cycle t). In

the beginning, A is initialized to be [0]P×T .

2. Completion time matrix

The completion time matrix stores the completion time of press machine p at cycle

t. In the beginning, C is initialized to be [0]P×T .

3. Candidate list

The candidate list (Can) represents the next earliest available cycle number to use

each press machine. In the beginning, Can is initialized to be [1]1×P because the cycle

that is available to start for each press machine is cycle 1.

4. Scheduled pressing job

The starting and end times of the pressing phase of a press machine cycle are

collected in a scheduled pressing job, which is notated by (start_time, end_time,

press_machine, cycle). The elements in a scheduled pressing job tuple represent the

starting time, the completion time, the press machine number, and the cycle number,
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respectively. Assume that we have a scheduled pressing job (240, 360, 1, 1), for example,

it tells the information that this pressing job is processed from time 240 to 360 minutes

and is the task of press machine 1 at cycle 1.

5. Oven schedule list

The oven schedule list (Oven_Schedule_List) stores the schedule pressing jobs to

use in each oven in a sequential order. Each element in Oven_Schedule_List is also

a list that contains the schedule pressing job tuples assigned in the corresponding oven.

An example of Oven_Schedule_List is shown in Figure 3.6, where O = 3 and n = 120.

From the first list in Oven_Schedule_List, two pressing jobs have already been assigned

to oven 1. The first pressing job (120, 240, 1, 1) means that oven 1 has to perform the

pressing phase of press machine 1 at cycle 1 from 120 to 240 minutes, while the second

pressing job (480, 600, 1, 2) means that oven 1 has to perform the pressing phase of press

machine 1 at cycle 2 from 480 to 600 minutes. Likewise, the list for oven 2 contains only

one pressing job (120, 240, 2, 1) that is already assigned. The third list (the list for oven

3) is empty, which means that there is currently no job assigned to oven 3 at this time. In

the beginning, Oven_Schedule_List is initialized to be the list of O empty lists [[ ]]1×O.

Later, the Phase 2 algorithm will append it with appropriate jobs.

Figure 3.6: An Oven_Schedule_List example.

6. Oven idle time interval list

The oven idle time interval list (Oven_Idle_Time_List) stores idle time intervals

of each oven in a consecutive order. Each element in Oven_Idle_Time_List is also a

list that contains all idle time intervals in the corresponding oven. Figure 3.7 shows an

example of Oven_Idle_Time_List, which is corresponding to Oven_Schedule_List in

Figure 3.6. Note that, in the beginning, there is only one idle time interval [0,∞) in each

oven because there is no task that had been assigned to it yet.
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Algorithm 2 Phase 2 of the 3P-PCB-PH algorithm.

Input: P,O, T, n, dc

1: Set A = [0]P×T , C = [0]P×T , Can = [1]1×P ,

Oven_Schedule_List = [[ ]]1×O,

Oven_Idle_Time_List = [[ [0,∞) ]]1×O

2: for j = 1 to dc do
3: Find p′, which is the press machine that has the minimum workload.
4: if Can[p′] == 1 then
5: Set start_time_press_machine = 0

6: else
7: Set start_time_press_machine = C[p′][Can[p′]− 1]

8: end if
9: Find o′, which is the oven that has the minimum workload.

10: if Total processing time of oven o′ == 0 then
11: Set A[p′][Can[p′]] = start_time_press_machine,

C[p′][Can[p′]] = start_time_press_machine+ 3n,
start_time_oven = start_time_press_machine+ n,
end_time_oven = start_time_oven+ n

12: Add (start_time_oven, end_time_oven, p′, Can[p′]) to Oven_Schedule_List[o′]

13: Update Oven_Idle_Time_List[o′]

14: else
15: Examine each idle time interval in Oven_Idle_Time_List[o′] from left to

right to find start_time_oven and end_time_oven for press machine p′ at
cycle Can[p′] in oven o′.

16: Set A[p′][Can[p′]] = start_time_oven− n,
C[p′][Can[p′]] = end_time_oven+ n

17: Add (start_time_oven, end_time_oven, p′, Can[p′]) to Oven_Schedule_List[o′]

18: Update Oven_Idle_Time_List[o′]

19: end if
20: Set Can[p′] = Can[p′] + 1

21: end for
Output: A, C, and Oven_Schedule_List
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Figure 3.7: An Oven_Idle_Time_List example.

Following the introduction of all components, the Phase 2 algorithm is presented

as follows. The inputs for the algorithm include P , O, T , n, and dc. The value dc is the

total number of iterations of this algorithm. In each iteration, a press machine that has

the minimum workload is chosen, say press machine p′. Then, the algorithm checks to

see if the next earliest available cycle of this press machine (Can[p′]) is the first cycle.

• If yes, set the starting time in cycle Can[p′] of press machine p′ to 0.

• Otherwise, set the starting time in cycle Can[p′] of press machine p′ to the com-

pletion time of the previous cycle.

Let start_time_press_machine be the starting time of press machine p′ at cycle

Can[p′]. Note that this value does not yet represent the final starting time for this press

machine cycle because we must first examine the feasibility with its assigned oven. To

do the pressing phase, the cycle Can[p′] of press machine p′ will then be assigned to the

oven that has the minimum workload, say oven o′. After that, we check to see if oven o′

has been used yet.

• If not, Oven_Idle_Time_List[o′] contains only one idle time interval [0,∞). The

press machine p′ at cycle Can[p′] can begin the lay-up phase at

start_time_press_machine, and it is put into oven o′ sequentially to begin the

pressing phase at start_time_press_machine+ n.

• If yes, all idle time intervals in Oven_Idle_Time_List[o′] from left to right will

be checked to find the earliest time that cycle Can[p′] of press machine p′ can begin

the pressing phase in oven o′. Figure 3.8 illustrates an example. Assume that oven
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o′ is oven 1 which was previously assigned the pressing phase of press machine 1

at cycle 1, and suppose that n = 120 minutes. Assume that p′ is press machine

2, and Can[2] is cycle 1. We have start_time_press_machine = 0 because this

is the first cycle. However, all idle time intervals in Oven_Idle_Time_List[1]

will be examined from left to right because oven 1 has been used. From Figure

3.8, Oven_Idle_Time_List[1] = [[0, 120], [240,∞)]. The first idle time interval

[0, 120] is obviously infeasible to begin the pressing phase of this press machine

cycle because the lay-up phase has not yet been completed. Thus, cycle 1 of

press machine 2 can begin the pressing phase in oven 1 as quickly as possible at

time 240 minutes in the second idle time interval [240,∞). For simplicity, let this

time be start_time_oven. Consequently, the finishing time of the pressing phase

(end_time_oven), the real starting time, and the real completion time of press

machine p at cycle Can[p′] can be obtained as follows:

⋄ end_time_oven = start_time_oven+ n,

⋄ A[p′][Can[p′]] = start_time_oven− n,

⋄ C[p′][Can[p′]] = end_time_oven+ n.

Figure 3.8: An example of finding start_time_oven.

After finding the start_time_oven, end_time_oven, A[p′][Can[p′]], and

C[p′][Can[p′]], these values are updated in matrices A, C, Oven_Schedule_List[o′], and

Oven_Idle_Time_List[o′]. Also, the value Can[p′] is increased by one in order to set

the next cycle of press machine p′ to be a new candidate. The algorithm will repeat until
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all dc cycles are scheduled. The Phase 2 algorithm of 3P-PCB-PH is shown in Algorithm

2. The time complexity of the algorithm for Phase 2 is O(P 2T 2).

Step 4 (Phase 3): Assigning the panel-SST-layout combinations to press machine working

cycles.

The input for Phase 3 includes I, dci , ∀i ∈ Î, and k̄i, l̄i, ∀i ∈ Î. Recall that Phase

2 provides the number of working cycles of each press machine. In Phase 3, each panel

type is assigned to a working cycle of a press machine, together with its selected SST size

and layout from Phase 1 as follows:

• For the first panel type, the dc1 cycles are assigned to the first cycles of all press

machines such that the work is equally distributed among the press machines.

• For the second panel type, the dc2 cycles are assigned to the next available cycles

of all the press machines in order that the work is equally distributed, and so on.

Algorithm 3 Phase 3 of the 3P-PCB-PH algorithm.

Input: I, dci , ∀i ∈ Î, and k̄i, l̄i, ∀i ∈ Î.

1: for i = 1 to I do

2: Distribute dci cycles for panel type i (with SST size k̄i and layout l̄i) to the

earliest available cycles of all press machines equally as possible.

3: end for

Output: The value xiklpt, which is equal to 1.

The algorithm for Phase 3 of 3P-PCB-PH is shown in Algorithm 3. The output

from this panel-cycle assignment can be used to interpret variable xiklpt. Note that, from

this assignment, the same-type panels are finished in a group, which is preferred in the

real-world situation. An example of the result of this panel-cycle assignment will be shown

in the next chapter. The time complexity of the Phase 3 algorithm is O(PT ).

Step 5: Interpreting the outputs.
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After solving the problem using the proposed algorithm, we can get the outputs as

follows.

1. Total number of finished goods of each panel type i ∈ Î: This value is equal to

(maik̄i l̄i)dci .

2. Schedule of press machines: The Gantt chart of press machines can be created from

matrices A and C.

3. Schedule of ovens: The Gantt chart of ovens can be created from

Oven_Schedule_List.

4. Variable xiklpt: Variable xiklpt, ∀i ∈ Î , ∀k ∈ K̂, ∀l ∈ L̂, ∀p ∈ P̂ , ∀t ∈ T̂ , which is

equal to 1, can be interpreted from Phase 3.

5. Makespan: The makespan (Cmax) is the maximum element in matrix C.

From the 3P-PCB-PH algorithm, the time complexity includes O(IKL) from Phase

1, O(P 2T 2) from Phase 2, and O(PT ) from Phase 3. Therefore, the total time complexity

of the 3P-PCB-PH algorithm is O(P 2T 2 + IKL).

It is worth noting that PCB manufacturers prefer to complete each type of PCB

in a group because it is convenient to provide materials and arrange the next work.

The proposed Models 1 and 2 in Sections 3.2 and 3.3, respectively, can find an optimal

schedule for a pressing process, but cycles of panels of the same type may not be scheduled

continually. The proposed MILP models have this limitation while the proposed 3P-PCB-

PH algorithm can handle this preference. Hence, the 3P-PCB-PH algorithm is more

practicable to the real-world PCB production.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER IV

EXPERIMENTS AND RESULTS

In this chapter, numerical experiments were conducted to evaluate the performance

of all proposed approaches. We acquired real-world data from a PCB company and used

it to generate the test problems. All problems were solved using Models 1 and 2 as well as

the 3P-PCB-PH algorithm, and their results were compared. Section 4.1 shows the data

and test problems. The computational results from Models 1 and 2 as well as the 3P-

PCB-PH algorithm are shown in Sections 4.2 – 4.4, respectively. Lastly, the discussions

are drawn in Section 4.5.

4.1 Data and test problems

The data obtained from a PCB company included the number of panel types (I),

SST sizes (K), layouts (L), press machines (P ), openings of a press machine (m), and

ovens (O) as shown in Table 4.1. The company considered the planing horizon of 3 days.

We assumed that the processing time of each phase in the pressing process (n) was 120

minutes, and the maximum number of available cycles of each press machine (T ) was 12

as shown in Table 4.1. This is because a press machine cycle takes 360 minutes (6 hours).

In three days, a press machine can conduct up to 12 cycles if it works continually.

Table 4.1: The data for generating the test problems.

Data type Parameter Value
Number of panel types I 7
Number of SST sizes K 6
Number of layouts L 8

Number of press machines P 6
Number of openings m 10

Number of ovens O 3
Processing time of each phase in the pressing process n 120 min

Maximum number of available cycles of a press machine T 12



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

53

Table 4.2 shows the information of each panel type, which consisted of the length

or warp (a), width or fill (b), outer gap (G), and inner gap (g). Table 4.3 shows the sizes

of each SST, which consisted of the warp (X) and fill (Y ).

Table 4.2: Sizes and gaps of each panel type.

Panel Warp (a) Fill (b) Outer gap (G) Inner gap (g)

1 20.5 24 0.25 0.5
2 25.65 22.25 0.5 1
3 26 24 0.25 0.5
4 26.5 22.5 0.5 1
5 19 22.25 0.25 0.5
6 15 23.8 0.25 0.5
7 27.75 20.5 0.25 0.5

Table 4.3: Sizes of each SST.

SST size Warp (X) Fill (Y )

1 50 44
2 50 53
3 50 56
4 50 58
5 43 25.5
6 43 27

The illustration of eight layouts are shown in Figure 4.1. Note that only examples of

the direction of an arrangement of panels on a SST are shown in this figure. The number

of panels in the book is not limited to those depicted in this figure. For instance, the

layout with two horizontal sections is illustrated in Figure 4.1(a), where the panels are

positioned vertically in each section. The formulas for calculating the number of panels

of type i ∈ Î per book when panel type i is used with SST size k ∈ K̂ and layout l ∈ L̂

(aikl) of the PCB company are shown in Table 4.4. Note that the expression ⌊x⌋ is the

largest integer that is not greater than x.

In addition, for a variety of the problem sizes, this study also considered the planning

horizons of 1.5, 2, and 4 days, with the maximum number of available cycles of each press
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Figure 4.1: Illustration of eight layouts.

Table 4.4: Formulas for finding the number of panels of type i per book using SST
size k and layout l.

Layout aikl

1
⌊
X − 2(G− g

2)

a+ g

⌋
×
⌊
Y − 2(G− g

2)

b+ g

⌋
2

⌊
X − 2(G− g

2)

b+ g

⌋
×
⌊
Y − 2(G− g

2)

a+ g

⌋
3

⌊
X − 2(G− g

2)

a+ g

⌋
+

(⌊
X − 2(G− g

2)

b+ g

⌋
×
⌊
Y − b−G− 2(G− g

2)

a+ g

⌋)
4

⌊
Y − 2(G− g

2)

a+ g

⌋
+

(⌊
Y − 2(G− g

2)

b+ g

⌋
×
⌊
X − b−G− 2(G− g

2)

a+ g

⌋)
5

⌊
X − 2(G− g

2)

b+ g

⌋
+

(⌊
X − 2(G− g

2)

a+ g

⌋
×
⌊
Y − a−G− 2(G− g

2)

b+ g

⌋)
6

⌊
Y − 2(G− g

2)

b+ g

⌋
+

(⌊
Y − 2(G− g

2)

a+ g

⌋
×
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X − a−G− 2(G− g
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b+ g

⌋)
7

⌊
X − 2(G− g

2)

a+ g

⌋
8

⌊
X − 2(G− g

2)

b+ g

⌋

machine of 6, 8, and 16, respectively. The test problems were generated using the acquired

data. Furthermore, for different problem sizes, parameters P and O in some test problems

differed slightly from the real data. In each problem, the demand of each panel type i (di)
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was randomly generated. The test problems were classified into four groups, i.e., small,

medium, large, and extra-large problem, according to NBV. The small, medium, large,

and extra-large problems consisted of Problems S1 – S5, M1 – M8, L1 – L9, and E1 – E9,

respectively, as shown in Tables 4.5 – 4.8. A problem that has three panel types consists

of panel types 1 – 3 in Table 4.2. Likewise, a problem with four, five, six, or seven panel

types corresponds to panel types 1 – 4, 1 – 5, 1 – 6, or 1 – 7 in Table 4.2, respectively.

Table 4.5: The small problems.

No. I K L P O T di, i ∈ Î

S1 3 6 8 3 2 6 110, 150, 125
S2 3 6 8 3 2 8 200, 220, 230
S3 3 6 8 3 2 12 270, 250, 210
S4 3 6 8 4 2 6 110, 150, 125
S5 3 6 8 4 3 6 110, 150, 125

Table 4.6: The medium problems.

No. I K L P O T di, i ∈ Î

M1 3 6 8 6 3 6 300, 300, 300
M2 3 6 8 6 3 8 450, 480, 500
M3 3 6 8 6 3 12 720, 900, 600
M4 4 6 8 6 3 6 200, 300, 400, 100
M5 4 6 8 6 3 8 300, 400, 200, 500
M6 4 6 8 6 3 12 500, 700, 700, 500
M7 5 6 8 6 3 6 200, 250, 200, 250, 200
M8 5 6 8 6 3 8 400, 300, 200, 250, 300

4.2 Computational results of Model 1

In this section, IBM ILOG CPLEX 12.6 software was used to solve all test problems

using Model 1 on a personal computer with 8 GB RAM and a core i7 2.20 GHz CPU.

The time limit for solving each problem was set as 2 hours.
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Table 4.7: The large problems.

No. I K L P O T di, i ∈ Î

L1 5 6 8 6 3 12 500, 500, 500, 500, 500
L2 5 6 8 7 3 12 500, 500, 500, 500, 500
L3 5 6 8 6 4 12 500, 500, 500, 500, 500
L4 6 6 8 6 3 12 500, 360, 220, 180, 380, 720
L5 6 6 8 7 3 12 500, 360, 220, 180, 380, 720
L6 6 6 8 6 4 12 500, 360, 220, 180, 380, 720
L7 7 6 8 6 3 12 300, 325, 290, 425, 450, 475, 200
L8 7 6 8 7 3 12 300, 325, 290, 425, 450, 475, 200
L9 7 6 8 6 4 12 300, 325, 290, 425, 450, 475, 200

Table 4.8: The extra-large problems.

No. I K L P O T di, i ∈ Î

E1 5 6 8 6 3 16 660, 525, 740, 850, 480
E2 5 6 8 7 3 16 660, 525, 740, 850, 480
E3 5 6 8 6 4 16 660, 525, 740, 850, 480
E4 6 6 8 6 3 16 400, 495, 800, 630, 700, 800
E5 6 6 8 7 3 16 400, 495, 800, 630, 700, 800
E6 6 6 8 6 4 16 400, 495, 800, 630, 700, 800
E7 7 6 8 6 3 16 500, 420, 595, 375, 330, 680, 580
E8 7 6 8 7 3 16 500, 420, 595, 375, 330, 680, 580
E9 7 6 8 6 4 16 500, 420, 595, 375, 330, 680, 580

4.2.1 Computational results of Model 1 for the small problems

Table 4.9 shows the model size and computational results of Model 1 for the small

problems. The model size consisted of NBV, NCV, and NC. The results consisted of the

number of outputs or finished goods of each panel type, the makespan (Cmax), and CPU

time.

As shown in Table 4.9, all small problems could be solved using Model 1 within

a small computational time. NBV of each small problem is less than 8,500. In each

problem, the optimal makespan was found, and the output of each panel type satisfied
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the demand. For example, Problem S1 had the optimal makespan of 1,440 minutes, and

the number of finished goods of panel types 1 – 3 were 120, 160, 160, respectively. The

maximum computational time for solving the small problems to get an optimal solution

is only 8.15 seconds in Problem S4. Note that the demands of Problems S1, S4, and S5

are the same. According to the results of Problem S4, if the number of press machines

of Problem S1 was increased by one, the makespan of Problem S1 could be reduced from

1,440 to 1,200 minutes (i.e., the pressing process of Problem S1 could be finished earlier

for 240 minutes). However, if the number of press machines and ovens were increased

by one from Problem S1, in accordance with Problem S5, the makespan of Problem S1

could be reduced from 1,440 to 1,080 minutes. These show that Model 1 can be used to

determine which resources should be increased in order to reduce the production time.

4.2.2 Computational results of Model 1 for the medium problems

Table 4.10 shows the model size and computational results of Model 1 for the

medium problems. NBV of each medium problem is between 8,500 to 30,000. The re-

sults show that Model 1 could solve all medium problems to an optimal solution. The

computational times for solving the medium problems are still acceptable for a real-life

application. The maximum computational time for solving the medium problems opti-

mally is 9 minutes 31 seconds in Problem M7. Note that this value increased significantly

when compared to the maximum computational time for solving the small problems that

is only 8.15 seconds in Problem S4.

4.2.3 Computational results of Model 1 for the large problems

The model size and computational results of Model 1 for the large problems are

shown in Table 4.11. NBV of each large problem is around 30,000 to 46,000. The results

show that only Problems L1, L2, and L4 could be solved optimally using Model 1 within

the 2-h time limit. For the other problems that could not be solved optimally, the best

feasible solution that could be obtained within the time limit (incumbent solution) was

reported in Table 4.11. When comparing the maximum computational time for solving

large problems optimally (48 minutes 14 seconds in Problem L4) to that for solving the
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Table 4.12: List of xiklpt values which is equal to 1 in the optimal solution of
Problem L1 using Model 1.

Press

Machine
Non-zero xiklpt

1 x13111, x51212, x24213, x51214, x33215, x51216, x51217, x24218, x43219, x3221,10, x4321,11

2 x14621, x53622, x53223, x54524, x32225, x12626, x43227, x44228, x32229, x1222,10, x3222,11

3 x23431, x51532, x44233, x43234, x43235, x43236, x12437, x34238, x12239, x2343,10, x4423,11

4 x14141, x43242, x32243, x24244, x13445, x32246, x32247, x32248, x24649, x5414,10, x5134,11

5 x12151, x14352, x54553, x23454, x32255, x23656, x42257, x32258, x43259, x2365,10

6 x51361, x13362, x24663, x42264, x24665, x23466, x24467, x54468, x11269, x1126,10, x3426,11

Table 4.13: List of Xpto values which is equal to 1 in the optimal solution of Problem
L1 using Model 1.

Press

Machine
Non-zero Xpto

1 X111, X122, X131, X142, X151, X161, X171, X181, X191, X1,10,3, X1,11,3

2 X212, X223, X233, X241, X253, X263, X272, X282, X292, X2,10,1, X2,11,1

3 X311, X322, X331, X341, X353, X363, X373, X383, X393, X3,10,2, X3,11,2

4 X412, X421, X433, X442, X451, X461, X472, X482, X491, X4,10,1, X4,11,3

5 X513, X522, X531, X543, X553, X563, X573, X581, X593, X5,10,2

6 X613, X623, X632, X643, X652, X662, X673, X681, X692, X6,10,3, X6,11,1

medium problems (9 minutes 31 seconds in Problem M7), it should be noted that the

maximum computational time for solving large problems increased significantly.

The following is an example of an optimal solution from the proposed model. For

the results of Problem L1, there were 520 outputs of each panel type, which satisfied the

demand. Tables 4.12 and 4.13 show variables xiklpt and Xpto, which were equal to 1, in

the optimal solution of Problem L1, respectively. In addition, Figures 4.2 and 4.3 show

the Gantt charts of press machines and ovens, respectively, from the optimal solution of

Problem L1. Note that the same color in Figures 4.2 and 4.3 represents the same panel

type.

From Table 4.12, the values xiklpt, which were equal to 1, were sorted by the index
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of cycle numbers in ascending order. For example, x13111 means that panel type 1, SST

size 3, and layout 1 were used to create books for press machine 1 at cycle 1. Therefore,

x13111 appears before x51212 in Table 4.12. In addition, the values Xpto, which were equal

to 1, in Table 4.13 were sorted in a similar manner. For example, X212 means that the

pressing phase of press machine 2 at cycle 1 was processed in oven 2. Therefore, X212

appears before X223 in Table 4.13.

Figure 4.2 shows the starting and completion times of each press machine cycle,

while Figure 4.3 shows the time of the pressing phase for each press machine cycle. For

instance, press machine 1 at cycle 1 operated the lay-up phase at 120 – 240 minutes

(Figure 4.2), performed the pressing phase in oven 1 at 240 – 360 minutes (Figure 4.3),

and cooled down at 360 – 480 minutes (Figure 4.2). The minimal makespan of this

problem was 4,080 minutes (Figure 4.2).

4.2.4 Computational results of Model 1 for the extra-large problems

The model size and computational results of Model 1 for the extra-large problems

are shown in Table 4.14. NBV of each extra-large problem is greater than 46,000. The

results show that all extra-large problems could not be solved by Model 1 to reach opti-

mality within the 2-h time limit. Therefore, Table 4.14 reports the incumbent solution

that could be obtained within the time limit for each problem. When the problem size

increased from small to extra large, it should be noted that NBV and NC of the test

problems increased rapidly. A lot of binary variables and constraints in extra-large prob-

lems can cause a long computational time because NBV is the most important factor that

influences the MILP model’s performance, and NC is the next most important factor [17].

From numerical experiments, the results show that Model 1 is appropriate for solv-

ing small and medium problems, where NBV is less than 30,000. Model 1 could solve all

small and medium problems using an acceptable time for a real-life application. However,

only three large problems could be solved using Model 1, and the computational time to

solve these problems optimally seem to be large when compared to the computational

time for solving small and medium problems. The other problems in large problems and



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

64

Ta
bl

e
4.

14
:

C
om

pu
ta

tio
na

lr
es

ul
ts

of
M

od
el

1
fo

r
th

e
ex

tr
a-

la
rg

e
pr

ob
le

m
s.

N
o.

I
K

L
P

O
T

d
i

M
od

el
Si

ze
R

es
ul

ts
N

B
V

N
C

V
N

C
O

ut
pu

ts
C

P
U

T
im

e
C

m
ax

(m
in

)
E1

5
6

8
6

3
16

66
0,

52
5,

74
0,

85
0,

48
0

46
,3

68
86

5
70

,9
37

68
0,

56
0,

76
0,

88
0,

48
0

2
h

5,
28

01

E2
5

6
8

7
3

16
66

0,
52

5,
74

0,
85

0,
48

0
59

,4
72

1,
00

9
93

,5
11

68
0,

56
0,

76
0,

88
0,

48
0

2
h

4,
56

01

E3
5

6
8

6
4

16
66

0,
52

5,
74

0,
85

0,
48

0
54

,1
44

1,
05

7
86

,5
85

68
0,

56
0,

76
0,

88
0,

48
0

2
h

5,
16

01

E4
6

6
8

6
3

16
40

0,
49

5,
80

0,
63

0,
70

0,
80

0
50

,9
76

86
5

75
,5

46
40

0,
52

0,
80

0,
64

0,
72

0,
84

0
2

h
5,

52
01

E5
6

6
8

7
3

16
40

0,
49

5,
80

0,
63

0,
70

0,
80

0
64

,8
48

1,
00

9
98

,8
88

40
0,

52
0,

80
0,

64
0,

72
0,

84
0

2
h

4,
80

01

E6
6

6
8

6
4

16
40

0,
49

5,
80

0,
63

0,
70

0,
80

0
58

,7
52

1,
05

7
91

,1
94

40
0,

52
0,

80
0,

64
0,

72
0,

84
0

2
h

5,
52

01

E7
7

6
8

6
3

16
50

0,
42

0,
59

5,
37

5,
33

0,
68

0,
58

0
55

,5
84

86
5

80
,1

15
52

0,
44

0,
60

0,
40

0
36

0,
70

0,
60

0
2

h
5,

16
01

E8
7

6
8

7
3

16
50

0,
42

0,
59

5,
37

5,
33

0,
68

0,
58

0
70

,2
24

1,
00

9
10

4,
26

5
52

0,
44

0,
60

0,
40

0
36

0,
70

0,
60

0
2

h
4,

56
01

E9
7

6
8

6
4

16
50

0,
42

0,
59

5,
37

5,
33

0,
68

0,
58

0
63

,3
60

1,
05

7
95

,8
03

52
0,

44
0,

60
0,

40
0

36
0,

70
0,

60
0

2
h

5,
16

01

1
T

he
in

cu
m

be
nt

so
lu

tio
n

fro
m

M
od

el
1.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

65

all extra-large problems could not be solved optimally by Model 1 within the 2-h time

limit.

4.3 Computational results of Model 2

In this section, IBM ILOG CPLEX 12.6 software was used to solve all test problems

using Model 2 on the same hardware environment as in the previous section. The time

limit for solving each problem was also set as 2 hours. The results from Model 2 were

compared with the results from Model 1 in the previous section.

The performance measures of size and computational complexities [10,13,16,18,19]

were used to compare the performance between Models 1 and 2. The size complexity is

measured by counting NBV, NCV, and NC, which are generated by the MILP model. If a

MILP model produces fewer numbers of each size complexity factor than another model,

it is more superior in terms of the size complexity. For the computational complexity,

the criterion for deciding the performance between two MILP models consisted of the

following.

1. If the first model could solve the problem to reach optimality within the time limit

while the second model could not, the first model is clearly better than the second

model in terms of the computational complexity.

2. If both models could solve the problem optimally within the time limit, the com-

putational times for solving the problem using each model were compared. The

lower the computational time value, the higher the model’s performance.

3. If both models could not solve the problem to reach optimality within the time

limit,

• The incumbent solutions that could be obatined from each model were com-

pared. Since the pressing process scheduling problem is a minimization prob-

lem, the smaller the incumbent makespan value, the higher the model’s per-

formance.
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• The %gap from both models were compared if the incumbent solutions from

both models have the same quality, i.e., the makespans from both incumbent

solutions are the same value. The %gap is computed from
∣∣∣BestBound−BestInteger

BestInteger

∣∣∣
×100%, which is the relative gap tolerance of the objective value for the solu-

tion from CPLEX. The BestBound is the current lower bound that the model

could obtain within the time limit, while the BestInteger is the objective value

of the incumbent solution that could be obtained from the model within the

time limit. The %gap is equal to 0 when the problem could be solved to reach

optimality. The lower the %gap value, the higher the model’s performance.

• If the incumbent makespan and %gap from both models are the same, the

computational times to reach the incumbent solution (timeinc) from each

model were compared. The lower the timeinc value, the higher the model’s

performance.

4.3.1 Computational results of Model 2 for the small problems

The model size and computational results of Models 1 and 2 for the small problems

are shown in Table 4.15. In addition, RPItime was reported in the last column of Table

4.15. RPItime is computed from CPUtimeModel1−CPUtimeModel2
CPUtimeModel1

× 100%, which is the relative

percentage improvement of the CPU times of Model 2 over Model 1. From Table 4.15,

NBV, NCV, and NC of each small problem in Model 2 were less than those in Model 1.

Figures 4.4 – 4.6 show NBV, NCV, and NC, respectively, that each model produced in

each small problem. These show that Model 2 is evidently better than Model 1 in terms

of the size complexity for the small problems. In each small problem, an optimal solution

could be found by both Models 1 and 2, but Model 2 used smaller CPU time to find an

optimal solution for each small problem. Figure 4.7 demonstrates the CPU times that

Models 1 and 2 used for solving each small problem. This shows that Model 2 is also

better than Model 1 in terms of the computational complexity for the small problems.

The last column in Table 4.15 shows RPItime of each small problem, and the last row of

Table 4.15 shows that Model 2 had superior CPU time with average RPItime of 36.84%

for the small problems.
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Figure 4.4: NBV comparison of Models 1 and 2 for the small problems.

Figure 4.5: NCV comparison of Models 1 and 2 for the small problems.

Figure 4.6: NC comparison of Models 1 and 2 for the small problems.
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Figure 4.7: CPU time comparison of Models 1 and 2 for the small problems.

4.3.2 Computational results of Model 2 for the medium problems

Table 4.16 shows the model size and the computational results of Models 1 and 2

for the medium problems. For each medium problem, NBV, NCV, and NC that Model

2 generated were less than those that Model 1 generated. Figures 4.8 – 4.10 show NBV,

NCV, and NC, respectively, that each model produced in each medium problem. This

shows that, for the medium problems, Model 2 is better than Model 1 in terms of the

size complexity. An optimal solution of each medium problem could be found by both

Models 1 and 2, but Model 2 used smaller CPU time for solving each medium problem

to an optimal solution. Figure 4.11 shows the CPU times that were used for solving each

medium problem using Models 1 and 2. It shows that, for the medium problems, Model

2 is also better than Model 1 in terms of the computational complexity, and Model 2 had

superior CPU time with average RPItime of 69.98%.

4.3.3 Computational results of Model 2 for the large problems

Table 4.17 shows the model size and computational results of Models 1 and 2 for

the large problems. The results consisted of the outputs, CPU time, makespan, and

%gap. The column “CPU time” in Table 4.17 represents the computational time that

CPLEX took to solve the model to reach optimality (%gap = 0), or 2 hours if CPLEX

could not solve the model to reach optimality within the time limit (%gap ̸= 0). Note

that it requires more computational time than 2 hours to solve the problem optimally
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Figure 4.8: NBV comparison of Models 1 and 2 for the medium problems.

Figure 4.9: NCV comparison of Models 1 and 2 for the medium problems.

Figure 4.10: NC comparison of Models 1 and 2 for the medium problems.
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Figure 4.11: CPU time comparison of Models 1 and 2 for the medium problems.

for the problem with the solution that is obtained within the time limit and %gap ̸= 0.

The column “Cmax” represents the optimal makespan or incumbent makespan that could

be obtained within the time limit. The timeinc is also reported in Table 4.17, which is

the computational time to reach the incumbent solution. For the problem that could

be solved to reach optimality, the timeinc is the time that it first reached the optimal

solution, but the optimality status at that time was not verified yet since the %gap ̸=

0 at that time. RPItime and RPIinc
time are also reported in the last column of Table 4.17,

where RPIinc
time is computed from (timeinc)Model1−(timeinc)Model2

(timeinc)Model1
× 100%, which represents the

relative percentage improvement of timeinc of Model 2 over Model 1.

From Table 4.17, NBV, NCV, and NC of each large problem in Model 2 were less

than those in Model 1. Figures 4.12 – 4.14 show NBV, NCV, and NC, respectively, that

each model produced in each large problem. It shows that, for the large problems, Model

2 is obviously better than Model 1 in terms of the size complexity.

Moreover, from Table 4.17, only three large problems (Problems L1, L2, and L4)

could be solved optimally by Model 1 within the time limit. However, these problems

could be solved optimally by Model 2 using smaller CPU time. Model 1 could not solve

Problems L6, L7, and L9 to reach optimality within the time limit because %gap ̸= 0,

while these problems could be solved by Model 2 to reach optimality within the time

limit (%gap = 0%). For Problems L3, L5, and L8, both models could not solve them

optimally, where the incumbent makespans from both models were the same, and the
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Figure 4.12: NBV comparison of Models 1 and 2 for the large problems.

Figure 4.13: NCV comparison of Models 1 and 2 for the large problems.

%gap values from both models were also the same in each problem. Nevertheless, to reach

the incumbent solution, Model 2 used smaller timeinc than Model 1 for these problems.

The CPU time and timeinc for solving each large problem using Models 1 and 2

are shown in Figures 4.15 and 4.16, respectively. As shown in Figure 4.15, the CPU

times for solving Problems L3, L5, and L8 using Models 1 and 2 overlapped at 2 hours

because both models could not solve these problems to reach optimality, but a significant

difference in the CPU times between Models 1 and 2 was noticeable for the other problems.

Furthermore, from Figure 4.16, the timeinc to reach the incumbent solution for each large

problem using Model 2 was lower than that using Model 1. Model 2 yielded better CPU

time with average RPItime of 31.60% and better timeinc with average RPIinc
time of 82.06%

for the large problems. These show that Model 2 is also better than Model 1 in terms of

the computational complexity for the large problems.
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Figure 4.14: NC comparison of Models 1 and 2 for the large problems.

Figure 4.15: CPU time comparison of Models 1 and 2 for the large problems.

Figure 4.16: Timeinc comparison of Models 1 and 2 for the large problems.
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4.3.4 Computational results of Model 2 for the extra-large problems

The model size and computational results of Models 1 and 2 for the extra-large

problems are shown in Table 4.18. Model 2 has fewer NBV, NCV, and NC as opposed

to Model 1 in all extra-large problems. Figures 4.17 – 4.19 show NBV, NCV, and NC,

respectively, that each model produced in each extra-large problem. It shows that, for

the extra-large problems, Model 2 is better than Model 1 in terms of the size complexity.

Moreover, from Table 4.18, Model 2 could solve Problem E1 to reach optimality

within the time limit, while Model 1 could not. Both models could not solve Problems

E2 – E9 to reach optimality within the time limit. For Problem E2, the incumbent

makespans from both models were the same, but the %gap from Model 2 (4.39%) was

less than that from Model 1 (5.26%). For Problem E8, Model 2 could find an incumbent

solution (Cmax = 4,440 min), which is better than that (Cmax = 4,560 min) by Model

1. For Problems E3 – E7 and E9, the incumbent makespans from both models were the

same. However, to reach the incumbent solution, Model 2 used less timeinc than Model 1

for these problems.

The CPU time required to solve each extra-large problem using each model was

shown in Figure 4.20. The CPU time required to solve Problem E1 using Model 2 was

less than that using Model 1, while the CPU times required to solve the other problems

using both models overlapped at 2 hours since they could not be solved to reach optimality

within the time limit. Nevertheless, Figure 4.21 shows that Model 2 used smaller timeinc

to reach the incumbent solution for all extra-large problems. Compared with Model 1,

hence, Model 2 could save a lot of CPU time to reach the incumbent solution, where the

incumbent solution from Model 2 was of no worse quality than that from Model 1. In

particular, Model 2 used a timeinc of 14 minutes 16 seconds to reach the incumbent solution

(Cmax = 4,440 minutes) in Problem E8, compared to 44 minutes 4 seconds (Cmax = 4,560

minutes) for Model 1. For the other problems, the timeinc used to reach the incumbent

solution using Model 2 is only 1 – 4 minutes. The difference in timeinc between Model 1

and Model 2 is especially notable in Problem E2 and E5. In Problem E2, Model 2 used
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Figure 4.17: NBV comparison of Models 1 and 2 for the extra-large problems.

Figure 4.18: NCV comparison of Models 1 and 2 for the extra-large problems.

a timeinc of only 3 minutes 43 seconds to reach the incumbent solution, while Model 1

used a timeinc of 48 minutes 35 seconds to reach the incumbent solution with the same

makespan. Model 2 used a timeinc of only 2 minutes 32 seconds to reach the incumbent

solution of Problem E5 compared to 78 minutes 26 seconds for Model 1 with the same

makespan. Moreover, Model 2 had superior CPU time with average RPItime of 5.28% and

superior timeinc with average RPIinc
time of 88.70%. These show that, for the extra-large

problems, Model 2 is also better than Model 1 in terms of the computational complexity.

From all numerical experiments of both models, Model 2 was found to outperform

Model 1 in terms of all three factors of the size complexity because NBV, NCV, and NC

that Model 2 used for each problem were less than that Model 1 used, but Model 2 is

still equivalent to Model 1. For the problems that both models could solve optimally,

Model 2 used a smaller computational time than Model 1 to find an optimal solution.
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Figure 4.19: NC comparison of Models 1 and 2 for the extra-large problems.

Figure 4.20: CPU time comparison of Models 1 and 2 for the extra-large problems.

Figure 4.21: Timeinc comparison of Models 1 and 2 for the extra-large problems.
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An optimal solution for some large and extra-large problems could also be newly verified

by Model 2. The average RPItime of all problems (small to extra-large problems) is
5(36.84)+8(69.98)+9(31.60)+9(5.28)

5+8+9+9 = 34.71%. For the problems that both models could not

solve optimally within the 2-h time limit, Model 2 used a smaller computational time to

find the incumbent solution, where the incumbent makespan from Model 2 is superior

to or equal to the incumbent makespan from Model 1. The average RPIinc
time of the large

and extra-large problems were 82.06% and 88.70%, respectively, which are very high.

Therefore, it could be concluded that Model 2 also outperformed Model 1 in terms of the

computational complexity. Note that the timeinc of each large problem and extra-large

problem using Model 2 was acceptable in real-life applications. The timeinc of all large

problems and extra-large problems using Model 2 are less than 3 minutes and 15 minutes,

respectively. This shows that Model 2 is capable of finding a good solution to large-sized

problems in a short amount of time. In practice, if a problem takes a long computational

time to solve, a PCB manufacturer may not need to find an optimal solution. Instead, the

manufacturer would prefer to find a good solution for the problem as quickly as possible.

Thus, Model 2 can satisfy this preference and is a practicable option for providing a well

quality schedule for the pressing process in any PCB manufacturing industry.

4.4 Computational results of the 3P-PCB-PH algorithm

In this section, the 3P-PCB-PH algorithm implemented in Python 3.7.3 was used

to solve all test problems on the same hardware environment as in the previous section.

To capture the variation in the computational time, each problem was run 10 times. The

results from the 3P-PCB-PH algorithm were compared with the results from Models 1

and 2.

4.4.1 Computational results of the 3P-PCB-PH algorithm for the small prob-

lems

Table 4.19 shows the results of the 3P-PCB-PH algorithm as well as Models 1 and

2 for the small problems. The results from the 3P-PCB-PH algorithm consisted of the

number of finished goods of each panel type (outputs), the makespan, and the average
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CPU time over 10 runs (Avg CPU time). The results show that each small problem could

be solved to a feasible solution by the 3P-PCB-PH algorithm, where the makespan of

the solution from the 3P-PCB-PH algorithm is equal to the optimal makespan from both

Models 1 and 2, i.e., the 3P-PCB-PH algorithm could also find an optimal solution for

all small problems. The number of outputs of each panel type satisfied the demand in

each problem. Although the small problems could be solved by Models 1 and 2 using

only a small CPU time (2 – 9 seconds for Model 1 and 1 – 6 seconds for Model 2), these

problems could be solved by the 3P-PCB-PH algorithm using less CPU time than both

Models 1 and 2. On average, the 3P-PCB-PH algorithm could solve each small problem

in less than 0.01 seconds, and the standard deviation (SD) of CPU time is less than 0.01

seconds. This shows that the 3P-PCB-PH algorithm is effective and efficient.

4.4.2 Computational results of the 3P-PCB-PH algorithm for the medium

problems

The results of the 3P-PCB-PH algorithm as well as Models 1 and 2 for the medium

problems are compared in Table 4.20. The results show that the 3P-PCB-PH algorithm

could find a feasible solution with the same makespan as the optimal solution from Model

1 and Model 2 for each problem, i.e., the 3P-PCB-PH algorithm could also solve all

medium problems to an optimal solution. From Table 4.20, although the CPU times for

solving the medium problems using Model 2 were lower than that using Model 1, the

3P-PCB-PH algorithm still used lower CPU time than Model 2 for solving each medium

problem. On average, the 3P-PCB-PH algorithm could solve each medium problem in

less than 0.01 seconds and with SD of CPU time of less than 0.01 seconds. This shows

the effectiveness and efficiency of the 3P-PCB-PH algorithm.

4.4.3 Computational results of the 3P-PCB-PH algorithm for the large prob-

lems

Table 4.21 shows the results of the 3P-PCB-PH algorithm as well as Models 1 and

2 for the large problems. For Problems L1, L2, and L4, the 3P-PCB-PH algorithm could

find an optimal solution because the makespan of the solution from the 3P-PCB-PH
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algorithm is equal to the optimal makespan from both MILP models. Note that the CPU

times for solving Problems L1, L2, and L4 optimally using Model 1 are large, and the

CPU times for solving these problems using Model 2 are less than that using Model 1.

Nevertheless, the 3P-PCB-PH algorithm could find an optimal solution for these problems

using an average and SD of CPU time of less than 0.01 seconds each. For Problems L6,

L7, and L9, the optimality could be verified by Model 2, which took a large CPU time

(greater than 1 hour) in each problem. Although the timeinc for solving these problems

using Model 2 is small (the maximum value is 1 minute 31 seconds in Problem L9) and less

than that using Model 1, the 3P-PCB-PH algorithm could still find an optimal solution

for these problems using an average and SD of CPU time of less than 0.1 seconds each.

For Problems L3, L5, and L8, Models 1 and 2 could not verify optimality but could find an

incumbent solution for each problem with the same makespan within the 2-h time limit.

The timeinc to reach the incumbent solution for each problem using Model 2 is small and

less than that using Model 1, but the 3P-PCB-PH algorithm could find a solution with

the same makespan as the incumbent solution from each model for each problem using a

very small CPU time. Both the average and SD of CPU time for solving Problems L3,

L5, and L8 using the 3P-PCB-PH algorithm are only less than 0.1 seconds. These results

demonstrate that the 3P-PCB-PH algorithm is very effective and efficient.

The following is an example of a solution from the 3P-PCB-PH algorithm. For

the results of Problem L1, variables xiklpt and Xpto, which were equal to 1, are shown in

Tables 4.22 and 4.23, respectively. Figures 4.22 and 4.23 show the Gantt charts of the

press machine and oven, respectively. These Gantt charts were different from the Gantt

charts in Figures 4.2 and 4.3 from Model 1, i.e., Problem L1 has an alternative optimal

schedule. The makespan of the overall process of this problem was 4,080 minutes. It is

worth noting that, in Figure 4.22, each panel type is finished in a group, which is preferred

in the real world because it makes material preparation easier for the PCB manufacturer.
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Table 4.22: List of xiklpt values which is equal to 1 in the optimal solution of
Problem L1 using the 3P-PCB-PH algorithm.

Press

Machine
Non-zero xiklpt

1 x11211, x11212, x11213, x23214, x23215, x32216, x32217, x43218, x43219, x5121,10, x5121,11

2 x11221, x11222, x23223, x23224, x23225, x32226, x32227, x43228, x43229, x5122,10, x5122,11

3 x11231, x11232, x23233, x23234, x32235, x32236, x32237, x43238, x43239, x5123,10, x5123,11

4 x11241, x11242, x23243, x23244, x32245, x32246, x43247, x43248, x43249, x5124,10, x5124,11

5 x11251, x11252, x23253, x23254, x32255, x32256, x43257, x43258, x51259, x5125,10, x5125,11

6 x11261, x11262, x23263, x23264, x32265, x32266, x43267, x43268, x51269, x5126,10

Table 4.23: List of Xpto values which is equal to 1 in the optimal solution of Problem
L1 using the 3P-PCB-PH algorithm.

Press

Machine
Non-zero Xpto

1 X111, X121, X131, X141, X151, X161, X171, X181, X191, X1,10,1, X1,11,1

2 X212, X222, X232, X242, X252, X262, X272, X282, X292, X2,10,2, X2,11,2

3 X313, X323, X333, X343, X353, X363, X373, X383, X393, X3,10,3, X3,11,3

4 X411, X421, X431, X441, X451, X461, X471, X481, X491, X4,10,1, X4,11,1

5 X512, X522, X532, X542, X552, X562, X572, X582, X592, X5,10,2, X5,11,2

6 X613, X623, X633, X643, X653, X663, X673, X683, X693, X6,10,3
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4.4.4 Computational results of the 3P-PCB-PH algorithm for the extra-large

problems

Table 4.24 shows the results of extra-large problems from the 3P-PCB-PH algorithm

compared with the results from Models 1 and 2. For Problem E1, the 3P-PCB-PH

algorithm could find an optimal solution since the makespan of the solution from the

3P-PCB-PH algorithm is equal to the optimal makespan from Model 2. The solution

from the 3P-PCB-PH algorithm (Cmax = 5, 160) is also better than the solution from

Model 1 (Cmax = 5, 280). However, the CPU time for solving Problem E1 optimally

using Model 2 is large (1 hour 2 minutes 58 seconds). The 3P-PCB-PH algorithm could

find an optimal solution for this problem using a small average and SD of CPU time of

less than 0.1 seconds each, and this Avg CPU time is also less than the timeinc value

using Model 2. For Problem E8, the 3P-PCB-PH algorithm could find a feasible solution

with the same makespan as the incumbent solution from Model 2 (Cmax = 4, 440), which

is better than the incumbent solution from Model 1 (Cmax = 4, 560). The 3P-PCB-PH

algorithm used Avg CPU time (and SD CPU time) of less than 0.1 seconds for solving

this problem, which is much less than the timeinc value using Model 2. For Problems E2 –

E7, and E9, the 3P-PCB-PH algorithm could find a solution with the same makespan as

the incumbent solution from both Models 1 and 2, but the 3P-PCB-PH algorithm used

less CPU time than the timeinc value from both Models 1 and 2. Both the average and

SD of CPU time for solving Problems E2 – E7 and E9 using the 3P-PCB-PH algorithm

are only less than 0.1 seconds. These results show the effectiveness and efficiency of the

proposed 3P-PCB-PH algorithm.

Furthermore, the results from the 3P-PCB-PH algorithm can give helpful informa-

tion. For example, from Problems E1 – E3 in Table 4.8, all of the parameters in these

problems are the same, with the exception of the number of press machines and ovens,

which were increased by one in Problems E2 and E3, respectively, from Problem E1. Ac-

cording to the results of these problems in Table 4.24, the makespan of Problems E1 – E3

were 5,160 minutes, 4,560 minutes, and 5,160 minutes, respectively. This means that the

makespan of Problem E1 could be reduced from 5,160 to 4,560 minutes when the num-



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

89

Ta
bl

e
4.

24
:

C
om

pu
ta

tio
na

lr
es

ul
ts

of
th

e
3P

-P
C

B-
PH

al
go

rit
hm

an
d

M
od

el
s

1
an

d
2

fo
r

th
e

ex
tr

a-
la

rg
e

pr
ob

le
m

s.

N
o.

R
es

ul
ts

of
M

od
el

1
R

es
ul

ts
of

M
od

el
2

R
es

ul
ts

of
3P

-P
C

B
-P

H
A

lg
or

it
hm

O
ut

pu
ts

C
m

ax

(%
ga

p)
C

P
U

T
im

e
T

im
e i

nc
O

ut
pu

ts
C

m
ax

(%
ga

p)
C

P
U

T
im

e
T

im
e i

nc
O

ut
pu

ts
C

m
ax

A
vg

C
P

U
T

im
e

(S
D

)

E1
68

0,
56

0,
76

0,
88

0,
48

0
5,

28
01

(4
.5

5%
)

2
h

12
m

49
s

68
0,

56
0,

76
0,

88
0,

48
0

5,
16

0∗

(0
%

)
1

h
2

m
58

s
1

m
13

s
68

0,
56

0,
76

0,
88

0,
48

0
5,

16
0∗

0.
01

31
5

s
(0

.0
05

08
s)

E2
68

0,
56

0,
76

0,
88

0,
48

0
4,

56
01

(5
.2

6%
)

2
h

48
m

35
s

68
0,

56
0,

76
0,

88
0,

48
0

4,
56

01

(4
.3

9%
)

2
h

3
m

43
s

68
0,

56
0,

76
0,

88
0,

48
0

4,
56

0
0.

01
37

1
s

(0
.0

03
69

s)

E3
68

0,
56

0,
76

0,
88

0,
48

0
5,

16
01

(2
.3

3%
)

2
h

16
m

4
s

68
0,

56
0,

76
0,

88
0,

48
0

5,
16

01

(2
.3

3%
)

2
h

1
m

19
s

68
0,

56
0,

76
0,

88
0,

48
0

5,
16

0
0.

01
44

0
s

(0
.0

05
45

s)

E4
40

0,
52

0,
80

0,
64

0,
72

0,
84

0
5,

52
01

(2
.1

7%
)

2
h

10
m

30
s

40
0,

52
0,

80
0,

64
0,

72
0,

84
0

5,
52

01

(2
.1

7%
)

2
h

1
m

44
s

40
0,

52
0,

80
0,

64
0,

72
0,

84
0

5,
52

0
0.

01
52

6
s

(0
.0

04
91

s)

E5
40

0,
52

0,
80

0,
64

0,
72

0,
84

0
4,

80
01

(2
.5

0%
)

2h
1

h
18

m
26

s
40

0,
52

0,
80

0,
64

0,
72

0,
84

0
4,

80
01

(2
.5

0%
)

2
h

2
m

32
s

40
0,

52
0,

80
0,

64
0,

72
0,

84
0

4,
80

0
0.

01
68

4
s

(0
.0

08
45

s)

E6
40

0,
52

0,
80

0,
64

0,
72

0,
84

0
5,

52
01

(2
.1

7%
)

2h
14

m
59

s
40

0,
52

0,
80

0,
64

0,
72

0,
84

0
5,

52
01

(2
.1

7%
)

2
h

1
m

11
s

40
0,

52
0,

80
0,

64
0,

72
0,

84
0

5,
52

0
0.

01
55

9
s

(0
.0

06
90

s)

E7
52

0,
44

0,
60

0,
40

0,
36

0,
70

0,
60

0

5,
16

01

(2
.3

3%
)

2h
16

m
9

s

52
0,

44
0,

60
0,

40
0,

36
0,

70
0,

60
0

5,
16

01

(2
.3

3%
)

2
h

1
m

18
s

52
0,

44
0,

60
0,

40
0,

36
0,

70
0,

60
0

5,
16

0
0.

01
67

7
s

(0
.0

05
35

s)

E8
52

0,
44

0,
60

0,
40

0,
36

0,
70

0,
60

0

4,
56

01

(5
.2

6%
)

2h
44

m
4

s

52
0,

44
0,

60
0,

40
0,

36
0,

70
0,

60
0

4,
44

01

(2
.7

0%
)

2
h

14
m

16
s

52
0,

44
0,

60
0,

40
0,

36
0,

70
0,

60
0

4,
44

0
0.

01
71

4
s

(0
.0

05
60

s)

E9
52

0,
44

0,
60

0,
40

0,
36

0,
70

0,
60

0

5,
16

01

(2
.3

3%
)

2h
13

m
30

s

52
0,

44
0,

60
0,

40
0,

36
0,

70
0,

60
0

5,
16

01

(2
.3

3%
)

2
h

1
m 7
s

52
0,

44
0,

60
0,

40
0,

36
0,

70
0,

60
0

5,
16

0
0.

01
73

5
s

(0
.0

06
48

s)

∗ O
pt

im
al

so
lu

tio
n.

1
T

he
in

cu
m

be
nt

so
lu

tio
n

fro
m

th
e

M
IL

P
m

od
el

.
T

he
be

tt
er

va
lu

es
ar

e
in

bo
ld

.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

90

ber of press machines is increased by one, but the makespan could not be reduced when

the number of ovens is increased by one from Problem E1. Therefore, the 3P-PCB-PH

algorithm can also be used to determine which resources should be increased in order to

reduce the production time.

From all numerical experiments, the results show that the 3P-PCB-PH algorithm

is appropriate for solving all sizes of problems. For the problems that Model 1 or Model

2 could solve optimally, it could find an optimal solution for these problems using a

much less computational time. For the other problems that both models could not solve

optimally, the 3P-PCB-PH algorithm could find a solution with the same makespan as

the incumbent solution from Model 2, which is less than or equal to the makespan of the

incumbent solution from Model 1. The computational times of the 3P-PCB-PH algorithm

seem to be very fast due to its simplicity, where all problems could be solved within 1

second. The 3P-PCB-PH algorithm could therefore save a large amount of computational

time at finding a good schedule for the pressing process scheduling and is practical for

practitioners in the real PCB manufacturing industries.

4.5 Discussions

In this research, Model 1 was firstly proposed for solving the pressing process

scheduling. Although this model could be used to find a solution of the pressing pro-

cess scheduling, it is not effective due to its large size complexity. It used a large number

of constraints and binary variables, especially in the constraints for avoiding an overlap

in an oven. In addition, the model used too many continuous variables for defining the

starting time of the pressing phase of a press machine cycle. Furthermore, it also used the

completion time variables, which are not need to be defined in the model. These can lead

to a poor model performance because the model required a large computational time to

be solved. The results showed that Model 1 could solve the small and medium problems

to reach optimality, while it could solve only some large problems optimally. Model 2,

which is an improved version from Model 1, was then proposed. Model 2 is better than

Model 1 in all three factors of the size complexity, where NBV, NCV, and NC in Model
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2 are less than those in Model 1. A large number of binary variables and constraints in

Model 2 were reduced from Model 1, especially in the constraints for avoiding an overlap

in an oven, since Model 2 replaced the binary variable Yptp′t′o by Yptp′t′ and could reduce

half of NC of the constraints for avoiding an overlap in an oven. NBV of Yptp′t′o and Yptp′t′

are significantly different, and NC in the constraints for avoiding an overlap in an oven

from both models are quite different when the size of problem becomes large or extra-

large. Since the most important factor that influences the MILP model’s performance is

NBV, followed by NC [17], reducing these in Model 2 can help solve large-sized problems

more efficiently. The results showed that Model 2 used smaller CPU time and timeinc

than Model 1 for solving all problems, where the solution from Model 2 was of no worse

quality than that from Model 1, i.e., Model 2 also outperformed Model 1 in terms of the

computational complexity.

In addition, the timeinc from Model 2 to reach the incumbent solution of large and

extra-large problems are small and practicable. In practice, many PCB companies need

to find a good schedule for the pressing process scheduling in a short amount of time,

and an incumbent solution may be just what they need. Therefore, a PCB manufacturer

can use Model 2 to find an optimal schedule or a good schedule for the pressing process

scheduling by setting a small time limit, such as 5 minutes, or a small %gap, such as 5%.

The 3P-PCB-PH algorithm is the last approach that was presented for solving the

pressing process scheduling. The main idea of this heuristic algorithm was to balance

workload in all press machines and ovens. The results showed that the 3P-PCB-PH

algorithm could solve problems of every size using a very small computational time because

of its simplicity. The schedule from the 3P-PCB-PH algorithm is also preferable in the

real situation than the schedule from both Models 1 and 2 because each panel type is

finished in a single group, while cycles of the same panel type in the solution from Model

1 or Model 2 may not need to be scheduled consecutively.

The proposed MILP models have the benefit that they can guarantee to find an

optimal solution if the problem could be solved to reach optimality within the time limit.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

92

The solution from a MILP model can also be used as a reference solution to decide

the quality of the solution from the proposed heuristic algorithm. On the contrary, the

proposed 3P-PCB-PH algorithm has the benefit that it can save a lot of computational

time to find a good solution for the problem, but it cannot guarantee to find an optimal

solution.

The proposed models can be easily expanded to make them more useful in real-

world applications. For example, the objective of the proposed models is to minimize the

makespan of the pressing process, where the demands must be satisfied. Nevertheless,

the surplus output of each panel type may be too large. The term

ϵ
I∑

i=1

(
K∑
k=1

L∑
l=1

P∑
p=1

T∑
t=1

xiklpt(maikl)− di

)
can be added to the objective function if we also

want to enforce that the surplus output of each type of panels should not be too large

with the main objective makespan. Note that the constant ϵ should be very small so that

it does not affect minimizing the main objective makespan.

Furthermore, both proposed models and the proposed heuristic algorithm can be

beneficial in the real-world situations as follows.

1. The proposed models or the proposed heuristic algorithm can be used to find an

optimal schedule or a good schedule for the pressing process scheduling by a PCB

company which manually schedules the pressing process. The solution from the

proposed models or the proposed heuristic algorithm can be used to compare with

the manual schedule of the PCB company, and the manager of the PCB company

can select the better schedule to manage in the real situation.

2. If a PCB company receives a rush order, the proposed models or the proposed

heuristic algorithm can be used to decide which resources should be increased in

order to reduce the production time before executing the production plan in the

real-world situation. For example, the manager of the PCB company can adjust

the parameters in the proposed models or the proposed heuristic algorithm, such

as the number of press machines or ovens, to see how much the makespan can be

reduced.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER V

CONCLUSIONS

This chapter summarizes the conclusion of this dissertation and provides some ex-

tensions that could be future research.

5.1 Conclusions

This dissertation studied the pressing process scheduling, a real-world application

in the PCB manufacturing industry. In a cycle of a press machine, the panels are created

and inserted into a press machine (lay-up phase) and then sent into an oven so that they

are heated and pressed in the oven (pressing phase). After that, the pressed books are

cooled down for a while in the press machine (cool-down phase). The press machines have

to be processed several cycles so that the demands of panels are satisfied. The pressing

process scheduling uses assignment and sequencing to obtain an optimal solution, i.e., the

assignment of a panel type, a SST size, and a layout in creating a book, the assignment

of a press machine to an oven, and the sequencing of tasks from press machines in an

oven. The objective of the pressing process is to minimize makespan, which can imply

increasing the utilization of the available resources and is the main objective of any PCB

manufacturer.

In this dissertation, three approaches for solving the pressing process scheduling

were proposed, which consisted of Model 1, Model 2, and the 3P-PCB-PH algorithm.

Both Model 1 and Model 2 are MILP, which is an exact method, while the 3P-PCB-

PH algorithm is a heuristic method. Both Model 1 and Model 2 illustrated possible

applications of MILP that can cope with a complicate problem from an actual industry.

The MILP model has the benefit that it can give an optimal solution of the problem if

one exists, while the heuristic algorithm has the benefit that it can find a good solution

of the problem within a reasonable time. In this work, we acquired real data from a PCB
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company, and the data was used to generate the test problems, which included the small,

medium, large, and extra large problems. Model 1 could solve all small and medium

problems optimally within the 2-h time limit, but it could find an optimal solution for

only some large problems and could not solve all extra-large problems optimally. This is

because the size complexity of Model 1 is large, where it used too many constraints and

binary variables to formulate the model. This led to a poor model performance (poor

computational complexity). Therefore, we aimed to develop another MILP model. The

development of MILP model is challenging since the new model may verify a new optimal

solution for the problems that the previous model could not solve optimally or may find

a better feasible solution.

Model 2 is an improved version of Model 1, where it outperformed Model 1 in terms

of both size and computational complexities. NBV, NCV, and NC in Model 2 are less

than those in Model 1. It took lower computational time than Model 1 to solve all the

problems that Model 1 could solve optimally and could newly verify the optimal solution

for some problems that Model 1 could not. Model 2 yielded a better computational time

with average RPItime of 34.71% for finding an optimal solution. Model 2 could also find an

incumbent solution for the large and extra-large problems using less computational time

compared with Model 1, where the incumbent solution from Model 2 is superior or of

the same quality as the incumbent solution from Model 1. Model 2 also yielded a better

computational time to reach the incumbent solution with average RPIinc
time of 82.06%

and 88.70% for large and extra-large problems, respectively. These show that Model

2 is suitable for finding a good solution for the large-sized pressing process scheduling

problems.

As for the 3P-PCB-PH algorithm, the main idea was to balance workload in all

press machines and ovens. The algorithm is simple but effective and could find an optimal

solution or a near-optimal solution for the test problems using a very small computational

time. The solution from the 3P-PCB-PH algorithm is of the same quality as the solution

from Model 2 for all test problems, which is no worse than that from Model 1. When

the size of problem increased from small size to extra-large size, the computational time
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of the 3P-PCB-PH algorithm are not hugely increased due to its simplicity, which is

different from the computational time of the MILP models since there are a large number

of feasible solutions to be verified for optimality owing to a lot of decision variables. The

3P-PCB-PH algorithm could solve all problems using the computational time of less than

1 second, which is very practical in the real situation. All proposed models and heuristic

algorithm can be options to provide an optimal schedule or a high quality schedule for

the pressing process in any PCB manufacturing industries to reduce their production cost

and time.

The limitations of this research are that the pressing process is assume to have

the same size of press machines and ovens as well as the same processing time of all

panel types. Furthermore, the approach of MILP model is not suitable for solving the

pressing process scheduling problems with long planning horizons, such as, a month.

In addition, the proposed heuristic algorithm is specific for only the pressing process

scheduling problem with the assumptions as described above and cannot be used for the

problem with new additional constraints or other assumptions. However, the idea of

workload balancing, assignment, and sequencing from the proposed heuristic algorithm

can be applied to similar problems from other industries.

5.2 Future works

This section provides further developments that could be future research, which

include the following.

1. In the pressing process, some additional constraints can be introduced, which con-

sists of the following:

• A press machine cycle can press multiple types of panels at the same time.

• The panel types have different cycle times.

• Some panel types have a higher priority to be finished before other panel

types.

• Machine maintenance is required for the press machines or ovens.
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• A cycle of a press machine can leave some openings to be empty.

• There are many sizes of press machines and many sizes of ovens.

Adding these factors to the problem can be very interesting for further

research, but it would also increase the complication of the problem.

2. The development of a new MILP model which can outperform the proposed models

for the pressing process scheduling in this dissertation is also very challenging.

3. The development of new heuristic or metaheuristic algorithms for solving the press-

ing process scheduling problem can also be another future research line.
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APPENDIX A : IBM ILOG OPL CPLEX code for Model 1.

This section demonstrates the CPLEX code for Model 1, which includes .mod file

and .dat file as follows.

1 %.mod file

2 /*** Parameters ***/

3 int I = 5;

4 range panels = 1..I;

5 int K = 6;

6 range stainlesses = 1..K;

7 int L = 8;

8 range layouts = 1..L;

9 int P = 6;

10 range pressmachines = 1..P;

11 int O = 3;

12 range ovens = 1..O;

13 int T = 12;

14 range cycles = 1..T;

15 range cycles1 = 1..(T-1);

16 int m = 10;

17 int n = 120;

18 int M = 10000;

19

20 /*** Import the values of a(ikl) from excel file ***/

21 int temp[1..I*K*L] = ...;

22 int a[i in panels, k in stainlesses, l in layouts]= temp[l+L*(k-1)+K*L

*(i-1)];

23 int d[panels] = [500, 500, 500, 500, 500];

24

25 /*** Decision Variables ***/

26 dvar boolean x[panels][stainlesses][layouts][pressmachines][cycles];

27 dvar boolean X[pressmachines][cycles][ovens];
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28 dvar boolean Y[pressmachines][cycles][pressmachines][cycles][ovens];

29 dvar float+ A[pressmachines][cycles];

30 dvar float+ B[pressmachines][cycles][ovens];

31 dvar float+ C[pressmachines][cycles];

32 dvar float+ D[pressmachines][cycles][ovens];

33 dvar float+ Ch[pressmachines][cycles]; %Ch is C'

34 dvar float+ Cmax;

35

36 /*** Objective function ***/

37 minimize Cmax;

38

39 /*** Constraints ***/

40 subject to {

41 forall(p in pressmachines, t in cycles)

42 sum(i in panels, k in stainlesses, l in layouts) x[i][k][l][p][t

] <= 1;

43

44 forall(i in panels, k in stainlesses, l in layouts, p in

pressmachines, t in cycles)

45 x[i][k][l][p][t] <= a[i][k][l];

46

47 forall(i in panels)

48 sum(k in stainlesses, l in layouts, p in pressmachines, t in

cycles)x[i][k][l][p][t]*(m*a[i][k][l]) >= d[i];

49

50 forall(p in pressmachines, t in cycles1)

51 sum(i in panels, k in stainlesses, l in layouts)x[i][k][l][p][t]

>= sum(i in panels, k in stainlesses, l in layouts)x[i][k][

l][p][t+1];

52

53 forall(p in pressmachines, t in cycles)

54 sum(o in ovens) X[p][t][o] == 1;

55
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56 forall(p in pressmachines, t in cycles, o in ovens)

57 B[p][t][o]+D[p][t][o] <= X[p][t][o]*M;

58

59 forall(p in pressmachines, t in cycles1)

60 A[p][t+1] >= C[p][t];

61

62 forall(p in pressmachines, t in cycles)

63 sum(o in ovens) B[p][t][o] == A[p][t]+n;

64

65 forall(p in pressmachines, t in cycles)

66 C[p][t] == A[p][t]+3*n;

67

68 forall(p in pressmachines, t in cycles, o in ovens)

69 D[p][t][o] >= B[p][t][o]+n-(1-X[p][t][o])*M;

70

71 forall(p in pressmachines, t in cycles, o in ovens)

72 D[p][t][o] <= B[p][t][o]+n+(1-X[p][t][o])*M;

73

74 forall(p in pressmachines, t in cycles, pp in pressmachines:pp!=p,

tt in cycles, o in ovens)

75 B[p][t][o] >= D[pp][tt][o]-Y[p][t][pp][tt][o]*M;

76

77 forall(p in pressmachines, t in cycles, pp in pressmachines:pp!=p,

tt in cycles, o in ovens)

78 B[pp][tt][o] >= D[p][t][o]-(1-Y[p][t][pp][tt][o])*M;

79

80 forall(p in pressmachines, t in cycles)

81 C[p][t]-M*(1- sum(i in panels, k in stainlesses, l in layouts)x[

i][k][l][p][t] ) <= Ch[p][t];

82

83 forall(p in pressmachines, t in cycles)

84 Ch[p][t] <= C[p][t]+M*(1- sum(i in panels, k in stainlesses, l

in layouts)x[i][k][l][p][t] );
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85

86 forall(p in pressmachines, t in cycles)

87 Ch[p][t] <= M*(sum(i in panels, k in stainlesses, l in layouts)x

[i][k][l][p][t]);

88

89 forall(p in pressmachines, t in cycles)

90 Cmax >= Ch[p][t];

91 }

92

93 /*** The following is written to report some results ***/

94 execute {

95 % Report the output of each panel type

96 writeln("Total products");

97 for (var i in panels) {

98 var Totali = 0;

99 for (var k in stainlesses){

100 for (var l in layouts){

101 for (var p in pressmachines){

102 for (var t in cycles){

103 Totali = Totali+x[i][k][l][p][t]*(m*a[i][k][l])

104 }

105 }

106 }

107 }

108 writeln("Total products of panel",i," are ", Totali);

109 }

110 writeln(" ");

111

112 % Report the variable x(iklpt) that is equal to 1

113 writeln("x[i][k][l][p][t] that is equal to 1 sort according to p,t")

;

114 for (var p in pressmachines){

115 for (var t in cycles){
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116 for (var i in panels) {

117 for (var k in stainlesses){

118 for (var l in layouts){

119 if (x[i][k][l][p][t] == 1){

120 writeln("x[",i,"][",k,"][",l,"][",p,"][",t,"]=

",x[i][k][l][p][t]);

121 writeln("a[",i,"][",k,"][",l,"]= ",a[i][k][l]);

122 }

123 }

124 }

125 }

126 }

127 }

128 }

1 %.dat file

2 SheetConnection sheetInput("aikl5panel.xls");

3 temp from SheetRead(sheetInput,"Sheet1!A1:A240");
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APPENDIX B : IBM ILOG OPL CPLEX code for Model 2.

This section demonstrates the CPLEX code for Model 2, which includes .mod file

and .dat file as follows.

1 %.mod file

2 /*** Parameters ***/

3 int I = 5;

4 range panels = 1..I;

5 int K = 6;

6 range stainlesses = 1..K;

7 int L = 8;

8 range layouts = 1..L;

9 int P = 6;

10 range pressmachines = 1..P;

11 int O = 3;

12 range ovens = 1..O;

13 int T = 12;

14 range cycles = 1..T;

15 range cycles1 = 1..(T-1);

16 int m = 10;

17 int n = 120;

18 int M = 5000;

19

20 /*** Import the values of a(ikl) from excel file ***/

21 int temp[1..I*K*L] = ...;

22 int a[i in panels, k in stainlesses, l in layouts]= temp[l+L*(k-1)+K*L

*(i-1)];

23 int d[panels] = [500, 500, 500, 500, 500];

24

25 /*** Decision Variables ***/

26 dvar boolean x[panels][stainlesses][layouts][pressmachines][cycles];

27 dvar boolean X[pressmachines][cycles][ovens];
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28 dvar boolean Y[pressmachines][cycles][pressmachines][cycles];

29 dvar float+ A[pressmachines][cycles];

30 dvar float+ B[pressmachines][cycles];

31 dvar float+ Ah[pressmachines][cycles]; %Ah is A'

32 dvar float+ Cmax;

33

34 /*** Objective function ***/

35 minimize Cmax;

36

37 /*** Constraints ***/

38 subject to {

39 forall(p in pressmachines, t in cycles)

40 sum(i in panels, k in stainlesses, l in layouts) x[i][k][l][p][t

] <= 1;

41

42 forall(i in panels, k in stainlesses, l in layouts, p in

pressmachines, t in cycles)

43 x[i][k][l][p][t] <= a[i][k][l];

44

45 forall(i in panels)

46 sum(k in stainlesses, l in layouts, p in pressmachines, t in

cycles)x[i][k][l][p][t]*(m*a[i][k][l]) >= d[i];

47

48 forall(p in pressmachines, t in cycles1)

49 sum(i in panels, k in stainlesses, l in layouts)x[i][k][l][p][t]

>= sum(i in panels, k in stainlesses, l in layouts)x[i][k][

l][p][t+1];

50

51 forall(p in pressmachines, t in cycles)

52 sum(o in ovens) X[p][t][o] == 1;

53

54 forall(p in pressmachines, t in cycles1)

55 A[p][t+1] >= A[p][t]+3*n;
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56

57 forall(p in pressmachines, t in cycles)

58 B[p][t] == A[p][t]+n;

59

60 forall(pp in pressmachines, tt in cycles, p in pressmachines:p<pp, t

in cycles, o in ovens)

61 B[pp][tt] >= B[p][t]+n-(3-Y[p][t][pp][tt]-X[p][t][o]-X[pp][tt][o

])*M;

62

63 forall(pp in pressmachines, tt in cycles, p in pressmachines:p<pp, t

in cycles, o in ovens)

64 B[p][t] >= B[pp][tt]+n-(2+Y[p][t][pp][tt]-X[p][t][o]-X[pp][tt][o

])*M;

65

66 forall(p in pressmachines, t in cycles)

67 A[p][t]-M*(1- sum(i in panels, k in stainlesses, l in layouts)x[

i][k][l][p][t] ) <= Ah[p][t];

68

69 forall(p in pressmachines, t in cycles)

70 Ah[p][t] <= A[p][t]+M*(1- sum(i in panels, k in stainlesses, l

in layouts)x[i][k][l][p][t]);

71

72 forall(p in pressmachines, t in cycles)

73 Ah[p][t] <= M*(sum(i in panels, k in stainlesses, l in layouts)x

[i][k][l][p][t]);

74

75 forall(p in pressmachines, t in cycles)

76 Cmax >= Ah[p][t]+3*n;

77 }

78

79 /*** The following is written to report some results ***/

80 execute {

81 % Report the output of each panel type
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82 writeln("Total products");

83 for (var i in panels) {

84 var Totali = 0;

85 for (var k in stainlesses){

86 for (var l in layouts){

87 for (var p in pressmachines){

88 for (var t in cycles){

89 Totali = Totali+x[i][k][l][p][t]*(m*a[i][k][l])

90 }

91 }

92 }

93 }

94 writeln("Total products of panel",i," are ", Totali);

95 }

96 writeln(" ");

97

98 % Report the variable x(iklpt) that is equal to 1

99 writeln("x[i][k][l][p][t] that is equal to 1 sort according to p,t")

;

100 for (var p in pressmachines){

101 for (var t in cycles){

102 for (var i in panels) {

103 for (var k in stainlesses){

104 for (var l in layouts){

105 if (x[i][k][l][p][t] == 1){

106 writeln("x[",i,"][",k,"][",l,"][",p,"][",t,"]=

",x[i][k][l][p][t]);

107 writeln("a[",i,"][",k,"][",l,"]= ",a[i][k][l]);

108 }

109 }

110 }

111 }

112 }
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113 }

114 }

1 %.dat file

2 SheetConnection sheetInput("aikl5panel.xls");

3 temp from SheetRead(sheetInput,"Sheet1!A1:A240");
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APPENDIX C : Python code for the 3P-PCB-PH.

The following code is used to find the list aikl. This list collects the matrices that

correspond to panel types, and each matrix contains the number of panels of type i ∈ Î

per opening using SST size k ∈ K̂ and layout l ∈ L̂. The list aikl will be used as an input

in the 3P-PCB-PH algorithm.

1 import numpy as np

2 I = 7

3 K = 6

4 L = 8

5 panel_data = np.array([[20.5, 24, 0.5, 0.25], #warp, fill, inner gap,

outer gap

6 [25.65, 22.25, 1, 0.5],

7 [26, 24, 0.5, 0.25],

8 [26.5, 22.5, 1, 0.5],

9 [19, 22.25, 0.5, 0.25],

10 [15, 23.8, 0.5, 0.25],

11 [27.75, 20.5, 0.5, 0.25]])

12 stainless_data = np.array([[50, 44], #warp, fill

13 [50, 53],

14 [50, 56],

15 [50, 58],

16 [43, 25.5],

17 [43, 27]])

18 aikl = []

19

20 for i in range(I):

21 temp = np.zeros((K,L))

22 a = paneldata[i][0]

23 b = paneldata[i][1]

24 g = paneldata[i][2]

25 G = paneldata[i][3]
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26 for k in range(K):

27 X = stainless[k][0]

28 Y = stainless[k][1]

29 temp[k][0] = int( np.floor((X-2*(G-g/2))/(a+g)) * np.floor((Y-2*(G-g

/2))/(b+g)) )

30 temp[k][1] = int( np.floor((X-2*(G-g/2))/(b+g)) * np.floor((Y-2*(G-g

/2))/(a+g)) )

31 temp[k][2] = int( np.floor((X-2*(G-g/2))/(a+g)) + ( np.floor((X-2*(G

-g/2))/(b+g)) * np.floor((Y-b-G-2*(G-g/2))/(a+g)) ) )

32 temp[k][3] = int( np.floor((Y-2*(G-g/2))/(a+g)) + ( np.floor((Y-2*(G

-g/2))/(b+g)) * np.floor((X-b-G-2*(G-g/2))/(a+g)) ) )

33 temp[k][4] = int( np.floor((X-2*(G-g/2))/(b+g)) + ( np.floor((X-2*(G

-g/2))/(a+g)) * np.floor((Y-a-G-2*(G-g/2))/(b+g)) ) )

34 temp[k][5] = int( np.floor((Y-2*(G-g/2))/(b+g)) + ( np.floor((Y-2*(G

-g/2))/(a+g)) * np.floor((X-a-G-2*(G-g/2))/(b+g)) ) )

35 temp[k][6] = int( np.floor((X-2*(G-g/2))/(a+g)) )

36 temp[k][7] = int( np.floor((X-2*(G-g/2))/(b+g)) )

37 aikl.append(temp)

The following is the code for the 3P-PCB-PH algorithm.

1 import time

2 import numpy as np

3 import statistics

4 list_collect_time = []

5

6 #Input

7 I = 7

8 K = 6

9 L = 8

10 P = 6

11 O = 3

12 T = 16
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13 m = 10

14 n = 120

15 di = [500, 420, 595, 375, 330, 680, 580]

16

17 for z in range(10):

18 time_start = time.time()

19

20 ############# Phase1 #############

21 xikl = [] #collect [i,kbar,lbar,aiklbar] of each panel type i

22 for i in range(I):

23 aiklbar = np.amax(aikl[i])

24 position = np.where(aikl[i] == aiklbar)

25 listOfCordinates = list(zip(position[0], position[1]))

26 xikl.append([i, listOfCordinates[0][0], listOfCordinates[0][1],

aiklbar])

27

28 list_dci = []

29 for i in range(I):

30 list_dci.append(np.ceil(di[i]/(m*xikl[i][3])))

31 dc = int(sum(list_dci))

32 #print('number of cycles that satisfies demand =', list_dci)

33 #print("dc =", dc)

34

35 ############# Phase 2 #############

36 A = np.zeros((P,T))

37 C = np.zeros((P,T))

38 Can = []

39 for i in range(P):

40 Can.append(0)

41 Oven_Scedule_List = []

42 for i in range(O):

43 Oven_Scedule_List.append([])

44
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45 for j in range(dc):

46 #Choose press machine p_p

47 p_p = Can.index(min(Can))

48

49 #Choose oven o_p

50 temp2 = []

51 for i in range(O):

52 temp2.append(len(Oven_Scedule_List[i]))

53 o_p = temp2.index(min(temp2))

54 if Can[p_p] == 0:

55 start_time_press_machine = 0

56 else:

57 start_time_press_machine = C[p_p][Can[p_p]-1]

58 if len(Oven_Scedule_List[o_p]) == 0:

59 A[p_p][Can[p_p]] = start_time_press_machine

60 C[p_p][Can[p_p]] = start_time_press_machine + 3*n

61 start_time_oven = start_time_press_machine + n

62 end_time_oven = start_time_oven + n

63 temp3 = [start_time_oven, end_time_oven, p_p, Can[p_p]]

64 Oven_Scedule_List[o_p].append(temp3)

65 Can[p_p] = Can[p_p]+1

66 else:

67 # find idle_time (Oven_Idle_Time_List)

68 sorted(Oven_Scedule_List[o_p], key = lambda x: x[0])

69 idle_time = []

70 if len(Oven_Scedule_List[o_p]) == 1:

71 idle_time.append([0,Oven_Scedule_List[o_p][0][0]])

72 idle_time.append([Oven_Scedule_List[o_p][0][1], float('inf')])

73 else:

74 for i in range(len(Oven_Scedule_List[o_p])):

75 if i == 0:

76 if Oven_Scedule_List[o_p][i][0] != 0:

77 idle_time.append([0,Oven_Scedule_List[o_p][i][0]])
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78 elif i == len(Oven_Scedule_List[o_p])-1:

79 if Oven_Scedule_List[o_p][i-1][1] != Oven_Scedule_List[o_p

][i][0]:

80 idle_time.append([Oven_Scedule_List[o_p][i-1][1],

Oven_Scedule_List[o_p][i][0]])

81 idle_time.append([Oven_Scedule_List[o_p][i][1], float('inf'

)])

82 else:

83 if Oven_Scedule_List[o_p][i-1][1] != Oven_Scedule_List[o_p

][i][0]:

84 idle_time.append([Oven_Scedule_List[o_p][i-1][1],

Oven_Scedule_List[o_p][i][0]])

85

86 for i in range(len(idle_time)): # for else

87 if idle_time[i][0] > start_time_press_machine+n:

88 star = i

89 case = 0

90 break

91 else:

92 case = 1

93 start_time_oven = start_time_press_machine+n

94 end_time_oven = start_time_oven+n

95 A[p_p][Can[p_p]] = start_time_oven-n

96 C[p_p][Can[p_p]] = end_time_oven+n

97 temp3 = [start_time_oven, end_time_oven, p_p, Can[p_p]]

98 Oven_Scedule_List[o_p].append(temp3)

99 Can[p_p] = Can[p_p]+1

100

101 if case == 0:

102 for i in range(len(idle_time)):

103 if i < star:

104 if (start_time_press_machine+n)+n <= idle_time[i][1]:

105 start_time_oven = start_time_press_machine+n
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106 end_time_oven = start_time_oven+n

107 A[p_p][Can[p_p]] = start_time_oven-n

108 C[p_p][Can[p_p]] = end_time_oven+n

109 temp3 = [start_time_oven, end_time_oven, p_p, Can[p_p]]

110 Oven_Scedule_List[o_p].append(temp3)

111 Can[p_p] = Can[p_p]+1

112 break

113 else:

114 if idle_time[i][0]+n <= idle_time[i][1]:

115 start_time_oven = idle_time[i][0]

116 end_time_oven = start_time_oven+n

117 A[p_p][Can[p_p]] = start_time_oven-n

118 C[p_p][Can[p_p]] = end_time_oven+n

119 temp3 = [start_time_oven, end_time_oven, p_p, Can[p_p]]

120 Oven_Scedule_List[o_p].append(temp3)

121 Can[p_p] = Can[p_p]+1

122 break

123

124 ############# Phase 3 #############

125 xiklpt = []

126 t = 0

127 p = 0

128 for i in range(I):

129 for j in range(int(list_dci[i])):

130 xiklpt.append([xikl[i][0], xikl[i][1], xikl[i][2], p ,t])

131 p = p+1

132 if p == P:

133 p = 0

134 t = t+1

135

136 ############# Print Output #############

137 finished_goods = []

138 for i in range(I):
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139 temp4 = m*xikl[i][3]*list_dci[i]

140 finished_goods.append(temp4)

141 print('finished_goods = ', finished_goods)

142

143 print('A =',A)

144 print('C =',C)

145

146 print('xiklpt = ',xiklpt)

147

148 for i in range(len(Oven_Scedule_List)):

149 print('Oven_Scedule_List[',i,']=',Oven_Scedule_List[i])

150

151 print('Cmax = ', C.max())

152

153 print("This is end of", z, "iteration")

154 time_end = time.time()

155 print('time of this iteration',z,'is ', time_end-time_start)

156 list_collect_time.append(time_end-time_start)

157 print("***********************************************************")

158

159 print(list_collect_time)

160 print('mean of run time is ', statistics.mean(list_collect_time))

161 print('SD of run time is ', statistics.stdev(list_collect_time))
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