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The COVID-19 pandemic has caused many changes to the lifestyle of people all over
the world. The lockdown forced people to stay at home for many months. This has led to the
changes in purchasing behavior as well such as the increase in delivery order. This research,
which has received sales data of drinks during the pandemic from a large beverage company,
seeks to analyze the changes in customer behavior during the pandemic by using machine
learning to perform clustering and observe the changes in the purchases of each product type.
We will use clustering to group customers based on their purchase behavior and create
prediction models that can predict what customers will order based on the purchase history of
the group of customers in the data. We will be using K-means clustering with elbow method
for finding K. We will split the data into monthly sales and perform clustering on each month,
and then we will perform clustering again with the data from each cluster to find global clusters
that allow us to compare the clusters directly. We will then use the result to create 3 types of
prediction models, namely LSTM, Random Forest Regression and XGBoost. Finally, we
compare the result from the models trained by global cluster training data to the ones from the
models trained by the customer’s sales training data to see if global cluster training data can
compete with using sales training data. We found that the models trained by global cluster
customer training data performed similarly to the ones trained by sales training data but took

much less time to train and run.
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1 Introduction

1.1 Background

The COVID19 pandemic has resulted in a drastic shift in the lifestyles of everyone. In
order to prevent large scale infection, people use multiple methods to avoid contact with
one another such as social distancing and working from home. This has led to changes in
customers’ purchasing behavior like more food delivery. This research is interested in the
purchasing behavior of drinks because they have been heavily affected by the pandemic.
The lockdown that happened due to the COVID19 pandemic forced restaurants to close
early and to seat fewer customers. This leads to more people preferring to order food and
drinks online. Since we don’t know the customers’ purchasing behavior from the raw data,
we should use clustering to group customers based on purchasing behavior.

Clustering is a method to analyze the sales data is to group customers together with
other customers with similar purchasing behaviors. A way to use post clustering sales data
to benefit the company is to create prediction models which can forecast the sales of
products. There are multiple kinds of prediction model such as decision trees, regression,
neural networks.

This research seeks to see how the customer behaviors during a lockdown affect a
company which sells products to restaurants and supermarkets as well as small stores. This
research has been provided the drink sales data of a certain sales team from a certain big
beverage company. The company also has many brands under its umbrella which allows
this research to see if certain brands perform better or worse relative to each other during
the lockdown. The research will use clustering to split the customer into multiple clusters
based on the number of each type of product they purchase. The result of the clustering
will be used to create prediction models to predict the sales of products for each customer.
To identify the model which best fit the set of sales data and to see how using the data
from clustering as training data for the model can compare to simply using sales data as

training data, this research will compare the result from 3 types of prediction model, and



the result from different sets of training data, between the global cluster centroids and the
sales data.

1.2 Objective

1. To study the changes in customer purchasing behavior as time went on during the
pandemic.

2. To create prediction models that can predict the sales of each product type for
each customer.

3. To compare the performance of 3 types of prediction models and the performance
of the models with different training data types.

1.3 Scope

This research uses sales data from October 2019 to December 2021 and the. This data
allows us to compare the sales of different months and years in order to see the shift in
purchasing behaviors and trends caused by living under the pandemic and the lockdown.
This research will be comparing the results from 3 types of prediction models which are

LSTM, XGBoost, and Random Forest.

1.4 Expected Outcomes

The expected outcomes for this research are as follow

1. Show how similar each customer’s purchasing behavior is compared to other
customers in the same month and group them together.

2. Show what kind of prediction model works the best for the drink sales data from
the company and show how each type of prediction model performs with different

types of training data



2 Related Theories

The backgrounds of this research consist of methods commonly used in data
mining and tools used for programming. To create a prediction model, we will be using

Google Colab to run python code and perform clustering

2.1 Clustering
Clustering is a method of categorizing data into groups which help in data
mining. There are multiple methods that can be used for clustering such as k-means
clustering, PAM, CLARA. Picking suitable clustering methods for the data type is
essential to get good result from data mining. This research will be using k-means

clustering. [1]

2.1.1 K-means Clustering
K-means clustering is a method of clustering that splits the data into K
clusters. K-means clustering works by identifying K number of centroids and
assign each data row to the closest one, creating K clusters. In order to find the

optimal value of K, we will be using the elbow method. [1]

Figure 1: An example of data pre-K-means clustering


https://colab.research.google.com/drive/1sguE1XzfTR_JwDJR8m672A2F6Q2RFAOq

Figure 2: An example of data post K-means clustering
Figure 1 and 2 show how data sets would look like before and after k-means clustering.

Figure 2 also shows the centroid of each cluster as stars.

2.1.2 Elbow method
Elbow method is a way to find the best value of K in K-means
clustering. It works by plotting the Within-Cluster Sum of Square (WCSS), the
sum of the distance between the object and the centroid, against the value of K.
We will then select the value of K that is at the value of k where the value of

WCSS began changing less compared to the value of k, the elbow of the graph.
(2]

le6

Figure 3: An example graph for elbow method



We can see from figure 3 that the point where WCSS was changing rapidly with k until the point
where k = 4, we can call k = 4 is the elbow of the graph, so we pick k=4 for our k-means

clustering

2.2 Predictive Modeling
Predictive modeling is a technique of using machine learning and data mining to
predict the future by using data input. The model predicts the most likely outcome based
on the data given as input. The model will be using is the clustering model, which
predicts the future by assigning data into groups called clusters. The model will predict

the future by putting the new customer into the most similar cluster.

Learning

L L™

Data ¥ Drocess > Model
Mew Data > Model » Predictions

Figure 4 : The process of predictive modeling.
Figure 4 shows how prediction model works, we use the first set of data, training data, to

train the model and use the second set, test data, to get prediction results from the model.

2.2.1 LSTM
The first type of prediction model we will use is the Long Short Term Memory (LSTM).
LSTM is a type of recurrent neural network (RNN) that is separated into multiple layers and
can send information to the next states which makes it suitable for time series data. LSTM

combines hidden states which contain short term memory with cell states which contain long



term memory. It also employs function gates to determine if the information will be dropped

or sent to the next layer. [3, 4]

o o tanh tanh

Figure 5: A single LSTM cell.

Xt denotes Input for current layer
ht— 1 denotes Output from last layer
ht denotes Output from current layer
Ct—1 denotes Memory from last layer

Ct denotes Memory from current layer



The model works by using the forget gate to drop out irrelevant information, using
sigmoid function to determine if the input is worth keeping or not. The input with results
equal to 1 are kept and those with result equal to 0 are dropped. The input gate then decides
which input will be added to the cell state by using the hidden state. This will result in a new
cell state and the process is repeated until the last layer. In order to determine the result of the
LSTM model, the output gate put the current input and the output from last layer into a
sigmoid function gate and tanh function gate then perform multiplication and addition with

the memory from last layer to make the decision. [3, 4]

2.2.2 XGBoost
We will be using an XGBoost model as the second type of model. XGBoost is a type of
decision tree that can use the result from a tree to improve the performance of the next tree, this is
called boosting. XGBoost provides the ability to boost multiple trees at the same time unlike
normal gradient boosted decision trees. XGBoost can be used to build a prediction model by
combining the weighted results from each tree. [5, 6]

The general equation of XGBoost model can be shown as follow:

5 _— VK
Vi = Xk=1fre(x1) )
The equation (1) represents the general equation of the XGBoost model Where K is the number of

trees, f k (X i) is the prediction of the k th tree and :)71- is the predicted value [5, 6]

The objective function of the model can be defined as follow:
— n A~ K
e(@) = XL Ly, y) + L1 Q) @
The equation (2) represents the objective function of the XGBoost model Where V; is the actual
value, L (yl ,/jli) is the loss function which is the difference between the predicted value and the

actual value and () is the regularization term which controls the complexity of the model. [5, 6]

The overview of the XGBoost model can be seen in the figure below. Each tree uses the
prediction from the previous tree to improve its own prediction and the final result is the weighted

sum of the prediction sum from all trees.
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Figure 6: Overview of XGBoost

2.2.3 Random Forest Regression
The last type of prediction model we will be using is the random forest regression
model. Random Forest Regression is a type of decision tree that operates by running multiple
decision trees with random data from the training dataset and random feature per decision
split. It can be used to make a prediction model by having each tree makes its own prediction

and use the average result as the prediction for the model. [7, 8]



The overview of the Random Forest Regression model can be seen in the figure below. The trees
are separated from each other and the only interaction between them is the average of their

predictions for the final result.

Data

Prediction Prediction Prediction

l

Final Prediction

Figure 7: Overview structure of Random Forest regression



3 Related Works
There are many researches about analyzing customer purchasing behavior with
data mining techniques in order to improve the performance of the companies. A few

of the researches are as follow.

3.1 Analyzing customer buying behavior
Analyzing customer buying behavior by Tanya Nayyar [9] is about using
multiple data mining methods to analyze the buying behavior of customers in order to
retain existing customers and expand the customer base of mid-west tools
manufacturing company in the USA. The research used multiple methods such as
logistic regression, decision trees, support vector machine, naive bayes and random

forest to perform the analysis of data given by the company.

3.2 Data mining techniques: A source for consumer behavior analysis
This research [10] is about how consumers may be influenced by their

environments when looking to buy a product. It used various data mining techniques
such as association rules to help understand consumers’ feeling toward purchase
differs for similar products, how they make their decision, and how their decisions
are influenced by various external factors such as marketing. Finally, it used the
knowledge it gains to tell the management on how to improve their marketing so that
they can reach the customer more effectively. The research concludes that data
mining is useful for business to know about their customers’ buying habit and trends,

which can then be used to update their services to satisfy the customers.

3.3 Decision Tree Based Targeting Model of Customer Interaction with Business Page
This research [11] is about using decision trees to create a model of customer
interaction with business page on Facebook so that the companies can improve their
advertisement and target the customers more effectively. This research used recursive

separation and regression tree to construct the model and R language for

10



programming. It looked at the age, sex, the number of actions on the business page,
and the number of times the advertisement was successful in reaching a specific goal.
This research concludes that decision trees can simplify data flows and that the
company can take the result of the research into account when making an

advertisement so that it would reach more people.

3.4 Forecasting Sales in the Supply Chain Based on the LSTM Network: The Case of
Furniture Industry
This research [4] is about using LSTM to forecast the sales of furniture with
historical sales data as input. The research uses data from January 2017 to March
2019 to build the LSTM network, with the data from 2017 to 2018 as training set and
the last 2 months of 2018 being the validation set and the data from 2019 as test set.
The research used Keras to build LSTM network with 2 layers, with the second being
the output layer. It also used min max scaling to normalize the data. The research

concludes that the LSTM network can recognize long term relationships.

3.5 Sales forecasting using multivariate long short term memory network models
This research [3] is about improving the ability of LSTM model to forecast sales

by using peephole connections. It used sales data of 1,115 Rossmann stores in
Germany.This research compared the result of the improved model with basic LSTM
model, XGBoost, Random Forest regression by using Root Mean Square Error and
Mean Absolute Error to evaluate the performance of the model and found that the
normal LSTM had the least accurate predictions among the prediction methods tested
for half of the test customers and the most accurate predictions for the other half, but
the improved LSTM using peephole connection had the most accurate predictions. It
concludes that the improved LSTM model performed 20% better than the initial

LSTM model.

11
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4 Methodology
In order to create a prediction model, we will need to prepare training data. To get the
training data, we will need to perform data gathering and preprocessing to group the sales data by
product type. Then we can use machine learning to perform clustering to separate the sales data
into multiple clusters with similar sales. We will then repeat the process for every month so we

can get the cluster changes of the whole period.

After getting every monthly cluster from the data, we will perform another clustering
using each cluster as a node to find the global clusters of data. The new clusters will be used to
find how similar the clusters in different months are to clusters in other months. Once we have
gotten the global cluster, we will create the prediction model using 3 types of models, which are
LSTM, XGBoost, and Random Forest Regression. We will use the sales data from the last month
as test data and use Relative Root mean Square Error to evaluate the performance of the models.
We will compare the result of the prediction of the models with global cluster as training data to
the model with sales data as training data. We will also compare the results of the 3 types of

models to see which one performed the best for our data set.



The figure below shows the process of the research.

Figure 8: The process of the research
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Test the models

Compare the results

13



14

We can see from figure 8 that the research performs clustering twice, the first time to find

the clusters in each month, and the second time to find the global clusters. We then create the

prediction models with the global cluster data as training data and another set of models with

sales data as training data. Finally, we compare the performance between the multiple types of

prediction model and the different types of training data.

4.1 Data gathering & preprocessing

We have gotten sales and product data from a large beverage company. This includes the
product name, quantity sold, payment amount and sale order in which the products are sold.
As the data is confidential, we need to use the auto generated number in the product and
customer table instead of their name to differentiate the products and customers. This research
will be performing clustering of data to group them into separate clusters for each month, then
perform another clustering using the cluster themselves to find the clusters for the whole
period which will be used for creating the prediction model later.

4.1.1 Data gathering

We got the sales data of customers in a certain sales team by querying the data from the
company’s database. We got the sales data of customers in a certain sales team from October
2019 to December 2021. Due to the data being confidential, we have to use product id and
customer id in place of their name. We are interested in the customer and the sales quantity of

each product. The sample data can be seen in table 1 below.

SaleOrderld Productld Customerld OnDate Quantity Amount CustomerCatld Product Type
45288221 2864 1957178 | 23-12-2019 1 589 507 | Beer
15:20:57
45287697 3002 1957177 | 23-12-2019 3 0 507 | Oishi
11:55:13
45287697 3181 1957177 | 23-12-2019 6 77.52 507 | Oishi
11:55:13
44164603 3254 1947585 | 20-11-2019 2 1250 504 | Beer
18:35:15
45186193 1901 1945583 | 20-12-2019 6 316.5 504 | White liquor
13:32:03
43062475 2864 1418515 | 19-10-2019 1 589 507 | Beer
13:05:44




15

Table 1: An example of sales data from year 2020

Table 1 shows the sales data before the conversion into monthly sales per product type per
customer. We can see the date of the purchase and the quantity of the items purchased by the
customer in each order, as well as the product type and the total amount of payment. The

customer names and product names are replaced by id number to keep the data confidential.

The sales data contain 12 product types in total
® (olored liquor

® White liquor

® Beer

® Qishi

® Water
® FEst

® Groupl
® GF&NI1
® Soda

® RTD

® 100Plus
® Other

From the company’s database, we have 12 total product types as shown in table 2. For
our prediction models, we choose to use only the first 4 types of products due to the low sales
number of other product types.

4.1.2 Data Preprocessing
Before we can begin clustering and data mining, we must prepare the data first. We

perform data preprocessing in multiple steps as detailed below.
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4.1.2.1 Separating the data by month
First, we must separate the yearly sales data into monthly sales data. We do this so we

can look at the changes in sales data over the months as the lockdown continues. As shown in

Table 3
SaleOrderld | Productld | Customerld | OnDate Quantity | Amount CustomerCatld | ProductGroupName

57669879 3511 2076392 2020-12-28 1 304 506 | Beer
11:59:09.000

57300809 3511 2076192 2020-12-17 3 912 506 | Beer
17:15:45.000

57300809 3511 2076192 2020-12-17 3 5472 506 | Beer
17:15:45.000

57760905 3511 75987 2020-12-30 1 304 507 | Beer
10:06:55.000

57760905 3511 75987 2020-12-30 1 304 502 | Beer
10:06:55.000

57760905 3511 75987 2020-12-30 1 304 507 | Beer
10:06:55.000

57760905 3511 75987 2020-12-30 1 304 507 | Beer
10:06:55.000

57286193 3511 68954 2020-12-17 1 304 507 | Beer
15:31:45.000

57286193 3511 68954 2020-12-17 1 304 507 | Beer
15:31:45.000

Table 2: Examples of sales data being separated by month
4.1.2.2 Data Aggregation
We perform data aggregation by pivot the data so that the raw sales data are turned into
sales categorized by product types such as water, alcoholic drinks, etc. We repeat this process

for each month of sales data. The aggregated data can be seen in the table below.
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Customerld | Colored | White

liquor liquor | Beer | Oishi | Water | Est | Groupl | GF&N1 | Soda | RTD | 100Plus | Other
67552 132 56 12 0 0 0 0 0 0 0 0 0
67573 32 28 0 0 0 0 0 0 0 0 0 0
67577 111 90 24 72 0 0 0 0 0 0 0 0
67598 75 39 33 84 0 27 0 0 0 0 0 0
67604 32 232 8 0 0 0 0 0 0 8 0 0
67608 39 12 51 24 150 15 0 0 18 0 0 0
67620 40 64 4 0 0 0 0 0 0 0 0 84
67633 111 126 0 0 0 0 0 0 0 0 0 0
67654 252 260 300 216 276 4 0 0 44 0 0 0
67686 75 72 24 0 0 0 0 0 0 0 0 0
67701 52 144 72 16 72 0 0 0 0 0 0 84
67708 0 3 0 0 0 0 0 0 0 0 0 0
67726 212 92 508 16 0 0 0 0 24 12 0 92

Table 3: An example of sales data being grouped by product types.
Table 3 shows the monthly sales data after it has been grouped by product types and customers.

The number refers to the quantity of the item bought by that customer in each product type.

4.2 Machine learning

From the data, we can see that the data is separated by customers and product types. We
can use K-means clustering to group customers with similar purchasing behavior together.
We use machine learning to perform analysis of the data due to its ability to handle large
amount of data and the ability to make prediction based on training. This research will be
using machine learning to perform K-means clustering of the sales data and create a
prediction model that can predict the behavior of new customers. This research will be using
the data from October 2019 to December 2021 in order to detect the purchasing behavior of
customers and group them into clusters. We will be able to identify the product types that are

in demand during the pandemic by looking at the cluster with high number of customers. The
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models created by this research will be able to predict the sales of certain product types for

each customer, which can help the company make decision related to production.

The steps followed by this research to use machine learning to perform the clustering of

data are as follow.

4.2.1 K-means clustering
4.2.1.1 Elbow Method
We use K-means clustering to perform clustering of our sales data. We begin by using
the elbow method to determine the suitable K for the clustering. We can do that by plotting

the number of cluster (K) against inertia.

1ek

2 3 4 5 b 7 B 9

Figure 9: An example of using Elbow method to find the number of clusters, with the number of

clusters in X axis and inertia in Y axis.

10
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From figure 9, we can see the elbow of the graph, the point where WCSS began changing

less, is at when K = 5. Thus; we can conclude that the number of clusters of this data set should

be 5.

4.2.1.2 Clustering Result

After we have found the suitable number of clusters, we will get the centroid of sales per

product type in each cluster for the month of January 2021 as shown in the table below.

Cluster Whit
Colore | e
d liquo Wate Group | GF&N | Sod | RT | 100Plu | Othe
liquor |r Beer | Oishi | r Est | 1 1 a D s r
Jan-2021- 190.1 1.9
0 72.19 8| 16.77 | 16.45 5.20 1 0.00 0.00 | 0.59 | 0.00 0.00 2.41
Jan-2021- 0.3
1 2495 | 38.98 9.96 6.70 4.90 9 0.00 0.00 | 0.65 | 0.00 0.00 0.14
Jan-2021- 426.2 3.1
2 223.47 3| 47.07 | 52.47 52.83 3 0.00 0.00 | 4.50 | 1.47 0.00 4.03
Jan-2021- 124.7 | 260.6 0.5
3 134.73 3 0| 46.07 | 54.00 3 0.00 0.00 | 7.87 | 0.00 0.00 8.80
Jan-2021- 151.4 3.8
4 52.14 | 84.69 | 26.14 0 14.46 8 0.00 0.00 | 1.51 | 0.06 0.00 0.61

Table 4: Centroid of each product type of each cluster in a month

We can visualize the centroid of each cluster using bar chart to show how different clusters

have significantly different sales for each product type.
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Figure 10: The result of a clustering of January 2020 sales data as a graph with product groups

in X axis and centroid of sales value in Y axis.

® (Cluster 0 has the second highest sales for white liquor and the third highest for colored
liquor but low sales for other product types

® (Cluster 1 has low sales for every product types.

® (Cluster 2 has the highest sales for both colored and white liquor products.

® (Cluster 3 has the highest sales for beer and second highest for colored liquor and third
highest for white liquor.

® (Cluster 4 has the highest sales for Oishi products.



The chart below shows that there are similar clusters in each month.
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Figure 11: The result of a clustering of February 2020 sales data as a graph with product
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We can see from figure 11 that there are some clusters similar to the clusters from January 2020.

® (Cluster 0 has the highest Oishi sales similar to cluster 4 from January 2020

® (Cluster 1 has the highest white liquor and colored liquor sales similar to cluster 2 from

January 2020

® (Cluster 4 has the highest beer sales and second highest colored liquor sales similar to

cluster 3 from January 2020

The chart below shows that the similarity between clusters continue more than 2 months.
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Figure 12: The result of a clustering of March 2020 sales data as a graph with product groups in
X axis and centroid of sales value in Y axis.

We can see from figure 12 that cluster 2 has the highest amount of both color and white liquor
products bought, this makes it looks similar to cluster 2 from January 2022 and cluster 1 from
February 2022.

Figure 10, 11, and 12 shows us the sales of each product type of each cluster during the
first three months of 2020.We can see that January and February have similar looking graphs but
March has a very different looking graph and clusters. We repeat the previous step with other
months until December 2021 so we can get the clusters of each month. We record the resulting
cluster for each customer in each month and the sales of each product type in each cluster of each
month. As shown in the tables below.

The table below shows the customers changing cluster in each month.

Customerld Cluster Jan 2020 Cluster_Feb 2020 Cluster Mar 2020 Cluster_Apr 2020 Cluster May 2020
67552 1 0 0 0
67577 4 3 0 3
67598 4 0 1 3
67608 4 2 1 1
67633 0 3 0 0
67654 3 4 0 1
67686 1 2 1 3

Table 5: The monthly cluster of customers in year 2020.

From the raw cluster number obtained from K-means clustering, we can’t know how similar or
different the clusters are to each other so we decided to compare the centroid of different clusters
to see their similarity. We can see clusters in different month have centroids that are close to each

other in the table below.
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Period Colored | White

liquor liquor | Beer Oishi | Water | Est | Groupl | GF&N1 | Soda | RTD | 100Plus | Other
Cluster0_January 2020 72.19 | 190.18 | 16.77 | 16.45 520 | 1.91 0.00 0.00 | 0.59 | 0.00 0.00 | 2.41
Cluster] January 2020 2495 | 38.98 9.96 6.70 490 | 0.39 0.00 0.00 | 0.65 | 0.00 0.00 | 0.14
Cluster2 January 2020 223.47 | 426.23 | 47.07 | 5247 | 52.83 | 3.13 0.00 0.00 | 450 | 1.47 0.00 | 4.03
Cluster3_January 2020 134.73 | 124.73 | 260.60 | 46.07 | 54.00 | 0.53 0.00 0.00 | 7.87 | 0.00 0.00 | 8.80
Cluster4 January 2020 52.14 | 84.69 | 26.14 | 151.40 | 14.46 | 3.88 0.00 0.00 | 1.51 | 0.06 0.00 | 0.61
Cluster0_February 2020 64.04 | 80.65 | 29.60 | 170.75 8.88 | 5.19 0.00 0.00 | 1.62 | 0.00 0.00 | 5.29
Cluster]l February 2020 | 174.03 | 420.00 | 33.95 | 53.00 | 29.08 | 6.38 0.00 0.00 | 2.92 | 0.00 0.00 | 5.05
Cluster2_February 2020 2598 | 4553 | 1041 7.71 6.51 | 1.08 0.00 0.00 | 0.60 | 0.05 0.00 | 1.30
Cluster3_February 2020 79.84 | 189.05 | 16.48 | 14.78 | 10.42 | 2.50 0.00 0.00 | 0.94 | 0.00 0.00 | 0.95
Cluster4 February 2020 | 144.93 | 158.07 | 300.71 | 34.07 | 36.64 | 1.14 0.00 0.00 | 10.29 | 0.29 0.00 | 33.00

Table 6: the centroid of sales value for each cluster.

Table 6 shows the centroid of each product type in each monthly cluster. From it we can

see that

® (Cluster 2 of January 2020 is similar to cluster 1 of February 2020, having high white

liquor and colored liquor sales.

® (Cluster 3 of January is similar to cluster 4 of February 2020, having high beer sales and

the second highest colored liquor sales in their respective months.




The number of clusters for each month can be seen the chart below

The number of clusters in each month
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Figure 13 The number of clusters in each month
4.2.2 Cluster Analysis during the pandemic
From the chart, we found that most months have between 4-5 clusters for both the pre-
pandemic and post-pandemic periods, with some exceptions. The month with the highest number
of clusters is October 2021 with 6 clusters. The period with the lowest number of clusters is
between May 2020 to August 2020, where every month has only 3 clusters in that period. The
only month with 3 clusters outside of that period are March 2020, February 2021, and July 2021.
Since the lockdown started in April 2020, we can see that there were 5 clusters for most
months before the lockdown. The number of clusters went down to 3 and 4 during the start of the
lockdown. The number of clusters stabilized at 3 for the first few months of the lockdown,
between May 2020 to August 2020. The number of clusters went up to 5 during September 2020
to January 2021. This is similar with the number from 2019 but the number of clusters went down

in February instead of March. In the middle of 2021, the number of clusters stabilized at 4
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clusters from March to June instead of 3 clusters from May to August like in 2020. This is then

followed by the number of clusters changing every month for the rest of the year.

There are 2 notable clusters that disappeared during the early period of the pandemic, the

first one is the cluster with very high white liquor sales number. The sales of white liquor

declined to around 100-200 and would only begin to break 300 in August 2020. The second one is

the cluster with high beer sales, the sales of beer would be below 100 until September 2020.

4.2.2.3 Finding the global clusters

We can’t compare the clusters from each month directly, so we propose the term global

cluster, global cluster would group clusters with similar centroids together to make

comparison between clusters in different month easier.

Now that we have the monthly clusters and their centroid, we can compare the cluster to

see which clusters are similar to clusters from other months. We can see from table 7 that

some clusters are similar to clusters from another month such as cluster 2 of January 2020 and

cluster 1 of February 2020. We will create global clusters so we can group similar clusters

together and observe the changes in customer throughout the period. We perform another K-

means clustering using the centroid of each cluster from figure.8 in place of raw sales data.

Monthly Cluster Global Clusters
Cluster0_October 2019 2
Clusterl_October 2019 1
Cluster2_October 2019 0
Cluster3_October 2019 4
Cluster4 October 2019 2

Cluster0_November 2019 1
Cluster] November 2019 2
Cluster2_November 2019 4
Cluster3_November 2019 0
Cluster4 November 2019 2
Cluster0_December 2019 2
Cluster] _December 2019 2
Cluster2_December 2019 1
Cluster3_December 2019 4




26

Table 7: Showing how monthly clusters change to global clusters
From table 7, we can see how each monthly cluster fits into global clusters. We can also see
that there are months where multiple monthly cluster fits into a single global cluster such as

October 2019 where its cluster 0 and cluster 4 are both in global cluster 2.

The resulting global clusters show that the customers can be divided into 5 clusters.
When we look at the global clusters of customers during the pre-pandemic time, we can see
that there are no customers in global cluster 3. When looking at the customers in global
clusters 3, we found that the first member of that cluster only appears during January 2021.
Therefore, we can conclude that global cluster 3 is the result of customer behavior changing
due to the pandemic and the lockdown. This means that before the pandemic and during the

first year of the pandemic, the customers can be split into 4 clusters.

4.2.3 Benefits of using global cluster
We can see in the yellow column, representing monthly clusters, that for some
customers. We don’t know if the purchasing behavior changes or not, so we can use global cluster

to compare them instead. We can see how the changes in cluster for customers as time passes in

the tables below.
Cluster_Oct_2019 Cluster Nov_2019 Cluster_Dec_2019

Table 8: Customers with monthly clusters (vellow) and global clusters (blue).
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Table 8 shows how each customer fits into monthly cluster and how the monthly clusters
fit into global clusters We can see how some customers like 67552 is consistently in global
cluster 2 while some customers like 67598 switches between global cluster 0 and 2 depending

on the month.

4.2.3 Global Cluster characteristic

We get the centroid of the 5 global clusters as seen in the table below

Global Whit

Color | e
Cluster . .

ed liguo | Bee | Ois | Wat | Es | Grou | GF& | Sod | RT | 100P! | Oth

liquor | r r hi er t pl N1 a D us er
Cluster- 117.8 | 51.6 | 249. 6.8 0.1 10.2
0 98.49 2 0 71 | 30.66 9 0.00 0.00 | 6.14 1 0.00 6
Cluster- 495.1 | 64.8 116. UANA 0.2 15.2
1 195.31 5 3 90 | 55.14 6 0.00 0.00 | 7.32 7 0.00 3
Cluster- 1194 | 194 | 258 24 0.0
2 57.33 2 9 0| 14.36 2 0.00 0.00 | 2.65 7 0.00 | 445
Cluster- 1019. 121. | 251. | 345.7 | 9.5 1.1 11.7
3 197.86 48 15 06 7 8 0.00 0.00 | 3.48 3 0.00 5
Cluster- 1599 | 302. | 61.2 4.8 12.7 | 1.3 25.8
4 154.50 1 97 9 | 6247 3 0.00 0.00 4 2 0.00 6

Table 9: Centroid of each product type in each global cluster

From table 9, we can see that each global cluster centroid has distinct sales amount for each

product type as follow

The highest selling product type in cluster-0 is Oishi with around 250 unit sold while
colored liquor and white liquor are at around 100 unit sold. There are around 50 units of beer,
30 units of water, 6 units of Est and soda and 10 units of other sold. This cluster has the
highest amount of Oishi sold so we can call it the Oishi cluster. There are 25 monthly clusters

that fit into this global cluster.
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Cluster-1 has very high amount of white liquor sold at almost 500 units and it also has
the highest amount of colored liquor sold at around 200 units, nearly double the amount sold
in cluster-0, while the number of beers is slightly higher than cluster-0 at around 65 units
sold. The number of waters is also almost double of cluster-0 at 55 units but the number of
oishi sold is around half of cluster-0 at 117 units. This cluster can be called the liquor cluster
due to the high amount of liquor sales. There are 20 monthly clusters that fit into this global

cluster.

Cluster-2 has around the same amount of white liquor sold as cluster-0 as 119 units but
the amount of colored liquor is almost half at 57 units, it also has very low number of sales
for other product groups such as beer at 19 units, oishi at 26 units, and water at 14 units. This
cluster can be called the low-sales cluster due to the low number of sales for every product
types. There are 54 monthly clusters that fit into this global cluster, making it the most

common global cluster.

Cluster-3 has the highest amount of white liquor sold at 1019 units, double of cluster-1,
and the highest amount of colored liquor sold at 198 units, shared with cluster-1. It also has
the highest amount of water sold at 346 units and around 121 units of beer sold which is
almost twice the sale of beer in cluster-1. This cluster has high number of sales in almost
every category so it can be called the high-sales cluster. There are 4 monthly clusters that fit

into this global cluster, making it the rarest global cluster.

The last cluster, cluster-4, has the highest number of sales for beer at 303 units and the
second highest amount of water, colored liquor and white liquor sold at 62 units, 155 units
and 160 units respectively. This cluster also has the highest amount of water sold at 25 units
and soda at 13 units sold. This cluster can be called the beer cluster due to the high amount of
beer sales. There are 11 monthly clusters that fit into this global cluster, making it the second

rarest global cluster.
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From the table, we can also see that the sales amount for Groupl, GF&N1, 100Plus and
RTD are either O or very close to 0. This means that the customers in this sales team do not
buy these products at all. Finally, the type other, soda and Est also sold very poorly in this
sales team but their sales number are above 0. This result leads to us only using the first 4

product types for the prediction models.

4.3 Prediction Model

We will create models to predict the sales of products by each customer. The model will
use the sales data from customers to predict the number of products the customer will order
based on product type. The model will be using 5 months of sales data to predict the sales for
the next month.

In this research, we will compare the performance of 3 kinds of models with global
cluster training data and sales training data. We will compare the performance of the models
trained by the data from the customer’s past purchase and the models trained by using other
customers from the same global cluster. We will compare the accuracy of the prediction and
the time taken to train and run the model. If models with global cluster training data can
perform at a similar level to the ones with sales training data, we can save time by preparing
models that have been trained with global cluster centroid of the customer and use them while

getting results comparable to the models that have to be trained again by the sales data.

4.3.1 Training the model

We will use global cluster data as training data for the prediction model. First, we need
to split the data into training data and test data. We use the data from December 2020, the last
month, as the test data and the rest of the data as training data for the model. Each row of the
data will contain the 5 months of sales as the input(X) and the sixth month as the output(Y).
We will be using 2 types of training data, the global cluster training data and sales training
data.

Global cluster training data is using the sales data from customers in the same global
cluster as the test customer to train the model. In case the customer is in multiple global

clusters, we use the cluster they are in for the majority of the times during the last 6 months as
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training data. The sales training data means using the past sales of the test customer as

training data for the model.

4.3.2 Evaluation
We will be using the data of the last month, December 2021 as the test data for
evaluation of the prediction models. We will be evaluating the models by using Root Mean

Square Error (RMSE). It can be defined as below

1Y, (vj=9)?
n

e RMSE =\/

® y] is the actual value
L :)7 fi is the predicted value

® 1 is the total amount of data

The lower the RMSE means the lower difference between the predicted value and actual
value, which means the better performance of the model. However, the difference between
sales number may cause comparison of different customers to be difficult. So, we will use
Relative RMSE (RRMSE) to compare the performance of different predictions. Relative

RMSE can be defined as

1Y -V)?
n(yj?

® RRMSE =

o y] is the actual value

L4 :)7 fi is the predicted value

® 1 is the total amount of data
We will compare the result from models using global cluster as training data to the ones with
sales data as training data and compare all 3 model types including LSTM, XGBoost,
Random Forest Regression model. We will use the aforementioned models as benchmarks.

We will compare the RRMSE of each model type and analyze the reason for the performance.
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4.3.3 Building model for global cluster
We will compare the performance of the 3 different kinds of models which are LSTM,
XGBoost and Random Forest Regression to see which one works well with global cluster
training data. The models that work well with global cluster training data are the ones that has
similar performance than the models trained using sales training data or in some cases, better
performance. We will also look at the model training time when using sales training data

compared to global cluster training data.
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5 Result and Analysis

The clustering of monthly clusters resulted in 5 global clusters. We can see that the pre-
lockdown data only has 4 clusters compared to the 5 clusters from the post-lockdown data, with
global cluster 3 only appearing in 2021, around a year after the lockdown began. We can also see
from the pre-lockdown data during the year 2019, the customers in global cluster 0 during
October are very likely to move to global cluster 2 by the end of the year while the customers in
other global clusters are more likely to stay in the same cluster. The changes in global clusters as
time went on can be observed as followed.

In the year 2020, we find that customers in global cluster 0 at the start of the year will
move between global cluster 0 and 2 throughout the year, with most customers moving to global
cluster 2 during April. Customers in global cluster 1 in January are very likely to stay in the same
cluster until April, which they move to global cluster 2. Most of them move back to global cluster
1 in August and global cluster 0 in September before spreading between global cluster 1,2,4 in
December. Most customer in global cluster 2 at the start of the year stay there throughout the
whole year with minimal movements. Most of the customers in global cluster 4 at the start of the
year move to global cluster 2 in March, before moving back to global cluster 4 in April and back
to global cluster 2 in May. They then stay in global cluster 2 until September where they move to
global cluster 0. They move back to global cluster 4 in October and stay there until the end of the
year.

In the year 2021, The customers that start in global cluster 0 move to global cluster 2 in
February. They then split into 2 groups in March, with one group staying in global cluster 2 and
the other group moving back to global cluster 0. The customers maintain the same behavior until
the end of the year, jumping between global cluster 0 and 2. Most of the customers that started
the year in global cluster 1 will move to global cluster 2, with a tiny amount moving to global
cluster 3. The customers that moved to global cluster 3 will move back to global cluster 1 in April
while the customers that moved to global cluster 2 will move between every global cluster each
month, most of them will move to global cluster 2 and 3 in March and global cluster 1 and 2 in
April. Most of the customers will move back to global cluster 1 in June before moving to global
cluster 2 in July and back to global cluster 1 in August. Most of the customers stay in global

cluster 1 until November, where most customers move to global cluster 2. Most of the customers
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stay in global cluster 2 until the end of the year, with around a third of the customers moving back
to global cluster 1 in December. Most of the customer that started the year in global cluster 2 stay
there for the whole year, with a few moving between global cluster 0 and 2. The customers that
started the year in global cluster 3 stay there until March and move to global cluster 1 in April.
They then stay in global cluster 1 until June and move between global cluster 0, 2, 3 until

September where they move to global cluster 1 and stay there until the end of the year.

We test the performance of the prediction models by predicting the sales of a single type
of product using 5 months of previous data as input. The model uses the sales of a specific
product type in all months except the last one as training data to predict the sales of a that product
type. We compare the performance of the model with global clusters centroids as training data to
the ones with actual sales data of the customer as training data and the model trained with the data
from customers in the same global cluster as the test customer. The comparison of the RRMSE

can be found in the tables below

Sales Training Global Cluster Global Cluster All
Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.064 0.699 0.816
71872 0.384 0.222 0.664
71909 0.079 0.026 0.580
71910 0.117 0.034 0.730
71911 0.598 0.170 0.062
72010 0.044 0.195 0.270
72022 0.388 0.517 0.528

Table 10: Comparison of RRMSE between the LSTM model with each type of training data for

each customer for colored liquor products.

Table 10 shows the result of using LSTM model to predict colored liquor product sales
with each type of training data. We can see that the result varies from customer to customer, so

we sum up the total error for each type of training data in the table below
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Customer

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total

167.8631

795.1886

195.1786

Table 11: Comparison of total RRMSE between the LSTM model with each type of training data

for each customer for colored liqguor products.

The result shows that for colored liquor products, the LSTM model performed the best
with sales training data, with global cluster customer training data in the second place and global
cluster centroid training data providing the worst result.

Next, we use the LSTM model to predict the sales of white liquor products with all 3

types of training data. The comparison of the RRMSE can be found in the tables below

Sales Training Global Cluster Global Cluster All
Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.338 0.013 0.465
71872 0.247 0.326 0.128
71909 0.000 0.000 0.000
71910 2.906 0.374 0.954
71911 0.000 0.000 0.000
72010 0.008 0.065 0.429
72022 0.181 0.162 0.484

Table 12: Comparison of RRMSE between the LSTM model with each type of training data for
each customer for white liquor products.

Table 12 shows the result of using LSTM model to predict white liquor product sales
with each type of training data. We can see that the result varies from customer to customer, so

we sum up the total error for each type of training data in the table below

Global Cluster
All Customer
RRMSE

Global Cluster
Centroid RRMSE

Sales Training
Customer RRMSE

Total 507.471 764.482 384.554

Table 13: Comparison of total RRMSE between the LSTM model with each type of training data

for each customer for white liquor products.

The result shows that for white liquor products, the LSTM model performed the best with
global cluster customer training data, with sales training data in the second place and global

cluster centroid training data providing the worst result.
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Next, we use the LSTM model to predict the sales of beer products with all 3 types of

training data. The comparison of the RRMSE can be found in the tables below

Sales Training Global Cluster Global Cluster All
Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.362 1.150 0.338
71872 0.444 0.169 0.813
71909 0.000 0.000 0.000
71910 0.066 0.045 0.071
71911 0.000 0.000 0.000
72010 0.000 0.000 0.000
72022 0.000 0.000 0.000

Table 14: Comparison of RRMSE between the LSTM model with each type of training data for

each customer for beer products.

Table 14 shows the result of using LSTM model to predict beer product sales with each

type of training data. We can see that the result varies from customer to customer, so we sum up

the total error for each type of training data in the table below

Sales Training

Global Cluster

Global Cluster All

Customer RRMSE Centroid RRMSE Customer RRMSE
Total 238.792 527.323 254.936
Global Cluster Global Self Training Random
Clusters | Data LSTM Forest
Training
Data
LSTM
2 0.245337 | 0.253370227 0.117083
2 8.361145 | 6.524695587 1.329
2 0.538996 | 0.681042804 0.1275
2 0.107213 | 0.032000542 0.098667
2 0.623632 | 0.084182247 0.089412
2 0.098577 | 0.201059977 0.06234
1 0.260564 | 0.897367896 0.274643
0 0.166221 | 0.672392874 0.271579




1 0.393691 | 0.105171428 0.018214

2 0.041175 | 0.043627636 0.082812

2 1.466319 | 1.116770903 1.185

2 0.112963 | 0.57988563 0.122727

2 0.725777 | 0.495100212 0.176429

2 0.227056 | 0.403122614 0.068095

2 0.457409 | 0.151580811 0.175

2 4.500155 | 2.989559937 1.2

2 0.18557 | 0.32465299 0.050278

1 0.282837 | 0.729153035 0.143529

2 0.377874 | 0.322909219 0.151486

2 0.346698 | 0.159477303 0.041728
19.51921 | 16.76712387 5.785524
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Table 15: Comparison of total RRMSE between the LSTM model with each type of training data

for each customer for beer products.

The result shows that for beer products, the LSTM model performed the best with sales

training data, with global cluster customer training data in the second place and global cluster

centroid training data providing the worst result.

Next, we use the LSTM model to predict the sales of beer products with all 3 types of

training data. The comparison of the RRMSE can be found in the tables below

Sales Training

Global Cluster

Global Cluster All

Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.362 1.150 0.338
71872 0.444 0.169 0.813
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71909 0.000 0.000 0.000
71910 0.066 0.045 0.071
71911 0.000 0.000 0.000
72010 0.000 0.000 0.000
72022 0.000 0.000 0.000

Table 16: Comparison of RRMSE between the LSTM model with each type of training data for

each customer for Oishi products

Table 16 shows the result of using LSTM model to predict Oishi product sales with each

type of training data. We can see that the result varies from customer to customer, so we sum up

the total error for each type of training data in the table below

Customer

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total

242.816

475.278

185.264

Table 17: Comparison of total RRMSE between the LSTM model with each type of training data

for each customer for Oishi products.

The result shows that for Oishi products, the LSTM model performed the best with

global cluster customer training data, with sales training data in the second place and global

cluster centroid training data providing the worst result.

We can summarize the test result of the LSTM model in the table below

Product Type

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster
Customer RRMSE

Colored Liquor 322.652 700.611 370.37

White Liquor 507.471 764.482 384.554
Beer 238.792 527.323 254.936
Oishi 242.816 475.278 185.264




38

Table 18: The performance of LSTM model with each type or training data.

We can see that for the LSTM model, the sales training data provided the best result for
colored liquor and beer products while the global cluster customer training data provided the best

results for the white liquor and Oishi products.

We then test the performance of the XGBoost model with all 3 training data types and the

4 product types. The result for colored liquor products can be seen in the table below

Sales Training Global Cluster Global Cluster All
Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.262 1.166 0.178
71872 0.271 0.200 0.161
71909 0.004 0.163 0.070
71910 0.001 0.086 0.017
71911 0.023 0.046 0.008
72010 0.006 0.329 0.101
72022 0.071 0.500 0.085

Table 19: Comparison of RRMSE between the XGBoost model with each type of training data

for each customer for colored liqguor products

Table 19 shows the result of using XGBoost model to predict colored liquor product
sales with each type of training data. We can see that the result varies from customer to customer,

so we sum up the total error for each type of training data in the table below

Sales Training
Customer RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total 167.863

795.189

195.179

Table 20: Comparison of total RRMSE between the XGBoost model with each type of training

data for each customer for colored liquor products

The result shows that for colored liquor products, the XGBoost model performed the best
with sales training data, with global cluster customer training data in the second place and global

cluster centroid training data providing the worst result.
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Next, we use the XGBoost model to predict the sales of white liquor products with all 3

types of training data. The comparison of the RRMSE can be found in the tables below

Sales Training Global Cluster Global Cluster All
Customer RRMSE Centroid RRMSE Customer RRMSE
71866 71866 0.022 0.092
71872 71872 0.046 0.761
71909 71909 0.000 0.000
71910 71910 0.011 0.217
71911 71911 0.010 0.000
72010 72010 0.027 0.330
72022 72022 0.013 0.388

Table 21: Comparison of RRMSE between the XGBoost model with each type of training data

for each customer for white liquor products.

Table 21 shows the result of using XGBoost model to predict white liquor product sales

with each type of training data. We can see that the result varies from customer to customer, so

we sum up the total error for each type of training data in the table below.

Customer

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total

131.927

1776.584

153.260

Table 22: Comparison of total RRMSE between the XGBoost model with each type of training

data for each customer for white liquor products.

The result shows that for white liquor products, the XGBoost model performed the best

with sales training data, with global cluster customer training data in the second place and global

cluster centroid training data providing the worst result.

Next, we use the XGBoost model to predict the sales of beer products with all 3

types of training data. The comparison of the RRMSE can be found in the tables below

Sales Training

Global Cluster

Global Cluster All

Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.242 3.059 1.048
71872 0.075 0.658 0.334
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71909 0.000 0.000 0.000
71910 0.003 0.019 0.000
71911 0.000 0.000 0.000
72010 0.000 0.000 0.000
72022 0.000 0.000 0.000

Table 23: Comparison of RRMSE between the XGBoost model with each type of training data

for each customer for beer products.

Table 23 shows the result of using XGBoost model to predict beer product sales with
each type of training data. We can see that the result varies from customer to customer, so we sum

up the total error for each type of training data in the table below.

Global Cluster Global Cluster All
Centroid RRMSE Customer RRMSE

Sales Training
Customer RRMSE

Total 142.653 1223.482 159.064

Table 24: Comparison of total RRMSE between the XGBoost model with each type of training

data for each customer for beer products.

The result shows that for beer products, the XGBoost model performed the best with

sales training data, with global cluster customer training data in the second place and global

cluster centroid training data providing the worst result.

Next, we use the XGBoost model to predict the sales of Oishi products with all 3 types of

training data. The comparison of the RRMSE can be found in the tables below

Sales Training Global Cluster Global Cluster All
Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.000 0.000 0.000
71872 0.185 5.429 0.076
71909 0.000 0.000 0.000
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71910 0.006 0.420 0.037
71911 0.008 0.399 0.003
72010 0.000 0.000 0.000
72022 0.000 0.000 0.000

Table 25: Comparison of RRMSE between the XGBoost model with each type of training data

for each customer for Oishi products.

Table 25 shows the result of using XGBoost model to predict Oishi product sales with

each type of training data. We can see that the result varies from customer to customer, so we sum

up the total error for each type of training data in the table below.

Customer

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total

97.954

1013.283

79.148

Table 26: Comparison of RMSE between the LSTM model with Random Forest

Regression and XGBoost for Oishi products using global cluster centroid as training data.

The result shows that for Oishi products, the XGBoost model performed the best with

global cluster customer training data, with sales training data in the second place and global

cluster centroid training data providing the worst result.

We can summarize the test result of the XGBoost model in the table below

Product Type

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster
Customer RRMSE

Colored Liquor 167.863 795.189 195.179
White Liquor 131.927 1776.584 153.26
Beer 142.653 1223.482 159.064
Oishi 97.954 1013.283 79.148

Table 27: The performance of XGBoost model with each type or training data.
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We can see that for the XGBoost model, the global cluster customer training data
provided the best result for only Oishi products while sales training data provided the best result

for all other types of products.

We then test the performance of the Random Forest model with all 3 training data types

and the 4 product types. The result for colored liquor products can be seen in the table below

Sales Training Global Cluster Global Cluster All
Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.469 1.035 0.119
71872 0.226 0.377 0.214
71909 0.025 0.263 0.007
71910 0.075 0.040 0.171
71911 0.273 0.060 0.185
72010 0.039 0.371 0.049
72022 0.056 0.803 0.232

Table 28: Comparison of RRMSE between the Random Forest model with each type of training

data for each customer for colored liqguor products.

Table 28 shows the result of using Random Forest model to predict colored liquor
product sales with each type of training data. We can see that the result varies from customer to

customer, so we sum up the total error for each type of training data in the table below.

Customer

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total

153.944

1063.369

163.409

Table 29: Comparison of total RRMSE between the Random Forest model with each type of

training data for each customer for colored liqguor products

The result shows that for colored liquor products, the Random Forest model performed
the best with sales training data, with global cluster customer training data in the second place and

global cluster centroid training data providing the worst result.

Next, we use the Random Forest model to predict the sales of white liquor products with

all 3 types of training data. The comparison of the RRMSE can be found in the tables below
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Sales Training

Global Cluster

Global Cluster All

Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.178 0.000 0.144
71872 0.175 0.544 0.075
71909 0.000 0.000 0.000
71910 0.707 0.253 0.404
71911 0.170 0.000 0.000
72010 0.095 0.083 0.140
72022 0.062 0.259 0.180

Table 30: Comparison of RRMSE between the Random Forest model with each type of training

data for each customer for white liquor products.

Table 30 shows the result of using Random Forest model to predict colored liquor

product sales with each type of training data. We can see that the result varies from customer to

customer, so we sum up the total error for each type of training data in the table below.

Customer

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total

211.081

1159.224

153.389

Table 31: Comparison of total RRMSE between the Random Forest model with each type of

training data for each customer for white liquor products.

The result shows that for white liquor products, the Random Forest model performed the

best with global cluster customer training data, with sales training data in the second place and

global cluster centroid training data providing the worst result.

Next, we use the Random Forest model to predict the sales of beer products with all 3

types of training data. The comparison of the RRMSE can be found in the tables below

Sales Training

Global Cluster

Global Cluster All

Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.245 2.305 0.193
71872 0.247 0.469 0.350
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71909 0.000 0.000 0.000
71910 0.000 0.062 0.013
71911 0.000 0.000 0.000
72010 0.000 0.000 0.000
72022 0.000 0.000 0.000

Table 32: Comparison of RRMSE between the Random Forest model with each type of training

data for each customer for beer products.

Table 32 shows the result of using Random Forest model to predict beer product sales

with each type of training data. We can see that the result varies from customer to customer, so

we sum up the total error for each type of training data in the table below.

Customer

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total

113.242

946.070

107.879

Table 33: Comparison of total RRMSE between the Random Forest model with each type of

training data for each customer for beer products.

The result shows that for beer products, the Random Forest model performed the best

with global cluster customer training data, with sales training data in the second place and global

cluster centroid training data providing the worst result.

Next, we use the Random Forest model to predict the sales of Oishi products with all 3

types of training data. The comparison of the RRMSE can be found in the tables below

Sales Training

Global Cluster

Global Cluster All

Customer RRMSE Centroid RRMSE Customer RRMSE
71866 0.000 0.000 0.000
71872 2.123 3.524 1.455
71909 0.000 0.000 0.000
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71910 0.149 0.654 0.154
71911 0.210 0.590 0.130
72010 0.000 0.000 0.000
72022 0.000 0.000 0.000

Table 34: Comparison of RRMSE between the Random Forest model with each type of training

data for each customer for Oishi products.

Table 34 shows the result of using Random Forest model to predict Oishi product sales

with each type of training data. We can see that the result varies from customer to customer, so

we sum up the total error for each type of training data in the table below.

Customer

Sales Training
RRMSE

Global Cluster
Centroid RRMSE

Global Cluster All
Customer RRMSE

Total

118.950

821.423

94.453

Table 35: Comparison of total RRMSE between the Random Forest model with each type of

training data for each customer for Oishi products.

The result shows that for Oishi products, the Random Forest model performed the best

with global cluster customer training data, with sales training data in the second place and global

cluster centroid training data providing the worst result.

We can summarize the test result of the Random Forest model in the table below

Product Type Sales Training Global Cluster Global Cluster
RRMSE Centroid RRMSE Customer RRMSE

Colored Liquor 153.944 1063.369 163.409

White Liquor 211.081 1159.224 153.389

Beer 113.242 946.07 107.879

Oishi 118.95 821.423 94.453

Table 36: The performance of Random Forest model with each type or training data.
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We can see that for the Random Forest model, the sales training data provided the best
result for only colored liquor products while global cluster customer training data provided the

best result for all other types of products.

Next, we measure the time taken to train and run the model for each type of training data

and prediction models. The result can be seen in the table below

Model Sales training data | Global Cluster Global Cluster
Centroid Customer
LSTM 99 minutes 16 3 minutes 20 13 minutes 34
seconds seconds seconds
XGBoost 1 minute 5 seconds | 20 seconds 30 seconds
Random Forest 1 minutes 15 seconds 33 seconds
20second

Table 37: The comparison of time taken to train and run the model for each kind of models and

training data

From table 37, we can see that the sales training data took the longest time to train and
run the mode, due to training the model once per customer. The global cluster centroid training
data was the fastest one due to using the least amount of data and only needing to train once per
global cluster. Finally, the global cluster customer training data took longer than the global cluster

centroid training data due to amount of data used in each cluster.

6 Summary

The test result has shown that the global cluster customer training data performed the
best for LSTM model with white liquor and Oishi products, XGBoost model with Oishi products
and Random Forest model with white liquor, beer and Oishi products. The sales training data
performed the best for LSTM model with colored liquor and beer products, XGBoost model with

colored liquor, white liquor and beer products and Random Forest model with colored liquor
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products. The global cluster centroid training data performed the worst for every kind of products
and models.

We can see that out of the 12 tests,3 kinds of models and 4 types of products, we can see
that the global cluster customer training data provided the best result for 6 of them. Sales training
data worked the best for the other 6. We can also see from the time comparison that the global
cluster centroid and global cluster customer training data took much less time to train and run the
model than the sales training data. This is due to the model needing to train once for every
customer when using sales training data while for the global cluster training data, we can train the
model once and use it to predict the sales for many customers in the same global cluster. We
conclude that the global cluster customer training data is the best out of the 3 types of training
data due to performing similarly to sales training data while taking much less time to train and run

the model.
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